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Abstract

A three-dimensional picture of the nucleon is gradually developing through experimental studies related to

generalized parton distributions (GPDs) and transverse momentum dependent (TMD) parton distribution

functions (PDFs). There are eight TMD PDFs which describe the nucleon at leading order. Four in particular

will be discussed in this thesis. The Sivers and Boer-Mulders functions are predicted to be process-dependent

and change sign when measured in semi-inclusive deep inelastic scattering (SIDIS) compared to Drell-Yan

scattering (DY). In contrast, the pretzelosity and transversity functions are predicted to be truly universal.

TMD PDFs are accessed experimentally through the extraction of transverse spin-(in)dependent azimuthal

asymmetries.

COMPASS is a fixed target experiment located in the North Area of CERN with a broad physics program.

It is uniquely capable of taking SIDIS and DY data under almost identical conditions, and therefore well

suited for testing the (non-)universality of the TMD PDFs. It is also one of few experiments capable of

probing TMD PDFs with the DY process. In 2015 and 2018 COMPASS collected Drell-Yan data using a

190 GeV/c negative pion beam and a transversely polarized proton target. This thesis focuses on extracting

transverse spin-dependent azimuthal asymmetries (TSAs) from dimuon events resulting from DY. The first

TSA results from the full COMPASS DY 2015+2018 data sample are presented. The new TSAs favor the

predicted sign change for the Sivers function and the universality of transversity and pretzelosity.

During the 2015 and 2018 COMPASS runs, dimuons were also produced by the decay of J/ψ mesons.

In pion-proton collisions, J/ψ mesons can be produced via quark-antiquark annihilation or via gluon-gluon

fusion. TSAs extracted from these J/ψ events can be compared to different theoretical predictions to help

determine which production mechanism is dominant at COMPASS kinematics. The TSAs can then be used

to learn more about quark or gluon TMD PDFs depending on the production mechanism. The first J/ψ TSA

results from pion-proton collisions at COMPASS are presented in this thesis. The small size of the Sivers,

pretzelosity and transversity TSAs suggest that gluon-gluon fusion is the dominant production mechanism,

and that the gluon TMDs are small or possibly zero. New information about the gluon TMDs is extremely

valuable as they are so far not very well studied.
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Chapter 1

Introduction

Over 100 years ago, in 1911, Rutherford discovered that atoms contain a small but massive nuclei in his

famous scattering experiment [1]. By 1932 it was known that nuclei are composed of protons and neutrons

[2, 3], collectively referred to as nucleons. As time progressed, higher energy scattering experiments led to

the discovery that nucleons are themselves composite particles. In 1964, Gell-Mann and Zweig developed the

quark model to describe the structure of nucleons [4, 5]. In this simple quark model, the nucleons are each

composed of three quarks with fractional electric charge and a spin of 1/2. Later in that decade, Feynman

proposed the parton model to explain the results of deep inelastic scattering (DIS) experiments, in which

high energy leptons are scattered off nucleons [6]. In the parton model, each nucleon is moving very fast

and can be modeled as a distribution of independent partons that each carry some fraction of the total

longitudinal momentum of the nucleon. The term ‘longitudinal’ means along the direction of motion of the

nucleon. These two models were unified in the 1970’s in quantum chromodynamics (QCD), the quantum

field theory of strong nuclear interactions [7, 8, 9, 10, 11, 12]. In QCD, nucleons and other quark-composite

particles, collectively referred to as hadrons, are composed of quarks held together by force-carrying gluons.

There are valence quarks which are responsible for the charge and other quantum numbers of the hadron.

Nucleons have three valence quarks. Surrounding the valence quarks is a ‘cloud’ of gluons and sea quarks.

Sea quarks are short-lived quarks that appear in quark-antiquark pairs so that the net quantum numbers of

the hadron do not change.

After determining the makeup of hadrons, experiments began to study the relationship between the

quantum numbers of hadrons and the quarks and gluons they are made of. In 1988, the EMC collaboration

discovered that only a small fraction of the total spin of a nucleon can be attributed to the quark spin [13].

This led to the ‘proton spin crisis’ and the understanding that the spin of nucleons arises from multiple
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sources. The spin sum rule illustrates the possible sources of spin of the nucleon [14, 15]:

1

2
=

1

2
∆Σ + ∆G+ Lq + Lg. (1.1)

In Eq. 1.1, ∆Σ is the contribution due to quark spin, ∆G is the contribution due to gluon spin, and Lq(g)

is related to the orbital momentum of the quarks (gluons). Following the EMC experiment, multiple other

experiments measured ∆Σ, establishing an approximate contribution of 30% due to quark spin [16]. Some

experiments have also attempted to measure ∆G. Current results suggest that the contribution due to gluon

spin is very small [17], but the uncertainties of the experiments are still very large. Various experiments are

working to better understand the impact of the Lq and Lg contributions.

It is vital to study nucleon substructure experimentally because not all properties of bound states of

quarks and gluons can be derived from QCD first principles. High-energy scattering processes involving

hadrons are factorized into a hard scattering process which can be calculated with perturbative QCD, and a

soft non-perturbative scattering process. The soft process is parametrized with experimentally determined

parton distribution functions (PDFs) describing bound hadron structure, and fragmentation functions (FFs)

describing the probability for quarks to fragment into hadrons.

Many experiments have studied the longitudinal momentum structure of the proton so that it is quite

well understood. Much less is known about the transverse momentum-dependent structure. The transverse

structure began to be studied in earnest after significant azimuthal asymmetries were measured in polarized

proton collisions at the CERN Proton Synchrotron in 1975 [18]. Gradually, a three dimensional tomographic

image of nucleon substructure is emerging [19]. Generalized parton distributions (GPDs) provide access to

the transverse position of quarks and gluons, and transverse momentum dependent (TMD) PDFs contain

information about the transverse momentum of the nucleon constituents.

Two of the most useful scattering processes for learning more about TMDs are semi-inclusive deep inelastic

scattering (SIDIS) and the Drell-Yan (DY) process [20]. In SIDIS, a lepton is scattered off a nucleon target,

and at least one outgoing hadron is detected in addition to the scattered lepton. The DY process is a

hadron-hadron scattering process in which a quark from one hadron annihilates with an antiquark from the

other hadron into a virtual photon. The virtual photon then decays into a dilepton. These processes allow

access to TMDs through measuring various spin-(in)dependent azimuthal asymmetries.

This thesis will study TMD PDFs through the extraction of azimuthal asymmetries from data taken

at the COMPASS experiment at CERN. It will look at Drell-Yan scattering data as well as data involving

J/ψ production in hadron-hadron collisions. Chapter 2 will provide a theoretical introduction and give a

brief review of current experimental results related to TMD PDFs. Chapter 3 will describe the COMPASS

2



experiment and spectrometer setup, including the DC05 detector which the author has performed calibrations

for and helped repair. The chapter will also explain the data production process by which the digital

spectrometer output is reconstructed into useful physics quantities. The author was the Drell-Yan data

production manager responsible for the newest reconstructions of the 2015 and 2018 DY data. Chapter 4

will introduce the methods by which transverse spin dependent azimuthal asymmetries (TSAs) are extracted

from data. Chapter 5 will present the first TSA results extracted from the full COMPASS Drell-Yan data

set. Chapter 6 will present the first TSA results extracted from J/ψ production events in the full 2015 and

2018 data sets. Finally, Chapter 7 will give a summary and outlook.

3



Chapter 2

Theoretical and Experimental

Overview

2.1 Deep Inelastic Scattering

Nucleon substructure was first probed in deep inelastic scattering (DIS) experiments. In DIS, a lepton

is scattered off a nucleon:

`(k) +N(P )→ `(k′) +X(PX), (2.1)

where ` is a lepton with four-momentum k = (E,~k) in the initial state and k′ = (E′,~k′) in the final state,

N is a nucleon with initial four-momentum P , and X refers to all undetected products of the experiment

with combined four-momentum PX . The Feynman diagram of this process is shown in Fig. 2.1. The lepton

interacts with the nucleon by exchanging a virtual photon with four-momentum q = k′ − k.

Figure 2.1: Feynman diagram for deep inelastic scattering.

In most of the experiments that will be mentioned in this chapter, DIS occurs in a fixed target setup
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where P = (M,~0). It is assumed that the lepton and quark masses are negligible compared to the other

energy scales in the process. The Lorentz-invariant kinematic variables that can describe fixed-target DIS

are:

Q2 = −q2 = −(k′ − k)2, x =
Q2

2P · q
,

ν =
P · q
M

, y =
P · q
P · k

, (2.2)

W 2 = (P + q)2.

Q2 is the hard scale of the reaction; x is called Bjorken-x and can be interpreted as the nucleon longitudinal

momentum fraction carried by the struck quark, ranging from 0 to 1; ν is the energy of the virtual photon;

y is the fraction of initial lepton energy carried by the virtual photon and ranges from 0 to 1; and W 2 is the

combined invariant mass of the final state hadrons. The scattering process is ‘deeply inelastic’ if ν,Q2 →∞

with fixed x. DIS can be completely parametrized using two of the above variables, usually x and Q2.

The cross section for DIS is written as [21]

d3σ =
1

4P · k
e4

Q4
LµνW

µν2π
d3k′

(2π)32E′
, (2.3)

where e is the charge of an electron, Lµν is the leptonic tensor, and Wµν is the hadronic tensor. The

tensors can be broken into a symmetric portion describing the spin-independent part of the scattering and

an antisymmetric portion describing the spin-dependent scattering:

Lµν = L(S)
µν (k, k′) + iL(A)

µν (k, s`; k
′),

Wµν = W (S)
µν (q, P ) + iW (A)

µν (q;P, S),

(2.4)

where s` is the spin of the incoming lepton and S is the spin of the incoming hadron. The leptonic tensor

can be calculated exactly using quantum electrodynamics (QED). However, the hadronic tensor encodes

information about the bound states of quarks and gluons which cannot be calculated using perturbative QCD.

It must instead be parametrized using structure functions which can only be determined experimentally. The

DIS differential cross section with a longitudinally-polarized nucleon can then be written as

d2σ

dxdy
=

8πα2

Q2

[
y

2
F1(x,Q2) +

1

2xy

(
1− y − y2γ2

4

)
F2(x,Q2)

+c1(y, γ, s`, S)g1(x,Q2) + c2(y, γ, s`, S)g2(x,Q2)
]
,

(2.5)

where α is the electromagnetic coupling constant; γ = 2Mx/Q; c1 and c2 are functions depending on the
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Figure 2.2: The structure function F2(x,Q2) as measured by various experiments. From [23].

target and beam polarizations; and F1(x,Q2), F2(x,Q2), g1(x,Q2), and g2(x,Q2) are dimensionless structure

functions. F1(x,Q2) and F2(x,Q2) describe the spin-independent structure of the nucleon, while g1(x,Q2)

and g2(x,Q2) describe the spin-dependent nucleon structure.

2.2 Parton Model

The first experimental measurement of F1 and F2 was performed at SLAC in 1969. They observed that

F1 and F2 did not depend strongly on Q2 [22]. This was originally theorized by Bjorken [8]. A sample of

experimental results for F2 of the proton is shown in Fig. 2.2 taken from [23]. The initial experiments took

data in the mid-x range where Fig. 2.2 shows no dependence of F2 on Q2. This phenomena is referred to as

Bjorken scaling and led to the development of the parton model by Feynman [6]. (The dependence on Q2

at high and low x will be discussed at the end of this section.)

The parton model describes a hadron in the infinite-momentum frame as a composition of free, point-like,

massless partons. The inifinite momentum frame is a good approximation for a process where, in the center-
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Figure 2.3: The ‘handbag diagram’ depicting the hadronic tensor in the parton model. The virtual photon
with momentum q scatters incoherently off a free quark with momentum p. Note that only momentum is
labeled in this diagram.

of-mass frame, the nucleon momentum is much larger than its invariant mass. In this limit, the strong force

binding the nucleon together becomes asymptotically small. Therefore the partons appear to the incoming

lepton to be free particles.

In this model, the hadronic tensor is represented by the ‘handbag diagram’ shown in Fig. 2.3. Then, the

hadronic tensor of Eq. 2.4 can be written in terms of a quark-quark correlator as [21]:

Wµν =
∑
q

e2
q

∫
d4p

(2π)4
δ
(
(p+ q)2

)
tr
[
Θγµ(/p+ /q)γ

ν
]
, (2.6)

where lower-case p is the momentum of the struck quark and Θ is the quark-quark correlation matrix. The

elements of Θ are defined as

Θij(p, P, S) =

∫
d4ξeip·ξ 〈PS| ψ̄j(0)ψi(ξ) |PS〉 , (2.7)

where ψ(ξ) is the quark field.

In cases where the nucleon is unpolarized or longitudinally polarized, the symmetric and anti-symmetric

pieces of the hadronic tensor can be written as [21]

W (S)
µν =

1

P · q
∑
q

e2
q [(pµ + qµ)Pν + (pν + qν)Pµ − gµν ] fq1 (x),

W (A)
µν =

1

P · q
λεµνρσ (pσ + qσ)P ρ

∑
q

e2
qg
q
1L(x),

(2.8)

where λ is the longitudinal polarization of the nucleon relative to the momentum direction, the superscript
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and subscript q refer to the quark flavor, eq is the electric charge of the quark with flavor q, f1(x) is the

spin-independent quark number density and g1L(x) is the helicity distribution. The helicity distribution

describes the net number of quarks longitudinally polarized in the same direction as the parent nucleon. To

clarify the distinction between f1 and g1L we can write

f1 = f+
1 + f−1 ,

g1L = f+
1 − f

−
1 ,

(2.9)

where the superscripts + and − refer to the longitudinal polarization of the quarks relative to that of the

parent hadron. The functions f1 and g1L are examples of parton distribution functions (PDFs).

The structure functions in Eq. 2.5 can be written in terms of the PDFs f1 and g1L. In the naive parton

model, where only the leading order QCD terms are considered, F1 and F2 of spin 1/2 quarks are related to

each other via the Callan-Gross relation [24] and can be written in terms of f1 as

F2(x) = 2xF1(x) =
∑
q

e2
qx
(
fq1 (x) + f q̄1 (x)

)
. (2.10)

Here the antiquark (q̄) distributions (coming from the sea quarks in a nucleon) have been included along

with the quark distributions. If the nucleon is longitudinally polarized, the structure function g1 is related

to g1L by

g1(x) =
1

2

∑
q

e2
q

(
gq1L(x) + gq̄1L(x)

)
. (2.11)

The structure function g2(x) = 0 in the naive parton model.

Various DIS experiments have measured f1 and g1L. Fig. 2.4 shows results for xf1(x) based on a global

analysis of data from several CERN experiments [25]. Fig. 2.5 shows results for xg1L(x) based on an analysis

of Hermes [26], SMC [27], and COMPASS [28] results from DIS with longitudinally polarized targets.

As mentioned earlier, Fig. 2.2 shows that F2(x,Q2) is only independent of Q2 when x ranges from about

0.02 to 0.4. As x → 0, F2(x,Q2) begins increasing with Q2 while as x → 1, F2(x,Q2) begins decreasing

with Q2. This is shown more clearly in Fig. 2.6. These trends arise from the fact that the strong coupling

constant αs is dependent on Q2 because the force-carrying gluons also carry the color charge of the strong

force. The parton model can be improved by adding Q2 evolution which takes the dependence on Q2 into

account. The DGLAP equations [29, 30, 31] are used to describe the Q2 evolution of quark and gluon PDFs.
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Figure 2.4: The first moment of the unpolarized parton distribution function f1(x) for various quark flavors
and for gluons inside the proton. From [23].

Figure 2.5: The first moment of the helicity distribution g1L(x) for various quark flavors in the longitudinally-
polarized proton. From [23].
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Figure 2.6: The structure function F2(x,Q2) at two different Q2 values. The dependence of F2(x,Q2) on Q2

at low x is clearly observable. From [23].

2.3 Transverse Momentum Dependence

So far only spin-independent and longitudinal-spin-dependent PDFs have been introduced. The DIS

process as drawn in Fig. 2.1 is an inclusive process because no outgoing hadrons are detected. In this

process the transverse momentum of the partons is integrated over. However, if more outgoing particles

are detected, the parton transverse momentum can be probed. In semi-inclusive DIS (SIDIS), one or more

outgoing hadrons are detected in addition to the scattered lepton. This process is often used to probe

transverse momentum-dependent nucleon substructure and will be discussed further in Sect. 2.4. Another

process that can be used is Drell-Yan (DY) scattering. This process will be described in Sect. 2.5. In addition

to SIDIS and DY, the parton transverse momentum can be probed in electron-positron annihilation and in

proton-proton collisions with a transversely-polarized proton.

The processes sensitive to transverse momentum are of order 1/Q [32], also called ‘twist-2’. To this order,

the quark-quark correlation matrix of Eq. 2.7 can be written as [32, 33]

Θ =
1

2

{
f1(x, p2

T )/P +
1

M
f⊥1T (x, p2

T ) [εµνρσγ
µP ν + pρTS

σ
T ]

+

[
λg1L(x, p2

T ) +
pT · ST
M

g1T (x, p2
T )

]
γ5 /P + h1(x, p2

T )iσµνγ
5PµSνT

+
1

M
h1L(x, p2

T )λiσµνγ
5PµpνT +

1

M
h⊥1 σµνp

µ
TP

ν

+
1

M2
h⊥1T (x, p2

T )iσµνγ
5Pµ

[
pνT pT · ST −

1

2
p2
TS

ν
T

]}
,

(2.12)

where pT is the transverse momentum of the struck quark, λ is the longitudinal nucleon polarization, and
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Figure 2.7: The eight leading-order (twist-2) quark TMDs organized by nucleon and quark polarization. The
green arrows represent nucleon spin, the orange arrows represent quark spin, and the blue arrows represent
quark transverse momentum.

ST is the transverse nucleon polarization. There are eight quark transverse momentum dependent (TMD)

PDFs in Eq. 2.12 that are functions of x and the quark pT . These TMDs describe correlations between

nucleon spin, quark spin, and quark transverse momentum. They are arranged into a table in Fig. 2.7 based

on the associated nucleon and quark polarizations. A similar table exists for gluon TMDs.

As Fig. 2.7 shows, the symbols representing the TMDs indicate which type of quark they are related

to: the f functions are related to unpolarized quarks, the g functions are related to longitudinally polarized

quarks, and the h functions are related to transversely polarized quarks. The number density f1, helicity

distribution g1L, and transversity distribution h1 are the only functions to survive pT integration. The

functions f1 and g1L were already seen in Eq. 2.8. The four TMDs found in the leading twist cross sections

of transversely polarized SIDIS and DY are the Sivers function, Boer-Mulders function, transversity function,

and pretzelosity function.

The quark Sivers function f⊥1T describes the correlations between the transverse momentum of an unpo-

larized quark and the transverse spin of the parent hadron. It was proposed to explain large spin-dependent

asymmetries observed in p↑p collisions [34]. The Boer-Mulders function h⊥1 describes the correlations be-

tween the transverse spin and transverse momentum of a quark inside an unpolarized nucleon [32]. The most

interesting fact about the Sivers and Boer-Mulders functions is that they change sign under time reversal and
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therefore are ‘T-odd’ functions. Because of this, it was originally supposed that these functions could not

be non-zero. However, it was later shown that the sign change under time reversal could be caused by soft

gluon exchange in initial or final state interactions without violating time reversal invariance [35, 36]. Then,

a non-zero Sivers or Boer-Mulders function should have opposite sign when measured in SIDIS compared

to Drell-Yan [37]. This is because gluon exchange occurs in the initial state in DY and in the final state in

SIDIS.

The transversity distribution h1 is the analog of the helicity function g1L for transverse polarization. That

is, it describes the difference between the number of quarks transversely polarized in the same direction as

the parent hadron and the number transversely polarized in the opposite direction. The function was first

proposed in 1979 in the context of DY production with polarized beams [38]. The pretzelosity TMD h⊥1T

describes the correlation between the transverse polarization of a quark and its transverse momentum in a

transversely polarized hadron. The name ‘pretzelosity’ refers to the predicted effect the function should have

on the proton shape in transverse momentum space if it is non-zero [39]. These functions are even under

time-reversal and therefore are predicted to be truly universal. It is important to experimentally validate

the (non-)universality of the TMDs in order to verify this TMD framework of QCD.

2.4 Semi-Inclusive Deep Inelastic Scattering

Semi-inclusive DIS is one important experimental probe of hadron TMD structure. As Fig. 2.8 shows,

it is like inclusive DIS (Fig. 2.1) except that at least one outgoing hadron is detected in addition to the

scattered lepton:

`(k) +N(P )→ `(k′) +H(Ph) +X(PX), (2.13)

where H refers to the detected hadron with four-momentum Ph. The process can be described fully using

three independent kinematic variables (an increase from the two needed for inclusive DIS). In addition to

Figure 2.8: Leading order Feynman diagram for semi-inclusive deep inelastic scattering.
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the kinematic variables in Eq. 2.2, the variable

z =
P · Ph
P · q

, (2.14)

is often used to describe SIDIS. It describes the fraction of energy the detected hadron obtains.

The SIDIS cross section of a polarized lepton beam scattering off a transversely-polarized nucleon target

can be written in terms of structure functions as [40]

d5σ

dx dy dφS dφh dP 2
hT

=
α2

xyQ2

y2

2(1− ε)

(
1 +

γ2

2x

){
FUU,T + εFUU,L +

√
2ε(1 + ε) cos(φh)F

cos(φh)
UU

+ ε cos(2φh)F
cos(2φh)
UU + λ`

√
2ε(1− ε) sin(φh)F

sin(φh)
LU

+ |ST |
[
sin(φh − φS)

(
F

sin(φh−φS)
UT,T + εF

sin(φh−φS)
UT,L

)
+ ε sin(φh + φS)F

sin(φh+φS)
UT + ε sin(3φh − φS)F

sin(3φh−φS)
UT

+
√

2ε(1 + ε)
(

sin(φS)F
sin(φS)
UT + sin(2φh − φS)F

sin(2φh−φS)
UT

)]
+ |ST |λ`

[√
1− ε2 cos(φh − φS)F

cos(φh−φS)
LT +

√
2ε(1− ε) cos(φS)F

cos(φS)
LT

+
√

2ε(1− ε) cos(2φh − φS)F
cos(2φh−φS)
LT

]}
,

(2.15)

where λ` is the longitudinal polarization of the incoming lepton, ST is the transverse polarization of the

target nucleons, PhT is the transverse momentum of the detected hadron, γ = 2Mx/Q, and

ε =
1− y − γ2y2/4

1− y + y2/2 + γ2y2/4
(2.16)

is the ratio of longitudinally-to-transversely polarized virtual photon flux. The angles φh and φS are defined

in the target rest frame as shown in Fig. 2.9. The functions F are structure functions. The first, second,

and third (if present) subscripts of F refer to the beam polarization, target polarization, and virtual photon

polarization respectively. The subscripts U , L, and T mean unpolarized, longitudinally-polarized, and

transversely-polarized respectively. If you integrate Eq. 2.15 over PhT and sum over all the final hadron

states, you end up back at the cross section for inclusive DIS (Eq. 2.5).

In the TMD regime (PhT � Q), the structure functions can be interpreted as convolutions of TMD

PDFs and fragmentation functions (FFs). Fragmentation functions describe the probability for a quark to

hadronize into a particular hadron. The two fragmentation functions that appear in the leading twist SIDIS

cross section, with a transversely polarized target and an unpolarized detected hadron, are D1 and H⊥1 . D1

describes the probability for an unpolarized quark to fragment into an unpolarized hadron. H⊥1 is called the

Collins FF and describes the probability for a transversely-polarized quark to fragment into an unpolarized
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Figure 2.9: Definition of azimuthal angles for semi-inclusive deep inelastic scattering in the target rest frame.
Taken from [40]. Some labeling is different than in the text: l is the lepton momentum (rather than k) and
⊥ refers to transverse (rather than T ).

hadron.

At leading twist with a transversely polarized target, F
sin(φh−φS)
UT,L and FUU,L are equal to zero. Then,

there are six remaining structure functions associated with only twist-2 TMDs and FFs [40]:

FUU,T ∝ f1 ⊗D1, (2.17)

F
sin(φh−φS)
UT,T ∝ f⊥1T ⊗D1, (2.18)

F
cos(2φh)
UU ∝ h⊥1 ⊗H⊥1 , (2.19)

F
sin(φh+φS)
UT ∝ h1 ⊗H⊥1 , (2.20)

F
sin(3φh−φS)
UT ∝ h⊥1T ⊗H⊥1 , (2.21)

F
cos(φh−φS)
LT ∝ g1T ⊗D1. (2.22)

These structure functions are probed experimentally by extracting spin-independent (‘unpolarized’) asym-

metries (UAs) and transverse-spin-dependent asymmetries (TSAs) from the data. These asymmetries are

defined as

A
wi(φh,φS)
BeamTarget =

F
wi(φh,φS)
BeamTarget

FUU,T + εFUU,L
, (2.23)

where wi(φh, φS) is the azimuthal modulation associated with the asymmetry and ‘Beam’ and ‘Target’

represent the beam and target polarizations (U , L, or T ). The cross section in Eq. 2.15 can be rewritten in
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terms of these asymmetries. Including only the leading-twist asymmetries, the cross section becomes

d5σ

dx dy dφS dφh dP 2
hT

=
α2

xyQ2

y2

2(1− ε)

(
1 +

γ2

2x

)
(FUU,T + εFUU,L)

{
1 + εA

cos(2φh)
UU cos(2φh)

+ ST

[
A

sin(φh−φS)
UT sin(φh − φS) + εA

sin(φh+φS)
UT sin(φh + φS)

+εA
sin(3φh−φS)
UT sin(3φh − φS) + λ

√
1− ε2A

cos(φh−φS)
LT cos(φh − φS)

]}
.

(2.24)

The first four asymmetry amplitudes in Eq. 2.24 are single-spin asymmetries (SSAs) because they only

depend on the target spin. A
cos(φh−φS)
LT is a double-spin asymmetry because it is also dependent on the

lepton beam polarization.

The relationship between the asymmetries and TMD PDFs and FFs can be determined using Eqs. 2.18-

2.22. The asymmetry amplitude A
cos(2φh)
UU gives access to the Boer-Mulders TMD and the Collins FF. It

also includes a large contribution from a higher-twist effect called the Cahn effect [41] which complicates the

interpretation of the asymmetry. The amplitude A
sin(φh−φS)
UT is related to the Sivers TMD and the ordinary

FF (D1). The amplitude A
sin(φh+φS)
UT receives contributions from the transversity TMD and the Collins FF

and is often called the ‘Collins TSA’. The amplitude A
sin(3φh−φS)
UT is related to the pretzelosity TMD and the

Collins FF. Finally, the amplitude A
cos(φh−φS)
LT gives access to the worm-gear-T TMD and the ordinary FF.

Experimental results regarding the single-spin asymmetries will be shown in Sect. 2.6.

2.5 Drell-Yan

Drell-Yan scattering (DY) is another important probe of TMD structure and will be the experimental

focus of this thesis. It is a form of hadron-hadron scattering where a quark from one hadron annihilates with

an anti-quark from the other hadron into a virtual neutral boson such as a virtual photon. The virtual boson

then decays into a dilepton (a lepton-antilepton pair). Assuming only the target hadron (Hb) is polarized

with spin S, the leading order process can be written as

Ha(Pa) +Hb(Pb, S)→ γ∗(q) +X → `(k) + ¯̀(k′) +X (2.25)

and is illustrated in Fig. 2.10.

The DY cross section can be written in terms of structure functions and azimuthal modulations in a

similar way to the SIDIS cross section. In this case, the angles are defined in the target rest frame and the

Collins-Soper (CS) frame as shown in Fig. 2.11. The leading order DY cross section for the case with a
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Figure 2.10: Leading order Feynman diagram for Drell-Yan scattering, where the virtual neutral boson is a
virtual photon.

(a) The target rest frame defined so that the beam
momentum Pa lies on z-axis and the virtual photon
transverse momentum qT lies on the x-axis.

(b) The Collins-Soper frame is the rest frame of the
virtual photon, achieved by boosting the target rest
frame first along the z-axis then along the x-axis.

Figure 2.11: Definition of azimuthal angles for Drell-Yan scattering in the (a) target rest frame and the (b)
Collins-Soper frame.

transversely-polarized target nucleon and unpolarized hadron beam is [42, 43]

d5σ

d4qdΩ
=

α2

Fq2

{(
1 + cos2(θ)

)
F 1
U +

(
1− cos2(θ)

)
F 2
U

+ sin(2θ)F
cos(φ)
U cos(φ) + sin2(θ)F

cos(2φ)
U cos(2φ)

+ |ST |
[(
F

sin(φS)
T + cos2(θ)F̃

sin(φS)
T

)
sin(φS)

+ sin(2θ)
(
F

sin(φ+φS)
T sin(φ+ φS) + F

sin(φ−φS)
T sin(φ− φS)

)
+ sin2(θ)

(
F

sin(2φ+φS)
T sin(2φ+ φS) + F

sin(2φ−φS)
T sin(2φ− φS)

)]}
,

(2.26)

where F = 4
√

(Pa · Pb)2 −M2
aM

2
b is the flux of incoming hadrons, Ω is the solid angle of the lepton, and ST

is the transverse polarization of the target hadron. The subscripts U and T on the structure functions refer

to an unpolarized or transversely-polarized target hadron respectively.
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Drell-Yan can be described in the TMD regime if q2 �M2
a ,M

2
b and qT � q, where q is the momentum of

the virtual photon with transverse component qT. Similar to DIS, Q2 ≡ −q2. Then, the structure functions

can be interpreted as convolutions of two TMD PDFs, one associated with each hadron. The process probes

the TMD PDFs related to the particular quark and antiquark that annihilate in the reaction. At twist-2 with

a transversely-polarized target and unpolarized beam, the following structure functions are equal to zero:

F 2
U , F

cos(φ)
U , F

sin(φ+φS)
T , and F

sin(φ−φS)
T . Also at leading twist F

sin(φS)
T ≈ F̃

sin(φS)
T . The remaining structure

functions are related to the following convolutions of TMDs [42]:

F 1
U ∝ fa ⊗ f̃a, (2.27)

F
cos(2φ)
U ∝ h⊥1 ⊗ h̃⊥1 , (2.28)

F
sin(φS)
T ∝ f1 ⊗ f̃⊥1T , (2.29)

F
sin(2φ+φS)
T ∝ h⊥1 ⊗ h̃⊥1T , (2.30)

F
sin(2φ−φS)
T ∝ h⊥1 ⊗ h̃1, (2.31)

where the first TMD is related to the nucleons in the beam and the second TMD, with a tilde over the

symbol, is related to the nucleons in the target.

The structure functions can again be related to spin (in)dependent azimuthal asymmetries using the

following definition:

A
wi(φ,φS)
Target =

F
wi(φ,φS)
Target

F 1
U + F 2

U

, (2.32)

where as before ‘Target’ refers to the target polarization and wi(φ, φS) is the angular modulation associated

with the asymmetry. Then, the leading order DY cross section becomes

d5σ

d4qdΩ
=

α2

Fq2

(
F 1
U + F 2

U

) (
1 +A1

U cos2(θ)
){

1 +D[sin2(θ)]A
cos(2φ)
U cos(2φ)

+ |ST |
[
D[1+cos2(θ)]A

sin(φS)
T sin(φS)

+D[sin2(θ)]

(
A

sin(2φ+φS)
T sin(2φ+ φS) +A

sin(2φ−φS)
T sin(2φ− φS)

)]}
,

(2.33)

where

D[f(θ)] =
f(θ)

1 +A1
U cos2(θ)

(2.34)

and will be referred to as ‘depolarization factors’.

Eqs. 2.27-2.31 can be used to determine which TMDs each asymmetry is related to. The amplitude A1
U is

related to the number density of each hadron. The amplitude A
cos(2φ)
U is related to the Boer-Mulders function
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Figure 2.12: A comparison of the four primary TMD probes. The red and orange circles represent TMD
PDFs, the blue circles represent FFs, and the gray boxes represent the perturbative part of the process.
From [45].

of each hadron. Similar to the case in SIDIS, this asymmetry also receives non-negligible contributions from

higher-twist QCD effects. The unpolarized asymmetries are often written in an alternate notation in the

literature [44]: λ = A1
U , ν = 2A

cos(2φ)
U , and µ = A

cos(φ)
U . Note that A

cos(φ)
U is a twist-3 amplitude and

so was not written in Eq. 2.33. The spin-dependent amplitude A
sin(φS)
T is related to the Sivers function

of the target and the number density of the beam. The amplitude A
sin(2φ+φS)
T receives contributions from

the pretzelosity function of the target and the Boer-Mulders function of the beam. Finally, the amplitude

A
sin(2φ−φS)
T gives access to the transversity function of the target and the Boer-Mulders function of the beam.

Some experimental results for these amplitudes will be shown in the next section.

2.6 Experimental Results for Quark TMD PDFs

In this section, experimental results related to quark TMD PDFs will be presented. The focus will be

results from SIDIS and DY experiments, though complementary results from e+e− annihilation and p↑p

collisions will also be mentioned. In addition to standard DY, results from W and Z boson production in

hadron-hadron collisions will be presented. This process is the same as Fig. 2.10 except that a weak boson is

exchanged instead of a virtual photon. A comparison of the information available in each of the four studied

processes is shown in Fig. 2.12. Most of the presented results will be related to valence u and d quark PDFs

in the proton or neutron.
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Figure 2.13: HERMES results for the cos(2φh) amplitude from SIDIS off a proton (black closed) and deuteron
(blue open) target where the detected hadron is a pion. From [46].

Figure 2.14: COMPASS results for A
cos(2φh)
UU from SIDIS off a deuteron target where the detected outgoing

hadron has positive (red circle) or negative (black triangle) electric charge. From [47].

2.6.1 Boer-Mulders function

As described in Sect. 2.3, the Boer-Mulders TMD PDF h⊥1 describes the correlation of the transverse po-

larization and transverse momentum of a quark in an unpolarized hadron. In SIDIS, the Boer-Mulders

function is related to the spin-independent asymmetry A
cos(2φh)
UU (Sect. 2.4). This asymmetry amplitude has

been measured in SIDIS by the HERMES [46] and COMPASS [47, 48] collaborations. The CLAS collabora-

tion also performed some measurements related to the Boer-Mulders function, but their uncertainties were

very large so as to make the results inconclusive [49].

The HERMES results for the cos(2φh) amplitude are shown in Fig. 2.13. In particular, Fig. 2.13 shows

the results from both a proton and deuteron target where the outgoing detected hadron is a pion. As

explained in Ref. [46], the sign difference between the amplitude for positive and negative pions is likely due

to the Collins FF of the u quark having opposite sign depending on the electric charge of the fragmented

hadron [50]. At first glance, there appears to be good consistency between the proton and deuteron results.

However, the deuteron π+ results are systematically shifted towards zero compared to the proton results,
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Figure 2.15: Preliminary COMPASS results for A
cos(2φh)
UU from SIDIS off a proton target where the detected

outgoing hadron has positive (red closed) or negative (black open) electric charge. From [48].

suggesting that the Boer-Mulders function is different for the u and d quarks.

The COMPASS results for A
cos(2φh)
UU from SIDIS with a deuteron target are shown in Fig. 2.14. They have

some similarities to the HERMES results, but the COMPASS asymmetries tend to be larger, especially for

positively-charged hadrons. This could be influenced by the higher-twist Cahn effect [41] which is predicted

to be stronger at COMPASS kinematics than HERMES kinematics.

There are also new preliminary results from COMPASS for A
cos(2φh)
UU in SIDIS with a proton target shown

in Fig. 2.15 (along with A
cos(φh)
UU and A

sin(2φh)
LU ) [48]. The asymmetry tends to be smaller in the proton case

than in the deuteron case (Fig. 2.14), which suggests that the Boer-Mulders function is different for the u

and d quark. This conclusion is consistent with the HERMES results.

The Boer-Mulders function can also be probed in DY scattering by extracting the asymmetry A
cos(2φ)
U ≡

ν/2 (Sect. 2.5). The NA10 [51] and E615 [52] collaborations extracted this quantity in the past. Preliminary

COMPASS results for ν [53] are also consistent with NA10 and E615. The results are shown in Fig. 2.16

along with the prediction from NNLO perturbative QCD (pQCD) [54]. Both the pQCD and data results

increase with qT, but the data results appear to scale faster. Divergences between the data and pQCD

predictions suggest the presence of non-perturbative effects such as the Boer-Mulders function. However, as

in the case of SIDIS, higher-twist effects can also have a significant contribution, making the interpretation

of the results complicated. There is still much room for further studies of the Boer-Mulders function in both
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Figure 2.16: Preliminary COMPASS results for the asymmetry amplitude ν in DY, along with results from
NA10 [51] and E615 [52] and the prediction from pQCD [54]. The experimental results are consistent with
each other and vary from the pQCD prediction, hinting at a non-zero Boer-Mulders effect. From [53].

SIDIS and DY. This thesis will not study spin-independent asymmetries and so will not provide further

results related to the Boer-Mulders function.

2.6.2 Pretzelosity function

The pretzelosity TMD h⊥1T describes the correlation between transverse polarization and transverse momen-

tum of a quark inside a transversely-polarized hadron (Sect. 2.3). The amplitude A
sin(3φh−φS)
UT has been

extracted from SIDIS (Sect. 2.4) by HERMES [55], COMPASS [56, 57, 58, 59], and JLab-E06-010 [60] to

study pretzelosity. A sample of these results are shown in Figs. 2.17-2.19a. The results are all consistent

with zero. This is not surprising because the asymmetry A
sin(3φh−φS)
UT is supprssed in SIDIS at low qT, and

the pretzelosity TMD is expected to be small based on phenomenological fits [61, 62].

The TSA amplitude A
sin(2φ+φS)
T in Drell-Yan scattering is related to the pretzelosity TMD (Sect. 2.5)

and can be extracted from COMPASS DY data. The first published result with about 40% of the total

COMPASS DY data sample was published in 2017 [64] and is shown in Fig. 2.20 along with the transversity

Figure 2.17: Preliminary COMPASS results for A
sin(3φh−φS)
UT from SIDIS off a transversely polarized proton

target where the detected hadron is a positively (red circle) or negatively (blue triangle) charged hadron.
From [57].
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Figure 2.18: The final HERMES results for the sin(3φh − φS) amplitude from SIDIS off a transversely
polarized proton target where the detected hadron is a charged pion. From [55].

(a) From [60]. (b) From [63].

Figure 2.19: JLab Hall A results for (a) the pretzelosity TSA and (b) the Collins (top) and Sivers (bottom)
TSAs measured in SIDIS off a transversely polarized 3He target. The meson label indicates which outgoing

hadron is detected. The second row of (a) is the neutron-only contribution to A
sin(3φh−φS)
UT .

and Sivers TSA amplitudes. This thesis will focus on the extraction of the pretzelosity, transversity, and

Sivers TSAs from the total COMPASS DY data sample.

2.6.3 Transversity function

The transversity TMD PDF h1 describes the correlation bewteen the transverse spin of a quark and the

transverse polarization of the parent hadron (Sect. 2.3). In SIDIS, the single-spin asymmetry amplitude

A
sin(φh+φS)
UT is called the Collins asymmetry and is related to the transversity TMD convoluted with the

Collins FF (Sect. 2.4). The Collins TSA has been extracted by HERMES [55], COMPASS [65, 66], and JLab

Hall A [63].
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Figure 2.20: The first DY TSA results published by the COMPASS collaboration [64]. The first row is the
Sivers TSA, the second is the transversity TSA, and the third is the pretzelosity TSA.

The HERMES Collins asymmetry extracted from SIDIS off a transversely-polarized proton target is

shown in Fig. 2.21a for the case where the detected hadron is a charged pion. The opposite sign for positive

and negative pions comes from the same Collins FF behavior mentioned in Sect. 2.6.1: the Collins FF has

opposite sign when it is favored (e.g. u quark fragmenting into π−) compared to when it is disfavored (e.g.

u quark fragmenting into π+). The increase in magnitude of the Collins TSA with increasing x makes sense

if the transversity effect is primarily carried by valence quarks.

COMPASS extracted the Collins asymmetry from SIDIS off a deuterium target [65] and off a proton

target [66]. The results with the proton target are shown in Fig. 2.22a and are consistent with the HERMES

results in Fig. 2.21a. The results with the deuterium target are shown in Fig. 2.22b to be consistent with

zero. This suggests that the transversity effect for the d quark is opposite to that for the u quark so that

they cancel out in a deuterium target.

JLab Hall A extracted the Collins asymmetry from SIDIS off a polarized 3He target. The results in

Fig. 2.19b show that the Collins TSA is suppressed compared to the proton case, which is consistent with

the COMPASS deuterium results.

The transversity TMD can also be probed by extracting the TSA A
sin(2φ−φS)
T from DY (Sect. 2.5).

The published COMPASS result for this amplitude is shown in the middle row of Fig. 2.20. The STAR

collaboration has also measured the Collins asymmetry in the distribution of charged pions in jets from p↑p
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(a) (b)

Figure 2.21: The final HERMES results for the (a) Collins TSA and (b) Sivers TSA from SIDIS off a
trasnversely-polarized proton target. From [55].

(a) (b)

Figure 2.22: COMPASS results for the Collins TSA from SIDIS off a trasnversely-polarized (a) proton target
[66] and (b) deuterium target [65]. The meson label indicates the outgoing hadron detected.

collisions [67], shown in Fig. 2.23.

The JAM collaboration performs phenomenological fits for TSAs and FFs taking into account data

from all four processes shown in Fig. 2.12. In addition to SIDIS, DY, and p↑p data from the experiments

already mentioned in this section, data on the Collins FF from electron-positron collisions at BELLE [69, 70],

BABAR [71, 72], and BESIII [73] are also included. JAM published results in 2020 [68] for the transversity

PDF, Sivers PDF, and Collins FF for the up and down quark using experimental data available at the time.

The results are shown in Fig. 2.24. As discussed in Ref. [68], the fit was used to predict some other SSA

amplitudes that were not initially included, and the prediction was found to agree well with experimental
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Figure 2.23: STAR results for the Collins TSA in charged pion production in p↑p collisions. From [67].

Figure 2.24: Published phenomenological fits of the first moment of the transversity TMD (first row), the
Sivers TMD (second row), and the Collins FF (third row) by the JAM collaboration. The first column is for
the up quark and the second column is for the down quark. The dashed lines are past global fits by other
groups. From [68].

data. This gives evidence that the SSAs in the various processes all have a common origin. JAM is working

on improving the fit and decreasing the uncertainties by incorporating new data from STAR, the final results

from HERMES, and some lattice QCD results [74].
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Figure 2.25: COMPASS SIDIS results for the Sivers TSA, where the detected hadron is positively charged
(left) or negatively charged (right). From [59].

Figure 2.26: Published COMPASS DY result for the Sivers TSA along with phenomenological predictions.

The curves where A
sin(φS)
T > 0 are the predictions if the sign change hypothesis holds, while the faded curves

where A
sin(φS)
T < 0 are the predictions if the sign change hypothesis does not hold. From [64].

2.6.4 Sivers function

All the experiments described in Sect. 2.6.3 also measured SSAs related to the Sivers function f⊥1T , which

describes the correlation between the transverse momentum of an unpolarized quark and the transverse spin

of the parent hadron (Sect. 2.3). The final HERMES results for the Sivers TSA A
sin(φh−φS)
UT measured in

SIDIS (Sect. 2.4) off a transversely-polarized proton target are shown in Fig. 2.21b [55]. The TSA signal in

π+ production is very clearly positive, while it is around zero for π− production. This can be explained if

the Sivers TMD has an opposite sign for up and down quarks, since π+ production is dominated by u quark

scattering while π− production involves significant contributions from both u and d quark scattering. JLab

Hall A measured the Sivers TSA in SIDIS off a neutron target and also found an amplitude consistent with

zero as shown in Fig. 2.19b [63].

COMPASS results for the Sivers TSA in SIDIS off a transversely-polarized proton target are shown
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Figure 2.27: Large results for AN from experiments at ANL (1976) [75], BNL (2002) [76], FNAL (1991)
[77, 78], and RHIC (2008) [79].

in Fig. 2.25 [59]. The asymmetries are clearly positive, particularly at high Q2. The highest Q2 point

corresponds to essentially the same kinematic region where the COMPASS DY TSAs were extracted [64]

and so can be directly compared to the DY Sivers TSA A
sin(φS)
T (Sect. 2.5) in the first row of Fig. 2.20.

Because of the way the angles are defined in the two measurements, having a positive A
sin(φh−φS)
UT amplitude

in SIDIS and a positive A
sin(φS)
T amplitude in DY corresponds to a Sivers TMD PDF of opposite sign in

the two processes. Thus the published COMPASS results favor the sign change hypothesis for the Sivers

TMD (see Sect. 2.3). This is illustrated in Fig. 2.26, where the integrated DY Sivers TSA is shown along

with phenomenological curves based on SIDIS data. The curves with A
sin(φS)
T > 0 are the predictions if

the sign change hypothesis holds, while the faded curves where A
sin(φS)
T < 0 are the predictions if the sign

change hypothesis does not hold. The published DY result favors the sign change hypothesis, but the

statistical certainty is less than 2σ. This thesis will present updated COMPASS DY TSA results for the

Sivers, transversity, and pretzelosity TSAs with the entire DY data set.

In collider experiments, a left-right asymmetry amplitude labeled AN can be measured and is directly

related to the Sivers TMD. Here ‘left’ and ‘right’ are defined based on the azimuthal angles of outgoing

particles. This AN has been observed to be large in various experiments with different center-of-mass

energies, as illustrated in Fig. 2.27. In fact, it was this experimental signature that led to the proposal of

the Sivers TMD PDF.

The STAR collaboration has measured AN in W and Z boson production in collisions of transversely

polarized protons [80, 81]. This process is very similar to the process shown in Fig. 2.10, but with the

virtual photon replaced by a weak boson. Because of the similarities, AN measured in this process should

provide complementary information about the Sivers TMD. The most recent preliminary STAR results [81]
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(a) (b)

Figure 2.28: STAR results for AN in (a) W± and (b) Z0 production in p↑p collisions [81]. The (a) faded points
and (b) blue point are the previously published results [80], and the green boxes are the phenomenological
predictions from [82].

(a) From [83]. (b) From [84].

Figure 2.29: Results for AN in forward π0 production in p↑p collisions as measured by (a) RHICf and (b)
STAR.

are shown in Fig. 2.28. The new amplitudes are closer to zero than the published STAR results [80], shown

as faded points in Fig. 2.28.

Other AN measurements in different kinematic regions have recently been performed by several experi-

ments at RHIC. RHICf [83] and STAR [84] have measured AN in forward π0 production with detectors at

different distances from the interaction point, as shown in Fig. 2.29. PHENIX has measured AN in forward

neutron production [85] as shown in Fig. 2.30. In all cases the asymmetry amplitudes are large.

Global fits have been performed by multiple groups to extract the Sivers function taking into account data

from the various processes described above. The published results from JAM [68], described in Sect. 2.6.3,

are shown in Fig. 2.24. Their results for the Sivers function of the up and down quark are also shown along

with three other global extractions [86, 87, 88] in Fig. 2.31. As in the case of the Collins TSA, the predictive
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Figure 2.30: Results from PHENIX for AN in forward neutron production in p↑p collisions. From [85].

Figure 2.31: Results for the Sivers function for the up (left) and down (right) quarks from four different
global fits: BPV20 [86], JAM20 [68], EKT20 [87] and PV20 [88]. Figure from [86].

power of the global fits supports the proposition that the SSAs in the various different processes arise from

the same underlying mechanism. More data related to the Sivers TMD needs to be studied in order to

conclusively determine if the sign change hypothesis holds.

2.7 J/ψ production

J/ψ production in hadron-hadron collisions may also be sensitive to TMD PDFs. Generally, J/ψ pro-

duction proceeds as follows: A cc̄ pair is produced in the collisions and hadronizes into a J/ψ meson. The

meson then decays into a dilepton. In equation form this is

π− + p↑ → cc̄→ J/ψ → µ−µ+. (2.35)

The J/ψ events, like DY events, can be identified by the dilepton signature. There are three models

commonly used to describe quarkonia production in general, specifically the non-perturbative hadronization

of a produced heavy qq̄ pair into a specific quarkonium state [89].
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Figure 2.32: Leading order J/ψ production processes in hadron-hadron collisions: quark-antiquark annihi-
lation (left) and gluon-gluon fusion (right). From an internal COMPASS presentation by P. Faccioli.

The color singlet model (CSM) assumes that gluon emission from heavy quarks is suppressed so that

the quantum numbers of a qq̄ do not change when the pair hadronizes into a quarkonium. The quarkonium

cross section is therefore equivalent to the cross section for producing a color singlet qq̄. The CSM can

describe many experiments reasonably well, including photoproduction data at HERA [90] and e+e− data at

B factories [91]. However, higher-order corrections are often required, particularly at high pT. Additionally,

this model can sometimes be affected by infrared divergences. One of the biggest issues with the CSM is the

fact that it does not well explain observed absolute cross sections, for example of the J/ψ and ψ′ charmonium

mesons [92].

Many of these issues are addressed in the more general non-relativistic QCD (NRQCD) model. In

NRQCD, there is an expansion in powers of the velocity of the heavy quarks in addition to the usual

expansion in powers of the strong coupling constant αS . This allows the qq̄ states to be produced as

color octet states which then transition to color singlet physical mesons. The non-perturbative behavior is

encoded in long-distance matrix elements (LDMEs) which are determined from fits to data. The LDMEs

are dependent on the quark color, spin, and angular momentum, but are otherwise assumed to be universal.

While the NRQCD model is more rigorous and theoretically successful than the simple CSM, it does not

always describe experimental data satisfactorily [93]. In particular, it has often failed when attempting to

describe fixed-target data [94].

The color evaporation model (CEM) is the simplest model and differs in approach from the other two.

The CEM uses quark-hadron duality to assume that there is a constant probability for a given heavy qq̄

pair to hadronize into a specific quarkonium state. This probability is independent of kinematics and the

subprocess by which the qq̄ pair is produced in the collision. The fractions are determined from fits to

experimental data. Though the CEM cannot calculate absolute cross sections, it has described well some

collider data [95, 96] and is particularly useful for describing fixed-target data where the other models fail.

The perturbative processes by which a qq̄ pair can be produced are generally model independent. In

30



Figure 2.33: Fits of CEM predictions for the xF distribution of the J/ψ differential cross section in 200
GeV/c pion-proton collisions. Each panel shows the fit with a different pion PDF scheme. The fits in the
top panels with wider gg distributions have better χ2 values than the bottom fits. From [97].

particular, the two leading order production processes in hadron-hadron collisions are quark-antiquark an-

nihilation and gluon-gluon fusion. For the specifc case of J/ψ production, these processes are illustrated in

Fig. 2.32.

The process by which the J/ψ is produced would determine whether the data is sensitive to quark or

gluon TMDs. In the case of qq̄ annihilation, there is a probable duality between the J/ψ production process

and the DY process because the spin and parity of a J/ψ are the same as for a photon. If this duality holds,

transverse-spin-dependent asymmetries in J/ψ production would provide complementary information about

quark TMDs to that provided by DY.

On the other hand, if gg fusion dominates, then TSAs in J/ψ production would probe gluon TMDs. A

couple of recent studies have suggested that gg fusion dominates in many fixed-target collisions. Reference

[97] has shown that using NLO CEM, gg fusion is the dominant J/ψ production mechanism in fixed target

experiments with a pion beam where the beam momentum is at least 125 GeV/c. This is exemplified in

Fig. 2.33, where the pion PDF schemes with wider gluon distributions better describe the xF distribution of

the J/ψ differential cross section in pion-proton collisions at 200 GeV/c. In line with this, Ref. [102] has

shown that NRQCD predictions better fit fixed-target data if the used pion PDF has higher gluon content
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(a) From [98]. (b) From [99].

Figure 2.34: PHENIX AN measurements in mid-rapidity (a) direct photon production and (b) π0 and η
production in p↑p collisions.

(a) From [100].

(b) From [101].

Figure 2.35: COMPASS results for Sivers TSA amplitudes in (a) photon-gluon fusion and (b) J/ψ lep-
toproduction. The data was collected during SIDIS runs with a proton (a right, b) or deuteron (a left)
target.

at medium to large x. These results suggest that at COMPASS, J/ψ production in 190 GeV/c pion-proton

collisions can be used to probe gluon TMDs.

There is much less data related to gluon TMDs compared to quark TMDs. Of specific interest is the

gluon Sivers function, which describes the transverse momentum carried by gluons in a transversely polarized

hadron. PHENIX has taken several AN measurements in p↑p collisions at mid-rapidity which are related to

the gluon Sivers function [103, 104]. They have measured AN in direct photon production [98], π0 production

[105, 99], and η production [99]. In all three cases, the asymmetry amplitude is consistent with zero, as shown

in Fig. 2.34.

COMPASS has also measured Sivers asymmetry amplitudes in processes involving gluon interactions.

They found negative non-zero amplitudes forAsin(φh−φS) in photon-gluon fusion in SIDIS interactions [100], as
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Figure 2.36: Prediction for AN in π−-induced J/ψ production at COMPASS, assuming qq̄ as the dominant
J/ψ production mechanism. From [106].

shown in Fig. 2.35a. They have also found a negative Sivers TSA amplitude in exclusive J/ψ leptoproduction

at high z [101], as shown in Fig. 2.35b. The PHENIX and COMPASS results appear to disagree, but it

must be kept in mind that the kinematic coverage of the two experiments is not identical. Additionally the

interpretation, and in the case of COMPASS the extraction, of these asymmetries is very model dependent.

Further experimental data is needed to clarify and expand our understanding of gluon TMDs.

COMPASS has collected many J/ψ events from 190 GeV/c π−+p↑ collisions during their DY data-taking

runs. This thesis will also present TSA results extracted from these J/ψ events. It must then be determined

how to interpret the TSA results, as related to quark TMDs or gluon TMDs. Reference [106] has predicted a

large AN amplitude in these J/ψ events assuming quark-antiquark annihilation as the dominant production

mechanism. The prediction is shown in Fig. 2.36. However, as described earlier, more recent work has

suggested that gluon-gluon fusion should be the dominant production mechanism at COMPASS kinematics.

The AN extracted from pion-induced J/ψ events at COMPASS can be compared to the prediction from

Ref. [106]. This can contribute to our understanding of which production mechanism is dominant and give

insight into how to interpret the TSA results. Whether the TSAs are related to quark or gluon TMDs, the

additional data will be valuable for improving our understanding of the TMD structure of the proton and

the pion.
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Chapter 3

COMPASS Experiment

The COmmon Muon Proton Apparatus for Structure and Spectroscopy (COMPASS) experiment is a fixed-

target experiment located in the North Area of CERN. COMPASS first started taking data in 2002 and

has had a broad physics program over the years. Many types of measurements have been taken including

polarized inclusive and semi-inclusive deep inelastic scattering (DIS and SIDIS respectively), Primakoff

reactions, deeply virtual Compton scattering (DVCS), deeply virtual meson production, and polarized Drell-

Yan (DY) and other dilepton production. The year this thesis is completed, 2022, will be the last year the

COMPASS collaboration collects new data. This thesis is focused on analyzing polarized DY data taken in

2015 and 2018.

COMPASS receives beam from the M2 beamline of the Super Proton Synchotron (SPS). The M2 beamline

can provide either a secondary hadron beam or a tertiary muon beam. The beam then impinges on the

polarized or unpolarized COMPASS target. During the DY runs in 2015 and 2018, a 190 GeV/c negative

pion beam impinged on a transversely polarized NH3 target. The particles coming out of collisions at

the target pass through a two-stage spectrometer. Both stages have a dipole magnet used to measure the

momentum of particles, then contain a series of tracking detectors and calorimeters. The first stage is called

the Large Angle Spectrometer (LAS) and contains the dipole magnet SM1 which provides an integrated field

of 1 Tm. The second stage is called the Small Angle Spectrometer (SAS) and contains the dipole magnet

SM2 which provides an integrated field of 4.4 Tm. Looking along the direction of the beam, the left side of

the spectrometer is called the ‘Jura’ side and the right side is called the ‘Saleve’ side after the two mountain

ranges to the west and east of CERN. A schematic of the COMPASS setup during the 2015 and 2018 DY

runs is shown in Fig. 3.1.

In this chapter, Sect. 3.1 will describe the COMPASS setup during the 2015 and 2018 DY data-taking
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Figure 3.1: Diagram of the COMPASS spectrometer setup during the 2015 and 2018 DY data-taking runs.
The different components are discussed in Sect. 3.1. Diagram from [107].

runs, including the polarized target and the various tracking detectors. Sect. 3.2 will give further details

about one specific drift chamber detector called DC05 that was built and is maintained by the UIUC group.

It will include information about the detector calibrations performed by the author, and the repairs the

author was involved in. Finally, Sect. 3.3 will describe the reconstruction process by which the raw data

from the COMPASS spectrometer is converted into physics quantities that can be used for analysis. The

author managed the newest large-scale reconstructions of the 2015 and 2018 data using supercomputing

resources.

3.1 Experimental Setup

In this section, the COMPASS beam, target, and spectrometer setup will be described. More details

about the setup can be found in Ref. [108], [109], and [110].

3.1.1 Beam

The SPS can accelerate protons to an energy of 450 GeV. At the beginning of the M2 beamline, these

protons impinge on the T6 beryllium production target, and the proton beam is converted to a secondary

hadron beam. The T6 target length can be adjusted to change the intensity of the beam. After the T6

target, various dipole, quadropole, and toroidal magnets are used to select beam particles with the desired

momentum. A schematic of the M2 beamline is shown in Fig. 3.2. In 2015 and 2018, the selected beam that

was sent to the COMPASS target was a 190 GeV/c negative pion beam, with about 2% contamination from
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Figure 3.2: Diagram of the CERN M2 beamline, beginning at the T6 beryllium target and ending at the
COMPASS target. Image from [109].

negative kaons and 1% contamination from antiprotons.

While traveling, many pions and kaons in the beam decay into muons and antineutrinos. These muons

are longitudinally polarized because anti-neutrinos always have left-handed helicity. Absorbers can be added

to remove the remaining hadrons and create a tertiary muon beam. A 160 GeV/c muon beam was used

during some of the other COMPASS measurements, including SIDIS. (In the hadron beam, the decay muons

are removed using magnets since they have lower momenta than the hadrons.)

The SPS and the beginning of the M2 beamline are underground, while the COMPASS target and

spectrometer are above ground. Therefore, the beam must be bent upward and then once at ground level,

bent to be horizontal again. The beam is bent up to ground level in a 250 m long tunnel of alternating

focusing and defocusing (FODO) quadrupole magnets. It arrives at ground level 100 m before the COMPASS

target, where it is bent to be horizontal again using a series of three dipole magnets called Bend 6. Before

and after Bend 6 are tracking detectors that can determine the beam momentum to a precision of 1%. These

detectors comprise the beam momentum station (BMS), a diagram of which is shown in Fig. 3.3. In 2015

and 2018, the intensity of the hadron beam was too high for the BMS to work accurately. Therefore, in

2014 a low intensity negative pion beam was sent through the BMS in order to measure the momentum

distribution. The result is shown in Fig. 3.4. The average momentum was found to be 190.9 ± 3.2 GeV/c.

The momentum distribution should be independent of the beam intensity and therefore was assumed to be

the same in 2015 and 2018 as it was in 2014.

36



Figure 3.3: Diagram of the COMPASS BMS, including six tracking detectors (blue) and the Bend 6 (B6)
magnets that bend the beam to the horizontal. From [108].

Figure 3.4: Momentum distribution of the COMPASS negative pion beam, determined during a low intensity
beam run in 2014. From a COMPASS internal presentation.

Downstream of the BMS and about 30 m before the COMPASS target, there are two Cherenkov counter

detectors (CEDARs) designed for particle identification. The operating principle of the CEDARs is as follows.

When particles travel faster than the speed of light in a given medium, they emit Cherenkov radiation. The

angle of radiation is larger when the particle velocity is faster. In the hadron beam, the momentum of each

hadron will be approximately the same, so lighter particles will have higher velocity. Thus the angle of the

Cherenkov radiation can be used to determine the mass and therefore the identity of the particles. During

the DY runs in 2015 and 2018, many of the beam particles diverged from the optical axis of the CEDARs,

making the particle identification process much more difficult. There is a method to overcome this difficulty

[111], but because the beam contamination from kaons and antiprotons was only a few percent, the effect

on the DY physics analysis was negligible and the CEDAR data was therefore neglected.

Downstream of the CEDARS, one more set of magnets are positioned immediately in front of the target

in order to fine-tune the beam direction. In runs with a transversely-polarized target, such as the 2015 and
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Figure 3.5: Diagram of the COMPASS polarized target in 2015 and 2018, including the magnets and liquid
helium dilution refrigerator. From [112].

2018 runs, these magnets can compensate for the impact on the beam of the magnetic field used to maintain

the target polarization.

3.1.2 Polarized Target

The COMPASS polarized target is composed of two or three cells filled with deuterated lithium (6LiD) or

solid state ammonia (NH3). In the 2015 and 2018 runs, the target was filled with solid state NH3. A diagram

of the target is shown in Fig. 3.5.

The target cells are surrounded by a longitudinal superconducting magnet that can create a uniform field

of up to 2.5 T. This magnet is responsible for the longitudinal polarization of the target. The polarization

is achieved using the process of dynamic nuclear polarization (DNP) [113], in which the polarization of

electrons is transferred to the nucleons in the target using microwave radiation. The achieved polarization

is maintained by immersing the target in a dilution refrigerator filled with liquid helium at approximately

60 mK. To achieve transverse polarization, the nucleon spin is rotated 90 degrees using a 0.63 T dipole

magnet. The transverse polarization cannot be maintained because of the weak field and the fact the field

is not uniform, so the polarization exponentially decays over time. The relaxation time in 2015 and 2018

is about 1000 hours. The average achieved transverse polarization in 2015 and 2018, including the gradual

polarization relaxation, is 73%.
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Figure 3.6: A diagram of the polarized target (PT) and the hadron absorber including the aluminum
and tungsten targets. The FI detectors are scintillating fiber detectors used for beam and event vertex
reconstruction. From [114].

In the NH3 target, only the protons can be polarized. Therefore, a dilution factor quantifying the fraction

of the target that can be polarized must be included whenever the target polarization is used in calculations

(e.g. in the DY cross-section in Eq. 2.33). Naively, the dilution factor is expected to be near 3/17 in NH3,

but it can be calculated more precisely by taking into account the cross-section of the desired process (e.g.

DY) off a hydrogen atom compared to the cross-section off of other nucleons in the target. In 2015 and 2018,

the dilution factor ranges from 0.14 to 0.18.

In 2015 and 2018, the target was composed of two 55 cm long cells filled with solid state NH3. The cells

had a radius of 2 cm and were separated by 20 cm. The two target cells were polarized in opposite directions.

Each data-taking period was divided into sub-periods. Between sub-periods, the polarization of each target

cell was flipped in order to reduce the impact of luminosity and spectrometer acceptance effects. In order to

flip the polarization between sub-periods, the polarization was first destroyed then recreated.

3.1.3 Hadron Absorber

During the Drell-Yan data-taking runs in 2015 and 2018, it was only important to track the leptons coming

out of the target collisions (see the Feynman diagram for the DY process in Fig. 2.10). Therefore, a hadron

absorber was added after the polarized target to remove the majority of the hadrons coming out of collisions.

It was also used to contain radiation levels from the high intensity hadron beam.

A diagram of the hadron absorber with the polarized target is shown in Fig. 3.6. It is made of Al2O3 slabs

held in a stainless steel frame. Within the slabs, near the front of the absorber, is a cylindrical aluminum

plug 7 cm long and 10 cm in diameter. Behind this is a tungsten plug made of three cylinders that are 80

cm, 20 cm, and 20 cm in length and 9.5 cm, 9 cm, and 8.5 cm in diameter. These plugs can act as nuclear
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targets to collect spin-independent DY data and study nuclear-dependent effects. Typically only the first 10

cm of tungsten is used in physics studies because the beam is highly contaminated by secondary particles

after this point.

3.1.4 Triggers

Many particles pass through the COMPASS spectrometer, and the front end electronics on the detectors

cannot process all the information. Additionally, in 2015 and 2018 only possible Drell-Yan events needed to

be recorded. A trigger system is used to signal which events are important and which can be ignored. During

the 2015 and 2018 runs, the signal of a DY event was a dimuon. Muons rather than electrons were chosen

because muons travel farther through material and are therefore easier to identify and track. There were

three single-muon triggers used in 2015 and 2018: the LAS trigger (LAST), outer trigger (OT), and middle

trigger (MT). Each trigger is made of at least two scintillating hodoscopes located at different positions along

the spectrometer. The triggers use the target pointing technique illustrated in Fig. 3.7. If a particle passes

through both hodoscopes in coincidence as defined by a coincidence matrix, the signal is recorded (unless a

veto signal is also received as discussed below).

The LAST is the only trigger in the LAS portion of the spectrometer between SM1 and SM2. It is

composed of two hodoscope planes H1 and H2, each with 32 slabs. The OT and MT are located in the SAS

portion of the spectrometer. The first OT hodoscope plane H3O is located immediately downstream of SM2,

while the second plane H4O is located downstream of the second muon wall. H3O is composed of 18 slabs,

while H4O is composed of 32 slabs. Finally, the MT is composed of two planes, H4M between the second

and third muon walls, and H5M after the third muon wall. Each are made of 32 slabs.

The three single muon triggers can be combined to create dimuon triggers. COMPASS uses three dimuon

triggers: LASTxLAST, LASTxOT, and LASTxMT. The LASTxLAST trigger covers events with smaller

polar angles and therefore higher Q2 values compared to the other two. The LASTxLAST trigger requires

two LAST coincidences to occur. The LASTxOT and LASTxMT require one coincidence in the LAST and

one in the OT or MT respectively.

There is also a veto trigger system located upstream of the target. This veto system is centered on the

beam axis and is used to reject muons resulting from beam decay that were not removed by the M2 absorber.

If the veto trigger signals at the same time as a muon trigger, the event is not saved. As will be mentioned

in Chapter 5, the LASTxMT trigger was also used as a veto in the 2015 and 2018 data analyses in order to

remove additional contamination from beam decay muons.

Finally, there is a random trigger (RT) set up outside of the spectrometer region which records signals
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Figure 3.7: Target pointing technique for the single muon triggers at COMPASS. Image from a COMPASS
internal note by J. Barth et.al.

based the radioactive beta decay of 22Na rather than based on what is passing through the spectrometer.

The RT is not affected by the veto trigger and is used to study the beam flux.

3.1.5 Tracking Detectors

The COMPASS spectrometer is designed to cover a large angular phase space, from 8 mrad to 165 mrad.

For this reason, multiple different types of tracking detectors are used in order to determine the position and

timing information of particles coming out of the target. These can be divided into three categories: very

small area trackers (VSAT), small area trackers (SAT), and large area trackers (LAT). The detectors track

position in up to four orientations: X and Y which are the horizontal and vertical orientations respectively,

and U and V which are rotated at different angles from the X and Y axes.

Very Small Area Trackers

Very small area trackers must be able to handle the highest rates of incoming particles, up to 5×107 Hz.

There are two types of VSATs that were used during the DY runs: scintillating fiber (SciFi) detectors and

pixelized micromesh gaseous structure (pixelized micromega) detectors. Four SciFi detectors were used for

tracking during 2015 and 2018. FI01, FI15, and FI03 are upstream of the target (see Fig. 3.6) and make

up what is referred to as the ‘beam telescope’. FI04 was located in the LAS region in 2015, but was moved

to the beam telescope in 2018 to help with beam reconstruction. The active areas range from 3.9×3.9 cm2

to 12.3×12.3 cm2. These detectors use multiple staggered layers of scintillating fibers to determine particle

position as illustrated in Fig. 3.8a, and the nominal spacial resolutions are 130 µm, 170 µm or 210 µm
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(a) (b)

Figure 3.8: (a) Fiber configuration of a SciFi plane. The actual number of fiber layers per plane is 8, 12, or
14. (b) Basic operating principle of the micromega detectors. In 2015 and 2018, two GEM foils were added
to the conversion gap. Both figures are from [108].

depending on the diameters of the fibers (0.5 mm, 0.75 mm, or 1 mm respectively). The nominal timing

resolution of the SciFis is 400 ps. The SciFi stations track in the X, Y, and sometimes the U orientations.

The pixelized micromegas are special sensitive areas in the center of the regular small area tracker

micromega detectors which will be described below. The pixels are 2.5×0.4 mm2 or 6.25×0.4 mm2 in size

and cover an active region of 50×50 mm2. The spacial resolution of the pixel region is 80 µm and the timing

resolution is 9 ns.

Small Area Trackers

The small area trackers cover the region 5 to 40 cm from the beam and receive particles at a rate of about

105 Hz. There are two types of SATs: gas electron multipliers (GEMs) and micromesh gaseous structure

(micromega) detectors.

There are eleven GEM detectors spread throughout the COMPASS spectrometer, as well as two pixel

GEMs. The GEMs are mounted on the dead zone areas of the large area trackers that will be described

below. Each GEM has an active area of 31×31 cm2 with a 5 cm diameter dead zone. The operating principle

of the GEMs is shown in Fig. 3.9. Each GEM contains three layers of 50 µm polymide foil coated on both

sides with copper. Holes are drilled in the foil at a density of 104 cm−1. An electric potential of a few

hundred volts is applied between each layer. The electron signal from the drift gap is amplified as it passes

through holes in each foil layer until it reaches the readout strips. The presence of three layers of foil rather

than just one reduces the total drift time and allows a higher detection rate. The nominal spacial and timing

resolution of the GEMs is 110 µm and 10 ns respectively.
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Figure 3.9: Operating principle of the GEM detectors. From [108].

There are three micromega detectors that are located downstream of one another between the target

and the first spectrometer magnet SM1. Each detector has an active area of 40×40 cm2 and tracks all four

coordinates (X, Y, U, and V). In the center of the active area is a 5 cm diameter circular dead zone where

the particles are not tracked because the flux is too high. As described above, the middle 50×50 mm2 area

of this region contains a special pixelized section used as a VSAT. The operating principle of the micromegas

is shown in Fig. 3.8b. Charged particles traveling through the gas (Ne/C2H6/CF4 at a ratio of 80/10/10)

in the conversion region will produce electrons. An electric field of 1 kV/cm causes the electrons to drift

toward the amplification region where the field is 50 kV/cm. This higher field leads to an electron avalanche

and the amplified signal is picked up by readout strips. The amplification region is very narrow, only 100

µm, which keeps the electron avalanche narrow and allows a good spacial resolution of about 110 µm. A

micromesh is placed between the conversion and amplification regions to prevent the electric field from being

distorted, therefore allowing the drift time of the electrons to be quicker and the possible readout rate to be

higher. The micromesh also keeps slowly drifting ions close to the avalanche. The nominal timing resolution

of the micromegas is 9 ns. During the DY runs, two GEM foils were added to the micromegas to help the

amplification to be more gradual as in the GEM detectors and reduce the discharge rate.

Large Area Trackers

The large area trackers cover a large planar area and do not have to process high fluxes like the SATs and

VSATs. Because of the large areas, the position and timing resolutions are not as good as the smaller

trackers. The LATs use five different types of drift chamber technologies.

There are four traditional drift chambers in or before the LAS region: DC00, DC01, DC04, and DC05.

DC00 and DC01 are just upstream of SM1, and DC04 and DC05 are downstream of SM1. DC00 and DC01
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Figure 3.10: Frontal schematic of a straw tube detector at COMPASS. From [108].

must process a higher flux of particles than DC04 and DC05 because SM1 bends many low energy particles

out of the acceptance region. DC00 and DC01 have active areas of 180×127 cm2 and 30 cm diameter circular

dead zones. DC04 and DC05 have larger active areas of 240×204 cm2 with 30 cm diameter dead zones. Each

of the four drift chambers is made of eight detector layers, two for each coordinate (X, Y, U, and V). More

details about these drift chambers, particularly DC05, will be given in Sect. 3.2. The spacial resolution of

these DCs is 300-400 µm.

The next type of LAT is a straw tube detector. During the DY runs only one straw detector was used:

ST03 located in the LAS downstream of DC05. A straw detector is composed of many circular tubes. At the

center of each tube is a gold-plated tungsten anode wire. The tube wall acts as a cathode. When a charged

particle passes through the gas in the detector, the electrons drift toward the anode wires where they are

detected. ST03 is made of six double layers, each with straw tubes at different orientations. Each detector

plane has two sections. The straws in the inner section have a diameter of 6.1 mm while the straws in the

outer section have a diameter of 9.6 mm. A schematic of a straw plane is shown in Fig. 3.10. The nominal

spacial resolution of ST03 is 400 µm.

The Rich Wall detector is in the LAS immediately downstream of the RICH (Sect. 3.1.6), which is

downstream of ST03, and is similar to a straw tube detector. It is composed of eight layers of mini drift

tubes as shown in Fig. 3.11. Aluminum combs act as the cathodes and gold-plated tungsten wires in the

center act as the anodes. The Rich Wall has an active area of 527×391 cm2 and a square dead zone of

102×51 cm2. Its nominal resolution is 600 µm.

Another type of large angle tracker is a multi-wire proportional chamber (MWPC). There are six MWPCs

in the LAS and eight in the SAS. There are three categories of MWPCs. Types A and B measure the X, U,

and V coordinates, while type A* measures the X, U, V, and Y coordinates. Type A and A* have an active
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Figure 3.11: A diagram of a mini drift tube in the Rich Wall. From [109].

area of 178×120 cm2, while type B is smaller with an active area of 178×90 cm2. The dead zones of type A,

A*, and B have a diameter of 16 cm, 20 cm, and 22 cm respectively. There are seven type A, one type A*,

and six type B MWPCs. The MWPCs operate similar to the DCs, but there is no calibrated relationship

between the position and time of drifting electrons (see Sect. 3.2). The spacial resolution of the MWPCs is

about 600 µm.

Downstream of SM2 is a final large size drift chamber called W45. W45 has six stations, each with two

different orientations. The active area of W45 is 520×260 cm2 and the dead zone is 50 or 100 cm in diameter.

The nominal spacial resolution is 500-600 µm.

It is interesting to note the gas mixtures used in the different types of LATs. The DCs use a mixture

of Ar/C2H6/CF4 at a ratio of 45/45/10 in order to have good spacial resolution and a linear position-time

relationship. The MWPCs use a mixture of Ar/CO2/CF4 at a ratio of 74/6/20 in order to have a fast

counting rate, and ST03 uses the same gasses at a ratio of 80/10/10. The Rich Wall uses an Ar/CO2

mixture at a ratio of 70/30. Finally, W45 uses Ar/CF4/CO2 at a ratio of 85/10/5 in order to increase the

drift velocity of electrons.

3.1.6 Particle Identification

The COMPASS spectrometer uses four types of detectors for particle identification (PID): a ring imaging

Cherenkov (RICH) detector, electromagnetic calorimeters (ECAL), hadron calorimeters (HCAL), and muon

walls (MW). The RICH detector distinguishes between types of hadrons, specifically pions, kaons, and

protons. It operates similarly to the CEDARs along the beamline (Sect. 3.1.1), distinguishing particles

based on the angle of the emitted Cherenkov radiation. There are two ECALs and two HCALs, one each

in the LAS and SAS. The ECALs measure the energy of photons and electrons, while the HCALs measure

the energy of hadrons. In each case, the material in the calorimeters stops the desired particles, and the

resulting electromagnetic or hadronic showers are detected by photomultiplier tubes.
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The muon walls were the only important PID detectors during the DY runs, because as mentioned in

Sect. 3.1.4, COMPASS identifies a DY event by a dimuon. There are two important muon filters (MFs) in

the spectrometer during the DY runs: MF1 is positioned at the end of the LAS before SM2, and MF2 is

positioned near the end of the SAS before W45. These muon filters are absorbers which stop most particles

except for muons. MF1 is a 60 cm thick iron absorber, while MF2 is a 2.4 m thick concrete absorber. Behind

MF1 and MF2 are two muon walls, MW1 and MW2. These are responsible for tracking the muons that

pass through the MFs. MW1 is made of mini drift tubes similar to the Rich Wall, and MW2 is made of

drift tubes with a wire in the center similar to the straw detectors. MW1 is made of eight planes and has

an active area of 480×410 cm2 with a deadzone of 140×80 cm2. MW2 is made of twelve planes and has an

active area of 450×450 cm2 with a dead zone of 90×70 cm2.

3.1.7 Data Acquisition

In total there are over 250,000 detector channels at COMPASS. The information from these channels is

collected by the data acquisition system (DAQ) and transferred to the CERN magnetic storage tape called

CASTOR. Even with the trigger system that selects only events of interest, the events are read out at a rate

of about 30 kHz. Each event is about 45 kB in size. In total, about 820 terabytes of raw data were collected

in 2015 and 1000 terabytes in 2018.

The signals produced in detectors by passing particles (e.g. light in scintillating fibers) must first be con-

verted to digital signals. This is done using time-to-digital converters (TDCs) or analog-to-digital converters

(ADCs). The TDCs and ADCs are on the front end electronic cards or on the second stage specialized COM-

PASS electronic cards called GANDALF (Generic Advanced Numerical Device for Analog and Logic Func-

tions), GeSiCA (GEM and Silicon Control and Acquisition) or CATCH (COMPASS Accumulate Transfer

and Control Hardware). The special electronic cards send the digitized data to FPGA (Field Programmable

Gate Array) multiplexers, where it is sorted by event and spill. Then it is sent to multiplexer slaves where

the final processing is performed. Finally, the data is transferred to CASTOR.

3.2 Drift Chamber DC05

This section will give more details on the UIUC-built drift chamber DC05. The operating principle and

many of the more specific details are true for the other COMPASS drift chambers as well (see Sect. 3.1.5).

DC05 is made of alternating layers of wires and cathodes. There are two wire planes with each orientation:

X (vertical wires), Y (horizontal wires), U, and V (±10◦ respectively from the vertical). The wire planes are

made of alternating anode or ‘sense’ wires with radii of 20 µm and cathode or ‘field’ wires with radii of 100

µm. The wires in the two planes with the same orientation or ‘view’, referred to as X and X’ for example,
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Figure 3.12: Operating principle of the COMPASS drift chambers. Modified from [108].

are offset from each other by half a drift cell. The X and Y planes each have 256 sense wires, and the U and

V planes each have 320 sense wires. In between the wire layers are cathode layers made of carbon-painted

mylar. Square drift cells with a width of 8 mm are formed with the anode wire in the center and cathodes

on all sides, as shown in Fig. 3.12. Charged particles traveling through the gas mixture (Ar/C2H6/CF4 at a

ratio of 45/45/10) in the chamber ionize the argon atoms, producing electrons. As the electrons drift, they

ionize other argon atoms creating an avalanche. This electron avalanche is detected by the sense wire. The

ethane (C2H6) acts as a quencher to control the size of the electron avalanche. The CF4 prevents aging of

the detector by breaking up long molecular carbon chains.

In the DC05 gas mixture, drifting electrons have a mostly linear position-time or RT relationship. The

drift time is determined by comparing the time the trigger fires (Sect. 3.1.4) to the time the sense wire detects

the drifting electron. This timing information combined with tracking information from other detectors can

be used to determine a so-called RT calibration relationship, which gives the distance between the passing

particle and the sense wire. The direction of the particle relative to a sense wire is determined by combining

information from all the wire planes. The half-cell offset between the two planes of the same view is critical

in this determination.

The author of this thesis performed RT calibrations of DC05 for COMPASS 2018 data, which were

used in official COMPASS data productions (see Sect. 3.3). Each of the eight wire planes were calibrated

independently for each of the data-taking periods of 2018. A sample RT relation for the U’ plane in the 2018

period P05 is shown in Fig. 3.13. The calibration values relating position (R) and time (T) should lie along

the center of each ‘branch’. This center value was found by projecting the 2D histogram onto the R axis in

each bin of T, then fitting the projections with Gaussian curves. Note that the two branches are symmetric,

so only one branch needs to be fit. The preliminary and updated calibrations of the U’ plane in 2018 P05 is

shown as red dots in Fig. 3.13. As the calibration improves, the resolution of the DC05 measurement should
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(a) (b)

Figure 3.13: The (a) preliminary and (b) updated RT calibration curves for the U’ plane of DC05, using
data from 2018 P05. The red dots show the calibration points and should lie along the center of the branch
of the RT curve. Note that the linear RT relationship degrades at large T. This is an effect of the CF4 gas.

also improve. Indeed, for the plane shown in Fig. 3.13, the resolution improved from 434± 2 µm to 350± 1

µm.

The UIUC group is responsible for maintaining DC05. The author of this thesis has been part of the

team which repaired DC05 on three different occasions. In September 2019, a team went to repair broken

wires in the Y’ plane which prevented the Y-view from operating during most of the 2018 data-taking run.

Two wires in the Y’ plane were replaced, as was the nylon wire in the Y plane that is responsible for holding

the sense wires in place. After repairing the broken wires, it was necessary to check that all sense wires in

the Y planes were still pulled to the proper tension so as to prevent wire oscillations in the high voltage

field and sagging due to gravity. The sense wires are so thin (20 µm) that it is usually not possible to tell

if a wire is loose by eye, so an alternate test was used. When AC current is passed through a wire lying

in a transverse magnetic field, the wire will oscillate when the current frequency is equal to the resonant

frequency f of the wire. The resonant frequency is related to the tension of the wire via

f =
1

2L

√
T

ρ
, (3.1)

where L is the wire length, ρ is the linear density of the wire, and T is the tension. The length and linear

density of the wires were known from when DC05 was constructed. In order to determine the tension of a

wire, it was grounded on one side and connected to a function generator which could provide AC current on

the other. All other wires were grounded on both sides. A magnet was placed under the wire, and the AC

current was turned on. The wire was monitored (by eye) to determine the frequency at which it oscillated at

maximum amplitude. This frequency was then plugged into Eq. 3.1 to determine the tension of each wire.
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All sense wires in both Y planes were tested, and no additional wires were loose enough to require repair.

After repairing the Y planes, DC05 was reassembled. During the subsequent tests to ensure DC05 was

functioning properly, it was found that certain planes were not receiving voltage correctly. Therefore in

January 2020 the UIUC team returned to CERN. The high voltage connections on the faulty planes were

repaired, then the detector was again reassembled. The tests after this repair all went well, and DC05 was

returned to its normal location in the COMPASS spectrometer in preparation for the 2021 data-taking run.

However, sometime between January 2020 and the beginning of the 2021 COMPASS run, another wire broke,

this time in the Y plane. In February 2022, the team returned once again and removed the broken wire.

Additionally, the metal pins holding the wire plane frames in place were replaced with newer, slightly thicker

pins to help keep the frames at the proper tension and prevent further wire breakages.

3.3 Data Production

The digitized data coming out of the DAQ (Sect. 3.1.7) must be reconstructed into physical quantities

in order to perform physics analysis. COMPASS uses CORAL (COMPASS Reconstruction and AnaLysis

Libraries) to reconstruct the raw data. The steps CORAL takes are as follows. First, timing, calibration, and

alignment information is combined to determine the positions of particles causing ‘hits’ in the detectors. The

hits are combined into continuous tracks using knowledge of the experimental setup, including the magnetic

fields and the material budgets of the detectors. Using this same information, the momentum and charge of

the particles is determined. Each track has an associated χ2 value based on the quality of the fit to the hits.

After this, the tracks are extrapolated to the target region, and the points where multiple tracks cross are

assigned as vertices. If a beam particle track is associated to a vertex, it is defined to be a primary vertex.

If not, it is a secondary vertex. The information coming out of the CORAL reconstruction is written to

data structure trees (DSTs). Once the data is in DSTs, the COMPASS data analysis tool called PHAST

(PHysics Analysis Software Tool) can be used to perform further analysis. Both CORAL and PHAST are

written in C++.

COMPASS data is generally reconstructed period by period until an entire year of data has been re-

constructed under the same conditions. This large-scale reconstruction is referred to as a data production.

Improvements of the various inputs to the reconstruction, such as detector calibrations, can lead to repro-

ductions of the data. Multiple data productions have occurred for the 2015 and 2018 data. The 2015 data

is composed of nine periods called W07-W15, and the 2018 data is composed of nine periods called P00-

P08. The newest 2015 and 2018 productions differ from the older ones in several ways, including hodoscope

alignment, MWPC and DC calibrations, and optimization of the hit association algorithm in CORAL.

Because of the quantity of raw data, large-scale parallel computing resources are necessary for running
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Figure 3.14: Graphs illustrating the usage overtime of the UIUC allocations on the (a) Blue Waters and
(b) Frontera supercomputers. Note that the y-axis is on a log scale. The solid lines correspond to different
allocations, and the dashed black lines show the total usage. From [115].

COMPASS data productions. The UIUC group has secured allocations on two US-based supercomputers

to help with this. The first was the NSF-funded petascale supercomputer Blue Waters. From 2016 through

2020, UIUC received a total allocation of 14 million node hours on Blue Waters, with node corresponding

to 32 CPUs. The allocation on Blue Waters allowed COMPASS to finish the first 2018 data production in

record time after the completion of the 2018 run. In 2020, Blue Waters was replaced by another NSF-funded

computer called Frontera located at the Texas Advanced Computing Center (TACC). From 2020-2022, UIUC

receivd a total allocation of over 2 million node hours on Frontera, where each node corresponds to 56 CPUs.

The author of this thesis was the Drell-Yan data production manager from fall 2019 through summer 2020,

utilizing both Blue Waters and Frontera. The author used about one fourth of the total allocated node hours

on Frontera to manage the most recent 2015 and 2018 productions. The total usage overtime of the Blue
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Figure 3.15: Basic architecture of the ESCALADE production framework. From [114].

Waters and Frontera allocations is illustrated in Fig. 3.14.

A production framework is needed to manage the data productions. The production framework is re-

sponsible for running the necessary software, submitting jobs, organizing input and output data and files,

and checking the integrity of the final outputs. The primary production framework that was used on Blue

Waters and Frontera is called ESCALADE and was written by former COMPASS member Marco Meyer

[114]. The basic architecture of ESCALADE is depicted in Fig. 3.15. The so called ‘pilot’ scripts responsible

for running the software and interacting with the supercomputer environment sometimes need to be modified

to work on different machines. For example, Blue Waters used the workload manager TORQUE to submit

jobs to nodes, while Frontera uses SLURM. The author of this thesis helped to update ESCALADE during

the transition from Blue Waters to Frontera.
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Chapter 4

Methods of Transverse Spin

Asymmetry Extraction

As discussed in Sects. 2.4 and 2.5, the experimental observables related to TMD PDFs are transverse-spin

asymmetries (TSAs). There are various methods that are used to extract TSAs from COMPASS DY data.

In all of them, it is important to be aware of the role of acceptance in the formula or method, so that

acceptance effects are not mistaken for physical asymmetries. In general, the methods are designed to cancel

out acceptance as much as possible. False asymmetries can be used to determine the relative size of any

remaining acceptance effects on the final extracted asymmetries.

Section 4.1 will explain a simple method of TSA extraction called the one-dimensional double ratio

method, where a ratio of experimental counts is formed and fit with an angular modulation associated with

a particular TSA. This method relies on the “reasonable assumption” that the COMPASS spectrometer

acceptance is stable during each data-taking period. When this is not true, this method can be biased.

A more robust method is the Unbinned Maximum Likelihood (UML) method, in which a likelihood

function is constructed based on the DY cross-section, with the fit parameters being the TSAs and spin-

independent asymmetries. The negative log of this likelihood function is minimized to extract all the asym-

metries at once. This method will be described in Sect. 4.2.

In addition to the traditional TSAs, the left-right asymmetry AN (also sometimes called the analyzing

power) will be extracted to further study the Sivers TMD. Normally AN is measured in collider experiments

rather than fixed target experiments (see Sect. 2.6.4). However, it is interesting to extract it from COMPASS

data because it can complement the standard UML method by dealing with systematics in a different way.

This quantity was first extracted from COMPASS data in Ref [116]. A naive left-right asymmetry can be
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very dependent on acceptance effects. Section 4.3 will explain how the two-target geometric mean method

can be used to minimize these effects.

4.1 One-Dimensional Double Ratio Method

The expected number of DY events from a given target cell can be written as a function of angle as

N(Φ) ∝ B l a(Φ)(σ0 ± σ±(Φ)) = B l a(Φ)σ0(1± ε(Φ)), (4.1)

where N is the number of events, Φ is some azimuthal angle (e.g. φS), B is the beam flux, l is the target

cell length, a(Φ) encodes the acceptance and efficiency of the spectrometer, σ0 is the spin-independent cross

section, and σ±(Φ) is the transverse-spin-dependent portion of the cross section. The ± refers to target cell

polarization, and ε(Φ) = σ±(Φ)/σ0 is assumed to be much less than one.

Using the events from both target cells and both polarization configurations (see Sect. 3.1.2), a “double

ratio” of event counts can be constructed to access the TSAs. This is defined as

FDR =
N1+N2+

N1−N2−
, (4.2)

where the subscript 1(2) refers to the upstream(downstream) target cell and ± refers to the corresponding

cell polarization. Plugging Eq. 4.1 into Eq. 4.2 gives

FDR(Φ) =
B1+B2+a1+(Φ)a2+(Φ)l2σ2

0(1 + ε(Φ))2

B1−B2−a1−(Φ)a2−(Φ)l2σ2
0(1− ε(Φ))2

(4.3)

The l and σ0 terms cancel exactly. The beam flux is approximately the same during an entire period of data

taking, so B1+ ≈ B1− and B2+ ≈ B2−. Therefore Eq. 4.3 becomes

FDR(Φ) =
a1+(Φ)a2+(Φ)(1 + ε(Φ))2

a1−(Φ)a2−(Φ)(1− ε(Φ))2
' a1+(Φ)a2+(Φ)

a1−(Φ)a2−(Φ)
(1 + 4ε(Φ) + 8ε2(Φ) +O(ε3)), (4.4)

where the last approximation holds because ε � 1. It is reasonable to assume that the COMPASS spec-

trometer is stable during each data-taking period because the positions and setups of the detectors are not

changed during single periods. This “reasonable assumption” means that

a1+(Φ)a2+(Φ)

a1−(Φ)a2−(Φ)
' constant. (4.5)

In this assumption, any angular modulations in the double ratio come from ε(Φ) and give access to the
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asymmetry in the DY cross section (Eq. 2.33) associated with the angle Φ.

To extract the asymmetry, the binned ratio FDR(Φ) is fit with a function based on the series expansion

in Eq. 4.4. To first order the fit function is

f1 = p0(1 + 4p1g(Φ)), (4.6)

where g(Φ) is the angular modulation associated with Φ in the DY cross section (Eq. 2.33), and p1 is the

so called “raw asymmetry” associated with Φ. For the Sivers asymmetry A
sin(φS)
T , g(Φ) = sin(φS). For

the pretzelosity TSA A
sin(2φCS+φS)
T , g(Φ) = sin(2φCS + φS). Finally, for the transversity TSA A

sin(2φCS−φS)
T ,

g(Φ) = sin(2φCS − φS). For the definitions of these angles see Fig. 2.11. The parameter p1 is called the

raw asymmetry because the appropriate nuclear polarization value, dilution factor, and depolarization factor

must be divided out to isolate the asymmetry (see Sect. 2.5 and 3.1.2). That is, AT = p1/(STfD), where ST

is the magnitude of the target polarization (as a percentage), f is the dilution factor describing the fraction

of the target material that can be polarized, and D is the depolarization factor associated with the TSA

(Eq. 2.34).

The statistical error of the double ratio can be determined using the fact that each N is sufficiently large

so that its error is
√
N . Then the uncertainty of the double ratio becomes

σFDR = FDR

√√√√(√N1+

N1+

)2

+

(√
N1−

N1−

)2

+

(√
N2+

N2+

)2

+

(√
N2−

N2−

)2

= FDR

√
1

N1+
+

1

N1−
+

1

N2+
+

1

N2−
.

(4.7)

Since, FDR − 1 ' 0, Eq. 4.7 can be approximated as

σFDR
=

√
1

N1+
+

1

N1−
+

1

N2+
+

1

N2−
. (4.8)

The double ratio is plotted in different angular bins with statistical errors determined by Eq. 4.8. Then the

points are fit with a function of the form of Eq. 4.6 to extract the appropriate asymmetry. The error of the

asymmetry is determined based on the error of the fit parameters.

4.2 Unbinned Maximum Likelihood Method

The 1D double ratio method can be very sensitive to acceptance if the reasonable assumption (Eq. 4.5)

is not a valid approximation. In that case, the modulations may be partly due to acceptance effects. Then,

the amplitude extracted from the fit does not reflect the true asymmetry size. The Unbinned Maximum
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Likelihood (UML) method is a more robust option which is less sensitive to acceptance effects. The UML

method is particularly attractive because all asymmetries can be extracted at once, and correlations between

the amplitudes can be evaluated. Additionally, higher order components of the DY cross section can easily

be included in the calculations if desired.

Consider the general case where x = {x1, x2, . . . , xN} is a set of N independent measurements which

obey the normalized probability density function (abbreviated by lowercase ‘pdf’ to differentiate from the

parton distribution function ‘PDF’) f(x, ~A), where ~A is the vector of unknown parameters to be extracted.

A likelihood function can be constructed as

L(x, ~A) =

N∏
i=1

f(xi, ~A). (4.9)

The parameter values ~Abest which maximize L(x, ~A) are the best-fit parameters to the data. For ease of

computation, typically the negative natural log of the likelihood function,

− lnL(x, ~A) = −
N∑
i=1

ln f(xi, ~A), (4.10)

is minimized to find the best fit parameters.

For DY data, the appropriate pdfs are based on the DY cross section. For the UML method, some

higher-twist terms are used in the fit in addition to the leading order terms from Eq. 2.33 (see Sect. 2.5).

The pdfs for each target cell and each polarization are thus

f(φS, φ, θ, ~A) = 1 +D[sin(2θ)]A
cos(φ)
U cos(φ) +D[sin2(θ)]A

cos(2φ)
U cos(2φ)

± |ST|f
[
A

sin(φS)
T sin(φS)

+D[sin2(θ)]

(
A

sin(2φ+φS)
T sin(2φ+ φS) +A

sin(2φ−φS)
T sin(2φ− φS)

)
+D[sin(2θ)]

(
A

sin(φ+φS)
T sin(φ+ φS) +A

sin(φ−φS)
T sin(φ− φS)

)]
,

(4.11)

where ST is the target polarization, f is the target dilution factor, and D[f(θ)] are the depolarization factors

defined by Eq. 2.34. There are four different pdfs, one for each target cell configuration. The likelihood

function will involve a sum of the four pdfs, each weighted by a constant Cj± where j is the target cell and

± is the cell polarization. In total, then, the likelihood function will have 11 unknown parameters: 2 UAs,

5 TSAs, and 4 constants.

The likelihood function needs to be normalized. This is often accomplished by using normalized pdfs.

However, in this case the integral Ij± =
∫
fj±(x, ~A)dx equals the number of events Nj± from the appropriate
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target cell. Therefore, the Extended UML method must be used, where the likelihood function is normalized

with a Poissonian distribution term. Now, instead of Eq. 4.9, the likelihood function will be of the form

L( ~A) =
IN exp{−I}

N !

N∏
i=1

f(xi, ~A)

I
, (4.12)

where I =
∫
f(x, ~A)dx. The negative log likelihood function becomes

− lnL( ~A) = ln(N !) + I −
N∑
i=1

ln f(xi, ~A). (4.13)

The term ln(N !) is a constant which does not depend on ~A, so it is irrelevant in the minimization procedure

and can be dropped.

Thus the negative log-likelihood function in the DY case, with events from each target cell considered, is

− lnL( ~A) = I1+ −
N1+∑
i=1

lnC1+f1+(φS,i, φi, θi, ~A) + I1− −
N1−∑
i=1

lnC1−f1−(φS,i, φi, θi, ~A)

+ I2+ −
N2+∑
i=1

lnC2+f2+(φS,i, φi, θi, ~A) + I2− −
N2−∑
i=1

lnC2−f2−(φS,i, φi, θi, ~A),

(4.14)

where as a reminder Cj± are the relative normalization constants and Ij± =
∫
Cj±fj±(φS, φ, θ) dφS dφ dθ.

The integral must be taken over all of phase space. If the phase space has no holes in it, then the integral

can easily be calculated analytically and found to be Ij± = 8π2Cj±.

A finite data sample can cause biased results. For example, if the number of events from each target cell

differs significantly, some terms in the likelihood function may have too much weight compared to others. To

correct for this, each term is reweighted by N̄/Nj±, where N̄ = 1
4 (N1+ +N1− +N2+ +N2−) is the average

number of events per cell. Applying this reweighting to Eq. 4.14 and plugging in the result for Ij±, the

negative log likelihood function to minimize becomes

− lnL( ~A) =
∑

(j=1,2)

∑
(sign=+,−)

N̄

Nj,sign

Ij,sign −
Nj,sign∑
i=1

lnCj,signfj,sign(φS,i, φi, θi, ~A)

 . (4.15)

When calculating the negative log likelihood function in Eq. 4.15, the dilution factor and depolarization

factors in Eq. 4.11 are considered on an event-by-event basis. This is so that each event is weighted based on

the confidence that the polarization of the target is actually affecting the trajectory of the outgoing particles.

The more diluted the target polarization is, the less the angular dependence of that event should influence
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the construction of the likelihood function. The polarization is not considered event-by event. Rather, the

average polarization of all the included events is calculated and divided out of the TSAs after the minimization

has been performed. Therefore, this method is referred to as the fD-weighted Extended Unbinned Maximum

Likelihood (EWUML) method by the COMPASS collaboration, where f refers to dilution factor and D to

depolarization factor.

4.3 Left-Right Asymmetry Extraction Method

The left-right asymmetry AN is also related to the Sivers TMD. A basic definition for a left-right asym-

metry is:

A`r =
1

|ST|fD
σ`− σr

σ` + σr
, (4.16)

where ST is the target polarization, f is the dilution factor, D is the depolarization factor, σ is the cross-

section of events, ` indicates left and r indicates right. At COMPASS, “left” and “right” are defined in the

target rest frame (see Fig. 2.11a) as

Left : q̂T ·
(
ŜT × P̂π

)
> 0⇒ 0 < φS < π

Right : q̂T ·
(
ŜT × P̂π

)
< 0⇒ −π < φS < 0,

(4.17)

where ŜT is the target polarization vector, P̂π is the pion momentum vector, and q̂T is the virtual photon

transverse momentum vector. The left-right asymmetry in Eq. 4.16 is related to the amplitudes of all of the

sin(nφS) modulations in the DY cross-section for odd values of n. Assuming the only sizeable amplitude is

the physical sin(φS) amplitude, the DY differential cross-section can be approximated to be

dσ

d4qdφS
∝ σ̂U (1 + |ST|fDAN sin(φS)) (4.18)

after integrating over all other angular modulations. The depolarization factor should then be the one

associated with the sin(φS) amplitude in the DY cross-section (Eq. 2.33): D = (1+cos2(θ))/(1+A1
U cos2(θ)).

Plugging Eq. 4.18 into Eq. 4.16 gives

A`r =
1

|ST|fD

∫ π
0

dσ
d4qdφS

dφS −
∫ 0

−π
dσ

d4qdφS
dφS∫ π

0
dσ

d4qdφS
dφS +

∫ 0

−π
dσ

d4qdφS
dφS

=
1

|ST|fD
(φS − |ST|fDAN cos(φS))

∣∣π
0
− (φS − |ST|fDAN cos(φS))

∣∣0
−π

(φS − |ST|fDAN cos(φS))
∣∣π
0

+ (φS − |ST|fDAN cos(φS))
∣∣0
−π

=
2AN

π
.

(4.19)
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So, the basic left-right asymmetry definition should be scaled by π/2 when defining AN.

The simplest way to extract a left-right asymmetry from data is to use the definition

AN =
π

2

1

|ST|fD
N`−Nr

N` +Nr
, (4.20)

where N` =
∫ π

0
N(φS) dφS is the number of left events and Nr =

∫ 0

−π N(φS) dφS is the number of right

events. As before, ST is the magnitude of the target polarization, f is the target dilution factor, and D is

depolarization factor. The definition of counts in Eq. 4.1 can be simplified to be the product of luminosity

L, acceptance a(Φ), and cross-section σ(Φ),

N(Φ) = L× a(Φ)× σ(Φ), (4.21)

where luminosity is the ratio of the measured event rate and the cross-section. This means that the basic

left-right asymmetry definition in Eq. 4.20 is dependent on spectrometer acceptance. To isolate the physics

information, it is important to define AN in a way that cancels the acceptance dependence as much as

possible.

The geometric mean definition of the left-right asymmetry minimizes acceptance effects. The left-right

geometric mean asymmetry for events from a single target cell is defined as

AN,geo =
π

2

1

|ST|fD

√
N+
`
N−
`
−
√
N+

r N
−
r√

N+
`
N−
`

+
√
N+

r N
−
r

, (4.22)

where as before the ± superscripts refer to the target polarization sign. Taking the definition of the number

of events from Eq. 4.21, we can rewrite this as

AN,geo =
π

2

1

|ST|fD

√
(L+a+

J σ`)(L
−a−S σ`)−

√
(L+a+

S σr)(L−a
−
J σr)√

(L+a+
J σ`)(L

−a−S σ`) +
√

(L+a+
S σr)(L−a

−
J σr)

=
π

2

1

|ST|fD
κσ` − σr

κσ` + σr
,

(4.23)

with

κ =

√
a+
J a
−
S√

a+
S a
−
J

, (4.24)

where the subscript J refers to the Jura side of the spectrometer, and S refers to the Saleve side of the

spectrometer. As a reminder, ‘Jura’ and ‘Saleve’ refer to the absolute left and right sides of the COMPASS

spectrometer when standing at the target and looking downstream. Just as the reasonable assumption
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(Eq. 4.5) was made in the 1D double ratio method, it is reasonable to assume that κ ∼ 1. False asymmetries

can be used to check the confidence of this assumption and quantify a systematic uncertainty if needed.

The two-target geometric mean definition of the left-right asymmetry is even less sensitive to acceptance

effects. This asymmetry considers events from both target cells:

AN,2T =
π

2

1

|ST|fD

4

√
N1+
`
N1−
`
N2+
`
N2−
`
− 4
√
N1+

r N1−
r N2+

r N2−
r

4

√
N1+
`
N1−
`
N2+
`
N2−
`

+
4
√
N1+

r N1−
r N2+

r N2−
r

. (4.25)

Using the same method as the single-target geometric mean, this can be rewritten as

AN,2T =
π

2

1

|ST|fD
κ2Tσ` − σr

κ2Tσ` + σr
(4.26)

with

κ2T =

4

√
a1+

J a1−
S a2+

J a2−
S

4

√
a1+

S a1−
J a2+

S a2−
J

= 4

√
a1+

J a2−
S

a1+
S a2−

J

4

√
a1−

S a2+
J

a1−
J a2+

S

. (4.27)

This ratio κ2T is even more stable than the single-target ratio, as can be seen when the terms from each data-

taking subperiod are separated like in Eq. 4.27. The acceptance ratio from the first subperiod is reciprocal

to the ratio from the second subperiod, so most acceptance effects should cancel out. The statistical error

of AN,2T is

δAN,2T =
π

2

1

2|ST|fD

4

√
N1+
`
N1−
`
N2+
`
N2−
`
N1+

r N1−
r N2+

r N2−
r(

4

√
N1+
`
N1−
`
N2+
`
N2−
`

+
4
√
N1+

r N1−
r N2+

r N2−
r

)2

×
√

1

N1+
`

+
1

N1−
`

+
1

N2+
`

+
1

N2−
`

+
1

N1+
r

+
1

N1−
r

+
1

N2+
r

+
1

N2−
r

.

(4.28)

The two-target geometric mean method (Eqs. 4.25-4.28) will be used to extract AN in this analysis.
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Chapter 5

High Mass Drell-Yan Transverse Spin

Asymmetries

This chapter will present the COMPASS Drell-Yan TSA results extracted using the methods described in

Chapter 4. Sect. 5.1 will describe the event selection process used to select DY dimuon events from the

data. Sect. 5.2 will present the DY results for TSAs related to the Sivers, pretzelosity, and transversity

TMDs, extracted using the 1D double ratio and EWUML methods. Additionally, the results for the left-

right asymmetry AN will be shown. Sect. 5.3 will describe the systematic studies performed on the data and

quantify systematic uncertainties. Then the final TSA results will be presented with their total uncertainties.

Finally, Sect. 5.4 will put these new COMPASS results in the context of the other experimental results

discussed in Sect. 2.6.

5.1 Data Selection

The signature of a DY event in COMPASS data is a dimuon. In order to identify physical DY candidates,

a multi-step event selection must be performed. The standard event selection steps that were used in the

previous COMPASS publication of DY TSAs [64] are as follows:

1. The event contains two oppositely-charged tracks coming from the ‘best’ primary vertex. A primary

vertex has an associated beam track (Sect. 3.3), and the ‘best’ is either chosen by CORAL algorithms

or is the vertex with the lowest χ2. Both particle tracks must cross at least 30 radiation lengths after

the hadron absorber (Sect. 3.1.3) to ensure the particles are muons, not hadrons or electrons.

2. A dimuon trigger was fired when the event occurred. In particular, either the LASTxLAST or

LASTxOT. The LASTxMT is used as a veto to reject beam decay muons. The trigger system was
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discussed in Sect. 3.1.4.

3. The first measured point of each track is before 300 cm, and so upstream of the first spectrometer

magnet SM1. The last measured point is after 1500 cm, and so downstream of the first muon wall.

4. The time of each muon track is defined.

5. The muon track times must be separated by less than 5 ns to ensure they are correlated.

6. The track fit has a reduced χ̃2 < 10.

7. The tracks pass through the hodoscopes of the dimuon trigger that was fired. This is to ensure the

trigger was not activated by some other particle.

8. The event comes from a ‘good spill’, meaning the detector and beam behavior was stable when the

event was recorded.

9. The Bjorken-x variables are within the physical ranges of 0 < xN, xπ < 1 and −1 < xF = xπ −xN < 1.

10. The transverse momentum qT of the virtual photon satisfies 0.4 GeV/c < qT < 5.0 GeV/c. This

ensures that the angular resolution is sufficient and that the TMD interpretation can be applied to the

data (see Sect. 2.5).

11. The z-coordinate of the vertex lies within one of the NH3 target cells. In 2015, the limits of the target

cells were −294.5 cm < zvtx < −239.3 cm and −219.5 cm < zvtx < −164.3 cm. In 2018, the limits

were −294.5 cm < zvtx < −239.4 cm and −219.1 cm < zvtx < −163.9 cm. The target was described

in detail in Sect. 3.1.2.

12. The radial position of the vertex is within the target cell radius. In the past the cut r < 1.9 cm was

made to ensure the event is well within the 2 cm radii of the target cells. However, it was found that

in 2015, the target was off center, so the radial cut was reduced to r < 1.8 cm to ensure no events

were kept where the beam scattered off the target holder rather than the ammonia. In 2018, the cut

r < 1.9 cm was kept.

These 12 cuts were applied to the data. There were also several additional cuts that were added in this

analysis:

13. Ensure the beam passed entirely through both target cells. This is verified by ensuring the radial

location of the track is within the radius from Step 12 at the most upstream limit of the first target

cell (-294.5 cm in both 2015 and 2018) and the most downstream limit of the second target cell (-164.3
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Figure 5.1: Dimuon invariant mass distribution in 2015 data after event selection. The vertical dashed lines
indicate the ‘high mass’ range selected for DY analysis. From [64].

cm in 2015, -163.9 cm in 2018). The purpose of this cut is to equalize the flux of events from each

target cell, to help eliminate bias in the asymmetry extraction.

14. Remove low momentum muon tracks by requiring pµ± < 7 GeV/c. This is implemented to be consistent

with the DY spin-independent asymmetry analysis performed by other COMPASS members. Monte-

Carlo (MC) is used in the extraction of spin-independent asymmetries, and the MC/real data agreement

is much worse for tracks with very low momentum.

15. Require pµ+ + pµ− < 180 GeV/c in order to further minimize background from beam decay muons.

16. Lower the track reduced χ̃2 cut to χ̃2 < 3.2. This cut was found to reduce period dependence in 2018

(see Sect. 5.3.7 for more details). Many studies were performed, and the cut χ̃2 < 3.2 was chosen to

minimize the loss of statistics while significantly reducing period dependence.

After performing the selection cuts, the selected dimuon events are plotted as a function of dimuon

invariant mass. The resulting distribution from the published 2015 data is shown in Fig. 5.1. The processes

producing the dimuons in each mass region, as reconstructed from Monte-Carlo (MC), are also shown. In

addition to true DY events, there are events produced by the decay of J/ψ mesons, ψ′ mesons, and so called

‘open-charm’ mesons, which are pairs of mesons produced from the decay of weakly-bound charmonium.

Further, there is a combinatorial background made of oppositely-charged muon pairs that do not come from

a common physics event but pass all the event selection cuts. The combinatorial background is estimated

from experimental data by applying the above event selection to pairs of muons with the same electrical

charge, since same-sign muon pairs do not come from a common physics events.

62



Cuts 2015 Events 2018 Events
Dimuon, Best Primary Vertex,
4.3 GeV/c < M < 8.5 GeV/c

1164945 100% 1427058 100%

Dimuon trigger fired
(LAS-LAST or LAS-OT)

851491 73.1% 933602 65.4%

zfirst < 300 cm, zlast > 1500 cm 838472 72.0% 919823 64.5%
Time defined 828797 71.1% 912876 64.0%

∆t < 5 ns 467287 40.1% 498956 35.0%
Track χ̃2 < 10 463697 39.8% 494650 34.7%

Trigger validation 180373 15.5% 202325 14.2%
Physical xN, xπ, xF 180245 13.5% 202119 14.2%

0.4 GeV/c < qT < 5.0 GeV/c 162210 12.1% 182201 12.8%
zvtx inside NH3 target cells 47684 3.6% 50762 3.6%

rvtx cut 46058 3.5% 48033 3.4%
Beam through both NH3 cells 45654 3.5% 47415 3.3%

pµ± > 7 GeV/c 45594 3.5% 47354 3.3%
pµ+ + pµ− < 180 GeV/c 40138 3.4% 46996 3.3%

Track χ̃2 < 3.2 40111 3.4% 40728 2.9%
Good spill 34729 3.0% 36869 2.6%

Table 5.1: High mass DY event selection on the 2015 and 2018 COMPASS data samples. (Note that P00 of
2018 is not included.)

It is important to isolate DY events from the rest of the background processes in order to perform the

analysis on a true DY sample. The region between 4.3 GeV/c and 8.5 GeV/c minimizes background levels

while maximizing statistics. Therefore, this region, referred to by COMPASS as the ‘high mass’ region, is

selected for the DY analysis. It is depicted in Fig. 5.1 with vertical dashed lines. Studies on the background

levels in different mass regions will be presented in Sect. 5.3.1. The numbers of high mass DY events after

each event selection cut in the 2015 and 2018 data samples are shown in Table 5.1 (in a slightly shuffled

order from how they were presented in the text). Note that all 9 periods of 2015 are included, but only 8

of the 9 periods of 2018 are included. The first period of 2018, referred to as P00, was removed from the

analysis because the beam conditions were significantly different. Some important 1D and 2D kinematic

distributions for the total selected high mass DY data sample are shown in Figs. 5.2 and 5.3.

5.2 Results

The 1D double ratio, EWUML, and AN methods were applied to the high mass DY events that survived

the event selection cuts. When extracting the DY asymmetries, A1
U is set equal to the leading twist value

of 1 when defining the depolarization factors. The impact on the results of changing the value of A1
U will

be quantified as a systematic uncertainty. The asymmetries are calculated for each period, then a weighted

average over all periods is taken. The asymmetry results are presented in this section with their statistical

uncertainties only. The sources and sizes of systematic uncertainties will be presented in Sect. 5.3.
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Figure 5.2: One-dimensional distributions of (a) xN, (b) xπ, (c) xF, (d) qT, and (e) Mµµ for the selected
COMPASS high mass DY data sample. Both 2015 and 2018 data are included. The mean kinematic values
are printed on the plots.
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Figure 5.3: Two-dimensional distributions showing the correlations of (a) xN and xπ, (b) xN and Q2 = M2
µµ,

(c) xπ and Q2, (d) qT and xN, (e) qT and xπ, and (f) qT and xF for the selected COMPASS high mass DY
data sample. Both 2015 and 2018 data are included.
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Figure 5.4: 1D Double Ratio TSA results from 2015 (red) and 2018 (blue) high mass DY events, binned in
different kinematic variables and also extracted over the entire kinematic range. The first row is the Sivers
TSA, the second is pretzelosity, and the third is transversity.

5.2.1 Standard TSA Results

The TSA amplitudes related to the Sivers, pretzelosity, and transversity TMDs were extracted using the

1D double ratio and the EWUML methods. The 1D results for each year are shown in Fig. 5.4, and the

EWUML results are shown in Fig. 5.5. The average of the 2015 and 2018 results is shown for both methods

in Fig. 5.6. The two methods give statistically compatible results. Because the EWUML method is in general

more robust and reliable, the EWUML results alone will be shown from now on. Also, from now on the

TSAs will simply be referred to by the TMD they are related to (e.g. Sivers TSA).

5.2.2 AN Results

The results for AN, extracted using the two-target geometric mean left-right asymmetry formulation, are

shown for each year in Fig. 5.7. In Fig. 5.8, the overall average AN results are shown alongside the Sivers

TSA A
sin(φS)
T results from the EWUML method. The results are not identical, especially when considering

the fact that the input data is fully correlated. The difference between the two values may be influenced

by the fact that AN includes contributions from all sin(nφS) amplitudes with odd n. This will be discussed

further in Sect. 5.3.6.
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Figure 5.5: EWUML TSA results from 2015 and 2018 high mass DY events. Otherwise like Fig. 5.4.
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Figure 5.6: The average of the 2015 and 2018 high mass DY TSAs from both the 1D double ratio (red circle)
and EWUML (blue square) methods. Otherwise like Fig. 5.4.
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Figure 5.7: AN results from 2015 (red) and 2018 (blue) high mass DY data samples, binned in different
kinematic variables and also averaged over all kinematic bins.
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Figure 5.8: Average high mass DY AN (blue square) and A
sin(φS)
T (red circle) results, binned in different

kinematic variables and also averaged over all kinematic bins.

5.3 Systematic Studies

Various systematic studies are performed to better understand the data and test the robustness of the

analysis results. Some of these studies reveal that other factors could be diluting or enhancing the TSA

results, and thus a systematic uncertainty needs to be reported. This section will describe these sources

of systematic uncertainty and report them as a fraction of the statistical uncertainty. Some studies do not

add to the uncertainty but contribute to other areas of the analysis, for example determining event selection

cuts. The first two sections will describe these types of studies.

5.3.1 Background Contamination

It is assumed when extracting the TSAs that all the ‘high mass’ events remaining after the selection described

in Sect. 5.1 are true DY events. It is important to be aware of how much background contamination there is in

the high mass range (4.3 to 8.5 GeV/c2) in order to ensure that this assumption is reasonable. The ideal way

to calculate background levels is with Monte-Carlo simulations. However, the most up-to-date COMPASS
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Figure 5.9: Background contamination in different dimuon invariant mass ranges in (a) 2015 and (b) 2018
data. The black points are the data, the red is the exponential fit based on data between 5.5 and 8.5 GeV/c2,
and the blue is the background estimated by subtracting the fit from the data. Background percentages in
different mass ranges are printed on the plots.

DY MC simulations do not currently describe all of the data well. For this reason, the background will

be estimated by looking only at real data. It is known that the DY cross section is well modeled by an

exponential decay curve [117]. Therefore, the high mass region of the real data invariant mass distribution

will be fit with an exponential curve. This curve will be subtracted from the data to estimate the amount

of background.

Figs. 5.9 shows the invariant mass distributions and background estimations for 2015 and 2018 data. The

exponential is fit using data between 5.5 and 8.5 GeV/c2, where based on Fig. 5.1 the DY process should

be most pure, then extrapolated through the rest of the mass range. The background levels in different

regions are printed on the figures. In particular, the percent background in the range 4.3 to 8.5 GeV/c2 is

approximately 5% in 2015 and 7% in 2018. This range gives the best balance of maximizing statistics while

minimizing background contamination. The background levels are not high enough to significantly impact

the TSA extraction, especially in comparison to other systematic effects that will be described below.

5.3.2 Target Cell Event Migration

When calculating TSAs, we need to separate events originating in the two different NH3 target cells with

opposite polarizations. Events are separated based on the reconstructed vertex location. However, the finite

resolution of vertex reconstruction means that some vertices are reconstructed in the wrong target cell or

outside both target cells. This migration between target cells due to incorrect reconstruction contributes an

additional dilution factor, which is included directly in the TSA extraction formulas in Chapter 4. Using

a Monte-Carlo sample, the generated and reconstructed vertex locations of high mass DY events can be
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Kinematic Bin
DY Mixing Factors

Upstream Downstream

xN

[0.00, 0.13) 0.95 0.89
[0.13, 0.19) 0.95 0.94
[0.19, 1.00] 0.96 0.96

xπ

[0.00, 0.40) 0.95 0.94
[0.40, 0.56) 0.95 0.93
[0.56, 1.00] 0.96 0.91

xF

[-1.0, 0.21) 0.95 0.95
[0.21, 0.41) 0.96 0.94
[0.41, 1.00] 0.95 0.90

qT

[0.50, 0.90) 0.95 0.92
[0.90, 1.40) 0.96 0.93
[1.40, 5.00] 0.95 0.94

Mµµ

[4.30, 4.75) 0.95 0.91
[4.75, 5.50) 0.96 0.93
[5.50, 8.50] 0.95 0.95

Table 5.2: Additional dilution factors due to cell-to-cell event migration in high mass DY data.

compared to estimate the size of the additional dilution factor.

The event migration seen in 2018 MC is shown in Fig. 5.10. The figure shows the fraction of reconstructed

events generated in the correct target cell, the incorrect target cell, or outside or between the target cells.

The overall distribution as well as the distributions in each kinematic bin are shown. The new dilution factor

is determined bin by bin and is calculated to be the fraction of events reconstructed in the incorrect cell

subtracted from the fraction of events reconstructed in the correct cell. In other words

dup(down) = fup(down) − fdown(up), (5.1)

where dup(down) is the new dilution factor in the upstream (downstream) target cell, and fup(down) is the

fraction of reconstructed events generated in the respective target cell.

In order for the dilution factors calculated from Fig. 5.10 to be trustworthy, the z-vertex distributions

must agree reasonably well between MC and real data. In the high mass range the agreement is acceptable,

as can be seen in Fig. 5.11. There is no up-to-date 2015 MC sample available at the time this thesis was

written, but the z-vertex distribution in the 2015 data matches the 2018 MC distribution reasonably well as

shown in Fig. 5.12. Because of the consistency between the two years and the fact that the MC is based on

2018, the dilution factors determined using 2018 real data were used for both 2015 and 2018 TSA extraction.

These dilution factors due to target cell mixing are shown by bin in Table 5.2.
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Figure 5.10: Target cell event migration in the high mass range 2018 MC sample, (a) overall and (b) binned
in kinematic variables. The vertical dashed lines indicate the borders of the NH3 target cells. Four z-
vertex distributions are shown: reconstructed (black), generated in the upstream cell (red), generated in the
downstream cell (blue), and generated outside or between the two cells (green). The fractions f written on
the plots quantify the percentage of reconstructed events generated in each region. Where the f values do
not add to one, it is due to rounding.
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Figure 5.11: Comparison of the 2018 MC (black) and 2018 real data (magenta) z-vertex distributions in the
high mass DY range, in different kinematic bins.

Figure 5.12: Comparison of the 2018 MC (black) and 2015 real data (magenta) z-vertex distributions in the
high mass DY range, in different kinematic bins.
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5.3.3 Left-Right Event Migration

When calculating the left-right asymmetry AN, it is necessary to identify events as either ‘left’ (0 < φS < π)

or ‘right’ (−π < φS < 0). Because of the finite angular resolution of the spectrometer, sometimes ‘left’ events

can be reconstructed as ‘right’, and vice versa. This will dilute the measured asymmetry compared to the

true asymmetry. Monte-Carlo can be used to determine the fraction of events reconstructed correctly, like

in the previous section. Fig. 5.13 shows the fraction of reconstructed events generated in the correct and

incorrect φS hemispheres. On average, about 3% of events are reconstructed in the incorrect hemisphere,

and these events lie close to the border of ‘left’ and ‘right’. The mixing could be removed by applying a

cut on φS so that events near the border are not used. However, the AN is related to the amplitude of the

modulation sin(φS). This means that the asymmetry amplitudes affected by the mixing are those that are

near zero anyway, since sin(0) = sin(π) = 0. Therefore, the loss of statistics from a φS cut outweighs the

benefits, so a systematic uncertainty will be assigned to AN instead.

The systematic uncertainty of AN due to this migration can be estimated using the simplified definition

of the left-right asymmetry

A`r =
N`−Nr

N` +Nr
. (5.2)

Fig. 5.13 shows that the fraction of events generated correctly vs incorrectly is approximately the same

for the left and right hemispheres. Let ξ1 be the average fraction of events reconstructed in the correct

hemisphere, and ξ2 the average fraction of events reconstructed in the incorrect hemisphere. Then

N`,reco = ξ1N`,gen + ξ2Nr,gen (5.3)

and

Nr,reco = ξ1Nr,gen + ξ2N`,gen, (5.4)

where the subscript ‘reco’ refers to the reconstructed events and the subscript ‘gen’ refers to generated events.

The measured A`r is then

A`r,measured =
N`,reco −Nr,reco

N`,reco +Nr,reco
=

(ξ1 − ξ2)(N`,gen −Nr,gen)

(ξ1 + ξ2)(N`,gen +Nr,gen)
= (ξ1 − ξ2)A`r,true, (5.5)

where the fact that ξ1 + ξ2 = 1 was used in the derivation. Thus left-right event migration causes the

measured A`r to be a few percent smaller than the true A`r. The shift due to the migration is

∆A`r = A`r,measured −A`r,true =
1− (ξ1 − ξ2)

ξ1 − ξ2
A`r,measured. (5.6)
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(a)

(b)

Figure 5.13: The 2018 MC-generated φS distributions plotted as a function of reconstructed φS in order
to quantify the amount of left-right event migration in the high mass range (a) overall and (b) binned in
kinematic variables. The blue points are events generated in the ‘right’ hemisphere, and the red points are
events generated in the ‘left’. The x-axis shows the reconstructed φS. Positive φS is ‘left’ and negative φS is
‘right’.
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Kinematic
σsys/σstat

2015 2018

xN

[0.00, 0.13) 0.010 0.034
[0.13, 0.19) 0.029 0.060
[0.19, 1.00] 0.053 0.058

xπ

[0.00, 0.40) 0.025 0.059
[0.40, 0.56) 0.004 0.044
[0.56, 1.00] 0.13 0.079

xF

[-1.0, 0.21) 0.053 0.052
[0.21, 0.41) 0.11 0.016
[0.41, 1.00] 0.015 0.018

qT

[0.00, 0.90) 0.11 0.010
[0.90, 1.04) 0.074 0.022
[1.04, 5.00] 0.048 0.032

Mµµ

[4.30, 4.75) 0.007 0.062
[4.75, 5.50) 0.040 0.018
[5.50, 8.50] 0.12 0.032

Table 5.3: Systematic uncertainty of AN as a fraction of statistical uncertainty due to left-right event
migration in high mass DY data.

A systematic uncertainty can be assigned based on this shift:

σsys

σstat
=

∆A`r
σstat

, (5.7)

where σstat is the statistical uncertainty of A`r. Eq. 5.7 is true for AN as well since AN is related to A`r by

a scaling factor. The level of left-right migration can be safely assumed to be the same in 2015 and 2018,

but the impact is different in each year based on the size of AN. The uncertainty is calculated bin by bin

using Eqs. 5.6 and 5.7, and the results are shown in Table 5.3. The systematic uncertainty calculated over

the entire kinematic range due to left-right event migration, as a fraction of statistical uncertainty, comes to

4% in 2015 and 5% in 2018.

5.3.4 False Asymmetries

There may be external factors that can cause artificial, or ‘false’, asymmetries in the data, for example

instabilities in certain detectors which were not significant enough to cause the data spill to be rejected

(see step 8 of the event selection in Sect. 5.1). When attempting to extract physics asymmetries, these

false asymmetries may dilute or amplify the true physics values. This section will describe the various tests

performed to estimate the size of false asymmetry effects on the results presented in the previous section.

The false asymmetries studied below are not independent of each other and so can not be naively added

together.
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UML TSAs

In the EWUML extraction of the standard TSAs, there are three false asymmetry tests performed. As a

reminder, the COMPASS target is composed of two cells polarized in opposite directions (see Sect. 3.1.2).

In the first false asymmetry test (FA1), the polarization of one of the target cells is flipped compared to the

true polarization when defining the log-likelihood function (Eq. 4.15) so that the physics amplitudes cancel.

In the second test (FA2), the events are randomly divided into two subperiods based on whether the run

number is even or odd, rather than based on the cell polarization. Any physics asymmetries should average

out to zero in this test. Finally, in the third test (FA3) each target cell is analyzed individually. Each cell

is divided into an upstream and downstream half, and the two halves are treated as the two target cells in

the EWUML calculation. Since the entire target cell has the same polarization in reality, there should be

no physics asymmetries in this amplitude.

If there are no false asymmetry effects from the spectrometer or other sources, the false asymmetries just

described should lie within a Gaussian distribution centered on zero, with a width equal to the statistical

uncertainty. Therefore, if the values of the false asymmetries lie within ±0.68σstat of zero (where σstat is

the statistical uncertainty), no systematic uncertainty is assigned. If they lie outside that interval, then the

distance from 0.68σstat is used as the percent systematic uncertainty. In equation form, this is written as:

σsys

σstat
= 0 if |Afalse| < 0.68σstat

σsys

σstat
=

√
A2

false

σ2
stat

− 0.682 otherwise.

(5.8)

This systematic uncertainty is calculated period-by-period and bin-by-bin, and a weighted average of the

periods is performed.

The period-averaged false asymmetries for 2015 and 2018 respectively are shown in Fig. 5.14 and 5.15.

The systematic uncertainties in 2015 and 2018 from each false asymmetry, calculated by bin using Eq. 5.8,

are shown in Fig. 5.16 and Fig. 5.17 respectively as a fraction of the statistical uncertainty. The false

asymmetries presented here are not all independent of each other, and are also correlated with the RLTB

test that will be presented in Sect. 5.3.5.
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Figure 5.14: 2015 period-averaged high mass DY false asymmetries for the (a) Sivers, (b) pretzelosity, and
(c) transversity TSAs. The extracted physics asymmetry is also shown for comparison.
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Figure 5.15: 2018 period-averaged high mass DY false asymmetries for the (a) Sivers, (b) pretzelosity, and
(c) transversity TSAs. The extracted physics asymmetry is also shown for comparison.
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Figure 5.16: Systematic unceratinties as a fraction of statistical uncertainties from false asymmetry tests for
2015 high mass DY (a) Sivers, (b) pretzelosity, and (c) transversity.
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Figure 5.17: Systematic uncertainties as a fraction of statistical uncertainties from false asymmetry tests for
2018 high mass DY (a) Sivers, (b) pretzelosity, and (c) transversity.
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Figure 5.18: The false asymmetry ratio R1 by period and kinematic bin from (a) 2015 and (b) 2018 high
mass DY data. R1 should equal one if the Jura/Saleve acceptance ratio is constant between subperiods.

Left-Right AN

As derived in Sect. 4.3, the geometric mean definition of the left-right asymmetry AN can be written as

AN =
π

2

1

|ST|fD
κ2Tσ` − σr

κ2Tσ` + σr
(5.9)

with

κ2T =

4

√
a1+

J a1−
S a2+

J a2−
S

4

√
a1+

S a1−
J a2+

S a2−
J

= 4

√
a1+

J a2−
S

a1+
S a2−

J

4

√
a1−

S a2+
J

a1−
J a2+

S

, (5.10)

where as a reminder aJ(S) refers to the acceptance on the Jura (Saleve) side of the spectrometer, which is

the absolute left (right) side. The assumption was made that κ2T is equal to one. If this is not true, then

the measured asymmetry includes some spectrometer acceptance effects rather than being a purely physical
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Figure 5.19: The false asymmetry ratio R2 by period and kinematic bin from (a) 2015 and (b) 2018 high
mass DY data. R2 should equal one if the Jura/Saleve acceptance ratio is constant between target cells.

asymmetry.

Ratios of event counts can be formed that do not represent any physical asymmetries, and that will be

equal to one unless there are asymmetric acceptance effects. The variation of the ratios from one can be

used to estimate the size of possible spectrometer effects on AN. Two such ratios will be calculated here.

First,

R1 =
N1+
`
N2−

r N1−
`
N2+

r

N1+
r N2−

`
N1−

r N2+
`

=
a1+

J a2−
J

a1+
S a2−

S

a1−
S a2+

S

a1−
J a2+

J

. (5.11)

This R1 will equal one if the Jura/Saleve acceptance ratio is equal between data-taking subperiods, or

equivalently between target polarization configurations. The acceptance on the Jura and Saleve sides are not

expected to be equal because of the spectrometer setup. However, the ratio of Jura and Saleve acceptances
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Figure 5.20: Systematic uncertainties as a fraction of statistical uncertainties due to false asymmetry ratios
R1 (red) and R2 (blue) for high mass DY (a) 2015 and (b) 2018 AN results.

should be constant regardless of the target polarization configuration. A second non-physical ratio is

R2 =
N1+

r N1−
`
N2+
`
N2−

r

N1+
`
N1−

r N2+
r N2−

`

=
a1+

S a1−
S

a1+
J a1−

J

a2+
J a2−

J

a2+
S a2−

S

. (5.12)

This ratio will equal one if the Jura/Saleve acceptance ratio is equal for each of the two target cells.

If there are no spectrometer effects, the values of R1 and R2 should lie within a Gaussian distribution

centered on one, with a width equal to the statistical error of the ratios. Therefore, a systematic uncertainty

is assigned using a similar method to that described above for the UML false asymmetries:

σsys

σstat
= 0 if |R1,2 − 1| < 0.68σstat

σsys

σstat
=

√
(R1,2 − 1)2

σ2
stat

− 0.682 otherwise.

(5.13)

Again, this uncertainty is calculated period-by-period and bin-by-bin, and a weighted average of the periods

is performed.
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The ratios R1 and R2 are shown by period in Fig. 5.18 and 5.19. The systematic uncertainties for AN

calculated in each bin using Eq. 5.13 are shown in Fig. 5.20 as a fraction of statistical uncertainty. The two

ratios are correlated, and they are also correlated with the AN top-bottom test described in the next section.

5.3.5 Right-Left-Top-Bottom Test

The physics asymmetries should ideally be independent of what hemisphere of the spectrometer the outgoing

muon tracks pass through. Another ‘false asymmetry’ study involves testing whether this is true. The

azimuthal angle of the positive muon track in the laboratory frame is used to tag each event as ‘top’

(φµ+ > 0), ‘bottom’ (φµ+ < 0), ‘left’ (π/2 < φµ+ < π or −π < φµ+ < −π/2) or ‘right’ (0 < φµ+ < π/2

or −π/2 < φµ+
< 0), where φµ+

ranges from −π to π. The Sivers, pretzelosity, and transversity TSAs are

calculated in each hemisphere.

AN is just calculated in the top and bottom hemispheres since it is a left-right asymmetry measurement.

The top and bottom asymmetry values are compared to each other, as are the left and right asymmetries.

The difference between each is calculated, taking into account the size of the statistical error bars:

α =
|Atop(left) −Abottom(right)|√
σ2

top(left) + σ2
bottom(right)

. (5.14)

This difference is then compared to zero and a systematic uncertainty is quantified using a similar method

to Eq. 5.8:

σsys

σstat
= 0 if α < 0.68

σsys

σstat
=
√
α2 − 0.682 otherwise.

(5.15)

Again this uncertainty is calculated period-by-period and then a weighted average over periods is found so

that there is one uncertainty per kinematic bin. This check is called the Right-Left-Top-Bottom (RLTB)

test.

Figure 5.21 shows the period-averaged differences of AN calculated in the top and bottom hemispheres.

Figure 5.23 and 5.24 shows period-averaged differences between the TSAs calculated in the top and bottom

and right and left hemispheres in 2015 and 2018 respectively. The percent systematic uncertainties on AN

from the top-bottom test are shown in Fig. 5.22. The systematic uncertainties from the top-bottom and

right-left comparisons are shown in Fig. 5.25 and Fig. 5.26 for the Sivers, pretzelosity, and transversity TSAs.

The RLTB test is correlated with the previously described false asymmetry tests. Therefore, summing all

the false asymmetry uncertainties in quadrature would overestimate the systematic uncertainty. Instead, a
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different approach is taken. First, the uncertainties are averaged over each kinematic bin for each variable in

order to average over statistical fluctuations. Then, the averages from each of the five kinematics are averaged

together. Finally, the largest average is assigned to be the systematic uncertainty due to false asymmetries.

The kinematic-averaged and final uncertainty values are shown for each TSA and AN in Tables 5.4-5.7.
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Figure 5.21: Period-averaged difference between AN in the top and bottom hemispheres of the spectrometer
for high mass DY (a) 2015 and (b) 2018 data.
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Figure 5.22: Systematic uncertainty for AN due to the top-bottom test as a fraction of statistical uncertainty
in high mass DY (a) 2015 and (b) 2018 data.
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Figure 5.23: Period-averaged differences of the (a) Sivers, (b) pretzelosity, and (c) transversity TSAs between
the top and bottom hemispheres (blue) and left and right hemispheres (red) in 2015 high mass DY data.
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Figure 5.24: Period-averaged differences of the (a) Sivers, (b) pretzelosity, and (c) transversity TSAs between
the top and bottom hemispheres (blue) and left and right hemispheres (red) in 2018 high mass DY.
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Figure 5.25: Systematic uncertainties for the (a) Sivers, (b) pretzelosity, and (c) transversity TSAs due to
the RLTB test as a fraction of statistical uncertainties in 2015 high mass DY data.
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Figure 5.26: Systematic uncertainties for the (a) Sivers, (b) pretzelosity, and (c) transversity TSAs due to
the RLTB test as a fraction of statistical uncertainties in 2018 high mass DY data.
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Kinematic
2015 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.40 0.48 0.51 0.65 0.60 0.64
xπ 0.51 0.32 0.69 0.69 0.59 0.72
xF 0.42 0.37 0.71 0.54 0.54 0.63
qT 0.42 0.33 0.53 0.68 0.52 0.73
Mµµ 0.34 0.82 0.52 0.50 0.38 0.44

Average 0.42 0.46 0.59 0.61 0.53 0.63

Kinematic
2018 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.43 0.59 0.52 0.36 0.57 0.63
xπ 0.62 0.44 0.56 0.61 0.65 0.57
xF 0.52 0.52 0.50 0.65 0.70 0.51
qT 0.37 0.35 0.99 0.62 0.52 0.69
Mµµ 0.25 0.64 0.59 0.32 0.44 0.40

Average 0.44 0.51 0.63 0.51 0.58 0.56

Table 5.4: Average systematic uncertainty of DY TSAs due to various false asymmetries, as a fraction of

statistical uncertainty, for the Sivers TSA A
sin(φS)
T . The values presented here are the average over the three

bins of the identified kinematic variable. The average from each type of kinematic is averaged together in
the last row, and the largest value (in bold italics) is the systematic uncertainty assigned to the results.

Kinematic
2015 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.61 0.61 0.25 0.63 0.66 0.67
xπ 0.74 0.55 0.61 0.49 0.55 0.60
xF 0.75 0.57 0.48 0.42 0.50 0.66
qT 0.51 0.47 0.62 0.47 0.78 0.54
Mµµ 0.54 0.67 0.58 0.42 0.70 0.67

Average 0.63 0.57 0.51 0.49 0.64 0.63

Kinematic
2018 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.57 0.80 0.39 0.44 0.63 0.48
xπ 0.70 0.62 0.44 0.45 0.28 0.62
xF 0.78 0.60 0.24 0.47 0.43 0.60
qT 0.59 0.66 0.38 0.57 0.54 0.63
Mµµ 0.42 0.92 0.56 0.52 0.51 0.55

Average 0.61 0.72 0.40 0.49 0.48 0.58

Table 5.5: Average systematic uncertainty of DY TSAs due to various false asymmetries, as a fraction of

statistical uncertainty, for the pretzelosity TSAA
sin(2φ+φS)
T . See the caption of Table 5.4 for more information.

90



Kinematic
2015 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.46 0.36 0.46 0.31 0.83 0.59
xπ 0.47 0.50 0.40 0.45 0.70 0.65
xF 0.55 0.57 0.49 0.30 0.85 0.62
qT 0.41 0.58 0.35 0.37 0.48 0.84
Mµµ 0.62 0.46 0.39 0.35 0.58 0.61

Average 0.50 0.49 0.42 0.36 0.69 0.66

Kinematic
2018 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.66 0.41 0.49 0.71 0.68 0.61
xπ 0.67 0.41 0.51 0.68 0.31 0.42
xF 0.70 0.44 0.47 0.64 0.32 0.63
qT 0.44 0.65 0.41 0.78 0.62 0.32
Mµµ 0.43 0.57 0.34 0.80 0.44 0.64

Average 0.58 0.50 0.44 0.72 0.47 0.52

Table 5.6: Average systematic uncertainty of DY TSAs due to various false asymmetries, as a fraction of

statistical uncertainty, for the transversity TSA A
sin(2φ−φS)
T . See the caption of Table 5.4 for more informa-

tion.

Kinematic
2015 σsys/σstat

R1 R2 TB
xN 0.32 0.88 0.60
xπ 0.17 0.43 0.65
xF 0.26 0.32 0.60
qT 0.87 0.83 0.73
Mµµ 0.27 0.92 0.45

Average 0.38 0.68 0.61

Kinematic
2018 σsys/σstat

R1 R2 TB
xN 0.54 0.87 0.68
xπ 0.27 1.06 0.55
xF 0.41 1.59 0.53
qT 0.54 1.17 1.00
Mµµ 0.22 0.90 0.55

Average 0.40 1.1 0.66

Table 5.7: Average systematic uncertainty of DY TSAs due to various false asymmetries, as a fraction of
statistical uncertainty, for AN. See the caption of Table 5.4 for more information.
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5.3.6 Other sin(nφS) Amplitudes with Odd n

As mentioned in Sect. 4.3, the left-right asymmetry AN is related to all the sin(nφS) amplitudes with odd

n. Only the case where n = 1 should be physical, but it needs to be checked whether any of the other

amplitudes are sizeable. This was done using the EWUML method, and the results are shown in Fig. 5.27

up to n = 9. Some amplitudes with n > 1 are non-zero in this extraction. This should not be turned into a

systematic uncertainty because it is related to the very definition of the left-right asymmetry. However, it

may be a reason why there is a difference observed between AN and A
sin(φS)
T in Fig. 5.8.
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Figure 5.27: Different sin(nφS) amplitudes with odd n up to n = 9 in high mass DY (a) 2015 and (b) 2018
data.
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Figure 5.28: High mass DY Sivers TSA A
sin(φS)
T by period in (a) 2015, (b) 2018, and (c) both years combined.

The χ2 values of the constant fits indicate that the results within a single year as well as between years are
statistically compatible.

1 2 3 4 5 6 7 8 9
Period

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8)
Sφ

 +
 

φ
si

n(
2

T
A

 / ndf 2χ  4.758 / 8

p0        0.06999± 0.04214 

(a)

0 1 2 3 4 5 6 7 8
Period

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8)
Sφ

 +
 

φ
si

n(
2

T
A

 / ndf 2χ  7.924 / 7

p0        0.06877±0.07947 − 

(b)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Period

1−

0.5−

0

0.5

1

)
Sφ

 +
 

φ
si

n(
2

T
A

 / ndf 2χ  14.22 / 16

p0        0.04905±0.01974 − 
 0.0700±= 0.0421 

0
2015 p

 0.0688±= -0.0795 
0

2018 p

(c)

Figure 5.29: High mass DY pretzelosity TSA A
sin(2φ+φS)
T by period in (a) 2015, (b) 2018, and (c) both years

combined. The χ2 values of the constant fits indicate that the results within a single year as well as between
years are statistically compatible.
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Figure 5.30: High mass DY transversity TSA A
sin(2φ−φS)
T by period in (a) 2015, (b) 2018, and (c) both years

combined. The χ2 values of the constant fits suggest that the results within a single year as well as between
years are statistically compatible.

5.3.7 Period Compatibility

As mentioned in Sects. 3.3, the COMPASS DY data was taken in periods of 2-4 weeks each. Each year,

2015 and 2018, was comprised of 9 periods, but the first period of 2018 (P00) was removed from the analysis

due to significant differences in the beam and some detector settings. The TSAs shown in Sect. 5.2 are the
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Figure 5.31: High mass DY AN by period in (a) 2015, (b) 2018, and (c) both years combined. The χ2 values
of the constant fits indicate that the results within a single year as well as between years are statistically
compatible.
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Figure 5.32: AN averaged over each half of 2018 separately, in various kinematic bins.

weighted averages of the TSAs from each of the periods. One important test is to check whether the results

from each period are statistically compatible. Period dependence would suggest that data-taking conditions

or spectrometer acceptance are influencing the measurements.

Figs. 5.28-5.30 show the results of the Sivers, pretzelosity, and transversity TSAs respectively by period

for 2015, 2018, and the combination of the two years. Fig. 5.31 shows the period-by-period results of AN.

In each case, the asymmetries from each period are fit with a constant to check if the points are statistically

compatible. The reduced χ2 of the fits indicate that there is no strong period dependence when you compare

each individual period. However, in 2018, there is a discrepancy if you compare the average of the first half of

the year to the average of the second half. This can be seen in Fig. 5.32 for AN and Fig. 5.33 for the standard

TSAs. Various tests were performed by COMPASS analyzers, including this author, to try to understand the

source of this discrepancy. These included studying kinematic distributions of the muon tracks and checking

the impact of other angular cuts on the TSA results. In the end, no cause could be identified. Therefore,

a systematic uncertainty is assigned based on the difference between the two halves of 2018 using the same
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Figure 5.33: The TSAs averaged over each half of 2018 separately, in various kinematic bins. The first row
is the Sivers TSA, the second row is the pretzelosity TSA, and the third row is the transversity TSA.

procedure that was used in the RLTB test (Eqs. 5.14 and 5.15). The resulting systematic uncertainty in 2018

in units of statistical uncertainty comes to 0.6 for Sivers and AN, 0.9 for pretzelosity, and 1.1 for transversity.

No systematic uncertainty due to time dependence is assigned in 2015 because no problematic behavior is

observed.

5.3.8 Total Systematic Uncertainty

In addition to the systematic tests described above, some studies were performed by other COMPASS

analyzers to quantify the impact of various data quality cuts on the extracted TSAs. This study was not

performed specifically for AN, so it is assumed that the level of systematic uncertainty is comparable to that

for A
sin(φS)
T . The systematic uncertainty from each additive source is shown in Table 5.8.

The dilution and polarization factors have inherent uncertainties resulting from the calculation methods.

Additionally, because the value of A1
U is not known for certain, there is inherent uncertainty in the depo-

larization factors. These all contribute multiplicative systematic uncertainties that together come to 11%.

This multiplicative uncertainty is not included in the systematic error bands, but is taken into account when

summing 2015 and 2018 results together. The overall final TSA and AN results with systematic uncertainty

bands are shown in Fig. 5.34 and 5.35 respectively. The combined systematic uncertainty as a fraction of
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Systematic Uncertainty
2015 〈σsys/σstat〉

A
sin(φS)
T A

sin(2φ+φS)
T A

sin(2φ−φS)
T

AN

Period Compatibility 0.00 0.00 0.00 0.00
Left-Right Event Migration N/A N/A N/A 0.04

Data Quality Cuts 0.4 0.5 0.45 0.4
False Asymmetries 0.6 0.65 0.7 0.7

Total 0.7 0.8 0.8 0.8

Systematic Uncertainty
2018 〈σsys/σstat〉

A
sin(φS)
T A

sin(2φ+φS)
T A

sin(2φ−φS)
T

AN

Period Compatibility 0.6 0.9 1.1 0.6
Left-Right Event Migration N/A N/A N/A 0.05

Data Quality Cuts 0.45 0.55 0.55 0.45
False Asymmetries 0.6 0.7 0.7 1.1

Total 0.95 1.25 1.40 1.30

Table 5.8: Overall systematic uncertainty percentages for each TSA from high mass DY data.
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Figure 5.34: TSA high mass DY results averaged over 2015 and 2018 with systematic uncertainty bands,
in various kinematic bins and extracted over the entire kinematic range. The first row is the Sivers TSA,
the second is pretzelosity, and the third is transversity. The errors printed in the right-most panels are the
combined systematic and statistical uncertainties.

statistical uncertainty comes to 0.8 for the Sivers TSA, 1.0 for the pretzelosity TSA, 1.1 for the transversity

TSA, and 1.1 for AN. Thus the contribution to the uncertainty from systematics is approximately equal to

the contributions from statistics.

5.4 Interpretation of Results

The newest COMPASS DY TSA results in Figs. 5.34 and 5.35 will now be discussed in the context of

the TSA results presented in Sect. 2.6. Firstly, the new pretzelosity TSA result in Fig. 5.34 is consistent
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Figure 5.35: AN high mass DY results averaged over 2015 and 2018 with systematic uncertainty bands, in
various kinematic bins and also extracted over the entire kinematic range. The error printed in the right-most
panel is the combined systematic and statistical uncertainty.

with zero. The amplitude has shifted towards zero compared to the initial published result in Fig. 2.20. The

new integrated point is shown along with recent phenomenological predictions from Ref. [61] in Fig. 5.36a.

It is interesting to note that a pretzelosity amplitude of zero has also been observed in multiple SIDIS

experiments (Figs. 2.17, 2.18, 2.19a). The new DY result for the transversity TSA is 2σ below zero, similar

to the original publication. It is shown to agree with phenomenological predictions [61] within error bars in

Fig. 5.36b, suggesting that transversity is indeed universal.

The most important output of this analysis is information about the sign of the Sivers function in DY.

The new DY Sivers amplitude A
sin(φS)
T and the left-right asymmetry AN are both observed to be 1σ above

zero. The significance is the same as the previously published COMPASS DY result in Fig. 2.20. Though

the error bars are greatly reduced due to increased statistics, the data point itself has shifted closer to zero.

The new result still favors the sign change hypothesis to a level of 1.5σ, as shown in Fig. 5.36c. However,

it also leaves open the possibility of a zero amplitude. As shown in Fig. 2.28, the newest STAR results

for AN in DY-like W/Z boson production are also small and consistent with zero, though the kinematic

coverage of STAR is different than COMPASS. In summary, the new COMPASS DY Sivers result favors the

sign-change hypothesis between SIDIS and DY. The kinematic-integrated DY and SIDIS TSA results from

similar kinematic regions at COMPASS are shown side-by-side for comparison in Fig. 5.37.

97



Nx
2−10 1−10

) Sφ +
C

S
φ

si
n(

2

T
A 

0.1−

0

preliminaryCOMPASS 
 data

3
Drell-Yan, NH

JHEP 02(2021)166
LFCQM
SPM
LFC-LP15
SPM-LP15

(a)

Nx
2−10 1−10

) Sφ −
C

S
φ

si
n(

2

T
A 

0.2−

0.1−

0

preliminaryCOMPASS 
 data

3
Drell-Yan, NH

JHEP 02(2021)166
LFCQM
SPM
LFC-JAM20
SPM-JAM20

(b)

Nx
2−10 1−10

) Sφ
si

n(

T
A 

0.1−

0

0.1
preliminaryCOMPASS 

 data
3

Drell-Yan, NH

JHEP 02(2021)166
LFCQM
SPM
JAM20
Torino

(c)

Figure 5.36: The newest COMPASS DY integrated results for the (a) pretzelosity, (b) transversity, and (c)
Sivers TSA amplitudes along with recent phenomenological predictions from Ref. [61]. Note that in (c), the
darker curves are for the case where the Sivers sign change prediction holds, and the faded curves are for
the case where it does not. Plots are from the official COMPASS release of the 2015+2018 DY TSA results.
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Figure 5.37: The (a) newest COMPASS DY TSA results along with the (b) published SIDIS TSA results in
the same kinematic region [59]. In (a) the top TSA is associated with the proton Sivers function, the middle
is associated with the proton pretzelosity function, and the bottom is associated with the proton transversity
function. In (b) the top TSA is associated with the proton Sivers function, the middle is associated with the
proton transversity function, and the bottom is associated with the proton pretzelosity function. Because of
the angle definitions, Sivers TSAs with the same sign in SIDIS and DY point to Sivers TMD functions with
opposition signs.
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Chapter 6

J/ψ Transverse Spin Asymmetries

This chapter will present the TSA results from COMPASS J/ψ data. It will follow the same basic outline

as Chapter 5. The event selection process will be described in Sect. 6.1. The 1D double ratio, EWUML,

and AN results will be presented in Sect. 6.2. The various systematic studies will be explained in Sect. 6.3.

Finally, in Sect. 6.4 the new results will be interpreted in the context of the other related experimental and

theoretical results presented in Sect. 2.7.

6.1 Data Selection

The dimuons resulting from J/ψ decay (Eq. 2.35) are selected from the data using almost the same

event selection described in Sect. 5.1. The low momentum cut is not included because it did not significantly

impact the agreement between Monte-Carlo and real data in the J/ψ mass range. An additional requirement

that xF ≥ 0 is applied to the J/ψ data because the asymmetry extraction was found to be unstable when

xF < 0 due to a high percentage of depolarization factors equaling zero. This was not a problem in the high

mass DY case, probably for two reasons. First, there are relatively few negative xF events in the high mass

range (Fig. 5.2c). Second, a different value for A1
U was used in the J/ψ case as will be described below in

Sect. 6.2. The mass range chosen for the J/ψ analysis is 2.85 GeV/c2 < Mµµ < 3.4 GeV/c2. As seen in

Fig. 5.1, this selects the peak of J/ψ events centered around the true J/ψ mass of about 3.1 GeV/c2. In

the indicated mass range, background levels are less than 10%, as will be shown in Sect. 6.3.1. The number

of J/ψ event candidates after each cut is shown in Table 6.1. Note that after all cuts are applied, there

are about 43 times more J/ψ events than high mass DY events (Table 5.1). Some important 1D and 2D

kinematic distributions for the total selected J/ψ data sample are shown in Figs. 6.1 and 6.2.
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Figure 6.1: One-dimensional distributions of (a) xN, (b) xπ, (c) xF, (d) qT, and (e) Mµµ for the selected
COMPASS J/ψ data sample. Both 2015 and 2018 data are included. The mean kinematic values are printed
on the plots.
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Figure 6.2: Two-dimensional distributions showing the correlations of (a) xN and xπ, (b) xN and Q2 = M2
µµ,

(c) xπ and Q2, (d) qT and xN, (e) qT and xπ, and (f) qT and xF for the selected COMPASS J/ψ data sample.
Both 2015 and 2018 data are included.
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Cuts 2015 Events 2018 Events
Dimuon, Best Primary Vertex,
2.85 GeV/c < M < 3.4 GeV/c

10153449 100% 11808194 100%

Dimuon trigger fired
(LAS-LAST or LAS-OT)

8412737 82.9% 9341801 79.1%

zfirst < 300 cm, zlast > 1500 cm 8336815 82.1% 9255234 78.4%
Time defined 8313004 81.9% 7982554 67.6%

∆t < 5 ns 7179887 70.7% 7918603 67.1%
Track χ̃2 < 10 7159399 70.5% 7891881 66.8%

Trigger validation 6069416 59.8% 6767919 57.3%
Physical xN, xπ, xF 6069404 59.8% 6767910 57.3%

0.4 GeV/c < qT < 5.0 GeV/c 5362240 52.8% 5982335 50.7%
zvtx inside NH3 target cells 2117881 20.9% 2284201 19.3%

rvtx cut 2045946 20.2% 2162452 18.3%
Beam through both NH3 cells 2028585 20.0% 2133010 18.1%
pµ+

+ pµ− < 180 GeV/c 2028307 20.0% 2132737 18.1%
Track χ̃2 < 3.2 1820502 17.9% 1866642 15.8%

Good spill 1574976 15.5% 1683869 14.3%
xF ≥ 0 1494507 14.7% 1607471 13.6%

Table 6.1: J/ψ event selection on 2015 and 2018 COMPASS data samples. (Note that P00 of 2018 is not
included.)

6.2 Results

The 1D double ratio, EWUML, and AN methods were applied to the J/ψ event sample that survived the

selection cuts. In this mass range, the value of A1
U is not close to 1 as it was in the DY case. Instead, a value of

A1
U = 0 is used when calculating the depolarization factors. This is more consistent with extracted values of

A1
U in J/ψ production [118]. As in the high mass DY case, the asymmetries are calculated period-by-period

then averaged together. The sources of systematic uncertainty will be presented in Sect. 6.3.

6.2.1 Standard TSA Results

The 1D double ratio results for the Sivers, pretzelosity, and transversity TSAs are shown in Fig. 6.3, while

the EWUML results are shown in Fig. 6.4. The overall averages of 2015 and 2018 results from both methods

are shown in Fig. 6.5. The two methods give statistically compatible results, and only the EWUML results

will be shown from now on.

6.2.2 AN Results

The AN results from the 2015 and 2018 J/ψ samples are shown in Fig. 6.6. The average results are shown

alongside the Sivers TSA A
sin(φS)
T results from the EWUML method in Fig. 6.7. The two amplitudes are

more consistent in this mass range than they were in the high mass DY case (Fig. 5.8).
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Figure 6.3: 1D Double Ratio TSA results from 2015 (red) and 2018 (blue) J/ψ events, binned in different
kinematic variables and also extracted over the entire kinematic range. The first row is the Sivers TSA, the
second is pretzelosity, and the third is transversity.
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Figure 6.4: EWUML TSA results from 2015 and 2018 J/ψ events. Otherwise like Fig. 6.3.
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Figure 6.5: The average of the 2015 and 2018 J/ψ TSAs from both the 1D double ratio (red circle) and
EWUML (blue square) methods. Otherwise like Fig. 6.3
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Figure 6.6: AN results from the 2015 (red) and 2018 (blue) J/ψ data samples, binned in different kinematic
variables and also extracted over the entire kinematic range.

6.3 Systematic Studies

The various systematic studies will be detailed in this section. The same tests performed in Sect. 5.3 on

high mass DY data will be applied to J/ψ data.

6.3.1 Background Contamination

When extracting and interpreting the asymmetries, it is assumed that all events in the chosen mass range of

2.85 GeV/c2 < Mµµ < 3.4 GeV/c2 are J/ψ events. The background levels need to be estimated in order to
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Figure 6.7: Average J/ψ AN (blue square) and A
sin(φS)
T (red circle) results.

confirm that this assumption is reasonable. As mentioned in Sect. 5.3.1, there are currently some significant

discrepancies between the dimuon invariant mass distributions in the most up-to-date COMPASS Monte

Carlo and in the real data. For this reason, the MC cannot reliably be used to estimate the contamination

in the chosen mass range. Instead, the background levels are estimated by applying a fitting routine to the

real data invariant mass distributions.

The fit to real data is a sum of multiple functions. Two Gaussian functions are used, one modeling

the J/ψ contribution and one modeling the ψ′ contribution. The mean of the ψ′ distribution is set to be

1.19 times the mean of the J/ψ distribution in order to stay consistent with the difference between the

known true masses of the two mesons. Additionally, the width of the ψ′ peak is constrained to differ from

the width of the J/ψ peak by no more than 10%, because the resolution of the two resonances should be

similar. The remaining background is modeled in two alternative ways: with a single curve defined as a
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Figure 6.8: The 2015 dimuon invariant mass distribution fit with a sum of two Gaussians and either (a)
two exponential curves or (b) a polynomial multiplied by an exponential . In (a) the fit is of the form

f = p0e
−(x−p1)2/2p22+p3e

−(x−1.19p1)2/2p24+p5e
p6x+p7e

p8x and in (b) the fit is of the form f = p0e
−(x−p1)2/2p22+

p3e
−(x−1.19p1)2/2p24 + p5x

p6ep7x.
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Figure 6.9: The 2018 dimuon invariant mass distribution fit as described in the caption of Fig. 6.8.

2015
Mass Range Background polynomial×exponential Background 2 exponentials

(GeV/c2) J/ψ Purity (%)
Relative Number of

Events (%)
J/ψ Purity (%)

Relative Number of
Events (%)

[2.85,3.4] 92.4 100 92.9 100
[2.9,3.4] 93.0 96 93.5 96
[3.0,3.25] 94.4 61 94.8 61

2018
Mass Range Background polynomial×exponential Background 2 exponentials

(GeV/c2) J/ψ Purity (%)
Relative Number of

Events (%)
J/ψ Purity (%)

Relative Number of
Events (%)

[2.85,3.4] 92.5 100 92.6 100
[2.9,3.4] 93.1 96 93.3 96
[3.0,3.25] 94.5 61 94.6 61

Table 6.2: Estimated purity of J/ψ events in the given dimuon invariant mass region based on fits to real
data, along with the change in the number of events due to narrowing the mass region.

polynomial multiplied by an exponential, or with two exponential curves, one modeling the low mass region

and one modeling the high mass region. Both models were applied to the data and found to give consistent

background estimates. The fits applied to the 2015 and 2018 data samples (including all periods except 2018

P00) are shown in Figs. 6.8 and 6.9.

After the fit has been applied to the data, the curves are integrated over the desired mass range and

the percent contribution from the J/ψ peak is determined. The background levels in three different mass

ranges are shown in Table 6.2. In the region chosen for the analysis (2.85 GeV/c2 < Mµµ < 3.4 GeV/c2),

the contamination level is around 7.5% in both 2015 and 2018. This value decreases by a few percent as the

mass range is narrowed, but the loss of statistics outweighs this small improvement in purity. Therefore, it

is concluded that the selected mass range is satisfactory.
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6.3.2 Target Cell Event Migration

As in the DY case (see Sect. 5.3.2), an additional dilution factor needs to be assigned due to some event

vertices being reconstructed in the wrong target cell or outside both cells. Unlike the DY case, the z-vertex

distributions for events in the J/ψ mass range do not agree very well between the 2018 MC and real data.

This is shown by bin in Fig. 6.10a. In particular, the relative number of events in each target cell is different

between MC and real data (RD). This difference can be mostly corrected by reweighting the MC to better

match the data. The MC events are divided into three distributions based on the location of the MC-

generated z-vertex: in the upstream cell, downstream cell, or outside the two cells. These distributions are

plotted as a function of reconstructed vertex location and then are renormalized based on a fit to the real

data z-vertex distribution. The three rescaled distributions are then summed together. The new reweighted

MC distribution is shown in Fig. 6.10b to agree much better with the real data distribution. The additional

dilution factors are estimated using the rescaled 2018 MC, as shown in Fig. 6.11. As in the DY case, the

values from the 2018 MC are used for both 2015 and 2018 TSA extraction because of the consistency of

the z-vertex distributions between the two years. The new dilution factors by bin are recorded in Table 6.3.

Note that the overall dilution due to mixing is a few percent higher than in the high mass DY case.

Kinematic Bin
J/ψ Mixing Factors

Upstream Downstream

xN

[0.00, 0.06) 0.91 0.90
[0.06, 0.08) 0.92 0.92
[0.08, 0.11) 0.93 0.92
[0.11, 1.00] 0.93 0.92

xπ

[0.00, 0.21) 0.93 0.93
[0.21, 0.28) 0.93 0.93
[0.28, 0.38) 0.92 0.92
[0.38, 1.00] 0.92 0.89

xF

[-1.0, 0.10) 0.93 0.93
[0.10, 0.20) 0.93 0.93
[0.20, 0.31) 0.92 0.92
[0.31, 1.00] 0.91 0.89

qT

[0.50, 0.72) 0.92 0.92
[0.72, 1.04) 0.92 0.92
[1.04, 1.48) 0.92 0.92
[1.48, 5.00] 0.94 0.92

Mµµ

[2.85, 3.02) 0.85 0.96
[3.02, 3.12) 0.94 0.96
[3.12, 3.22) 0.94 0.92
[3.22, 3.40] 0.91 0.78

Table 6.3: Additional dilution factors due to cell-to-cell event migration in J/ψ events.
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Figure 6.10: Comparison of real data and MC z-vertex distributions (a) before and (b) after rescaling.
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Figure 6.11: Target cell event migration in the J/ψ mass range estimated based on 2018 MC, (a) overall and
(b) binned in kinematic variables. Layout and colors are the same as Fig. 5.10.

108



(a)

(b)

Figure 6.12: Left-right event migration in the J/ψ mass range estimated based on 2018 MC, (a) overall and
(b) binned in kinematic variables. The layout and colors are the same as Fig. 5.13.

6.3.3 Left-Right Event Migration

The amount of left-right event migration due to finite angular resolution must also be recalculated in the

J/ψ mass range. The results are shown in Fig. 6.12. The level of migration is 2-3%, about the same as

in the high mass case. A systematic uncertainty on AN is estimated using the same method described in
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Kinematic
σsys/σstat

2015 2018

xN

[0.00, 0.06) 0.021 0.001
[0.06, 0.08) 0.014 0.014
[0.08, 0.11) 0.004 0.019
[0.11, 1.00] 0.033 0.024

xπ

[0.00, 0.23) 0.046 0.039
[0.23, 0.30) 0.017 0.031
[0.30, 0.40) 0.012 0.008
[0.40, 1.00] 0.037 0.032

xF

[-1.0, 0.125) 0.051 0.042
[0.125, 0.21) 0.032 0.014
[0.21, 0.30) 0.039 0.016
[0.30, 1.00] 0.043 0.029

qT

[0.00, 0.72) 0.048 0.044
[0.72, 1.04) 0.022 0.042
[1.04, 1.48) 0.013 0.013
[1.48, 5.00] 0.034 0.020

Mµµ

[2.85, 3.02) 0.033 0.001
[3.02, 3.12) 0.004 0.025
[3.12, 3.22) 0.092 0.056
[3.22, 3.40] 0.048 0.094

Table 6.4: Systematic uncertainty of AN as a fraction of statistical uncertainty due to left-right event
migration in J/ψ data.

Sect. 5.3.3. The change to AN due to the migration is

∆AN = AN,measured −AN,true =
1− (ξ1 − ξ2)

ξ1 − ξ2
AN,measured, (6.1)

and the size of the systematic uncertainty relative to the statistical error is

σsys

σstat
=

∆AN

σstat
. (6.2)

Since the migration levels are about the same between high mass and J/ψ, but the statistical error bars are

much smaller in the J/ψ case, the systematic uncertainty due to left-right migration is even more insignificant

in the J/ψ mass range compared to the high mass range. The uncertainty in each bin is shown in Table 6.4.

On average, the systematic uncertainty comes to 1.5% of the statistical error in 2015 and just 0.4% in 2018.

6.3.4 False Asymmetries

The same false asymmetry tests from Sect. 5.3.4 will be applied in the J/ψ mass range to test the potential

impact of acceptance and other spectrometer effects on the TSA extraction. As before, the false asymmetries
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are not all independent of each other. The largest effect from the various false asymmetries and the RLTB

test (Sect. 6.3.5) will be assigned as the systematic uncertainty.

UML TSAs

Here the three false asymmetry tests using the EWUML method described in Sect. 5.3.4 will be reviewed.

In the first test (FA1), the polarization of one of the target cells is flipped when defining the log-likelihood

function (Eq. 4.15) so that the physics amplitudes cancel. In the second test (FA2), the events are randomly

divided into two subperiods based on whether the run number is even or odd, rather than based on the cell

polarization. Any physics asymmetries should average out to zero in this test. Finally, in the third test

(FA3) each target cell is analyzed individually. Each cell is divided into an upstream and downstream half,

and the two halves are treated as the two target cells in the EWUML calculation. Since the entire target

cell has the same polarization in reality, there should be no physics asymmetries in this amplitude.

If there are no false asymmetry effects from the spectrometer or other sources, the false asymmetries just

described should lie within a Gaussian distribution centered on zero, with a width equal to the statistical

error. Therefore the systematic uncertainty is assigned using the following formula:

σsys

σstat
= 0 if |Afalse| < 0.68σstat

σsys

σstat
=

√
A2

false

σ2
stat

− 0.682 otherwise.

(6.3)

This systematic uncertainty is calculated period-by-period and bin-by-bin, and a weighted average of the

periods is performed. The period-averaged false asymmetries for 2015 and 2018 respectively are shown in

Fig. 6.13 and 6.14. The systematic uncertainties in 2015 and 2018 from each false asymmetry, calculated by

bin using Eq. 6.3, are shown in Fig. 6.15 and Fig. 6.16 respectively as a fraction of the statistical uncertainty.
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Figure 6.13: 2015 period-averaged J/ψ false asymmetries for the (a) Sivers, (b) pretzelosity, and (c) transver-
sity TSAs. The extracted physics asymmetry is also shown for comparison.
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Figure 6.14: 2018 period-averaged J/ψ false asymmetries for the (a) Sivers, (b) pretzelosity, and (c) transver-
sity TSAs. The extracted physics asymmetry is also shown for comparison.
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Figure 6.15: Systematic unceratinties as a fraction of statistical uncertainties from false asymmetry tests for
2015 J/ψ (a) Sivers, (b) pretzelosity, and (c) transversity.
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Figure 6.16: Systematic unceratinties as a fraction of statistical uncertainties from false asymmetry tests for
2018 J/ψ (a) Sivers, (b) pretzelosity, and (c) transversity.
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Figure 6.17: The false asymmetry ratio R1 by period and kinematic bin from (a) 2015 and (b) 2018 J/ψ
data. R1 should equal one if the Jura/Saleve acceptance ratio is constant between subperiods.

Left-Right AN

The same left-right false asymmetry ratios that were described in Sect. 5.3.4 will be tested here on J/ψ data

in order to quantify the systematic uncertainty for AN. As a reminder, the two ratios are

R1 =
N1+
`
N2−

r N1−
`
N2+

r

N1+
r N2−

`
N1−

r N2+
`

=
a1+

J a2−
J

a1+
S a2−

S

a1−
S a2+

S

a1−
J a2+

J

(6.4)

and

R2 =
N1+

r N1−
`
N2+
`
N2−

r

N1+
`
N1−

r N2+
r N2−

`

=
a1+

S a1−
S

a1+
J a1−

J

a2+
J a2−

J

a2+
S a2−

S

. (6.5)

The ratio R1 should equal one if the Jura/Saleve acceptance ratio is equal between subperiods, or equiva-

lently, between target polarization configuration. The ratio R2 should equal one if the Jura/Saleve acceptance
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Figure 6.18: The false asymmetry ratio R2 by period and kinematic bin from (a) 2015 and (b) 2018 J/ψ
data. R2 should equal one if the Jura/Saleve acceptance ratio is constant between target cells.

ratio is equal for each target cell. The values of R1 and R2 should lie within Gaussian distributions centered

on one with widths equal to the respective statistical errors. Therefore, the systematic uncertainty due to

R1 and R2 is calculated using the same formula from Sect. 5.3.4:

σsys

σstat
= 0 if |R1,2 − 1| < 0.68σR1,2

σsys

σstat
=

√
(R1,2 − 1)2

σ2
R1,2

− 0.682 otherwise.

(6.6)

The period-by-period results for R1 and R2 are shown in Fig. 6.17 and 6.18 respectively. The systematic

uncertainties from each ratio in each kinematic bin are shown in Fig. 6.19.
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Figure 6.19: Systematic uncertainties as a fraction of statistical uncertainties due to false asymmetry ratios
R1 (red) and R2 (blue) for J/ψ (a) 2015 and (b) 2018 AN results.

6.3.5 Right-Left-Top-Bottom Test

The TSAs should be independent of where in the spectrometer the outgoing muon tracks pass through. The

right-left-top-bottom (RLTB) test will be performed on the J/ψ TSAs (and just the top-bottom test will be

performed on AN) as another way to quantify the impact of spectrometer effects on the asymmetry extraction.

As a reminder from Sect. 5.3.5, ‘top’ refers to φµ+
> 0, ‘bottom’ to φµ+

< 0, ‘left’ to π/2 < φµ+
< π or

−π < φµ+
< −π/2, and ‘right’ to 0 < φµ+

< π/2 or −π/2 < φµ+
< 0. The TSAs are compared between

the right and left hemispheres as well as the top and bottom hemispheres. A systematic uncertainty is then

calculated in each case:

σsys

σstat
= 0 if α < 0.68

σsys

σstat
=
√
α2 − 0.682 otherwise,

(6.7)
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Figure 6.20: Period-averaged difference between AN in the top and bottom hemisphers of the spectrometer
for J/ψ (a) 2015 and (b) 2018 data.

where

α =
|Atop(left) −Abottom(right)|√
σ2

top(left) + σ2
bottom(right)

. (6.8)

Figure 6.20 shows the period-averaged differences of AN calculated in the top and bottom hemispheres.

Figures 6.22 and 6.23 show period-averaged differences between the TSAs calculated in the top and bottom

and right and left hemispheres in 2015 and 2018 respectively. The percent systematic uncertainties on AN

from the top-bottom test are shown in Fig. 6.21. The systematic uncertainties from the top-bottom and

right-left comparisons are shown in Fig. 6.24 and Fig. 6.25 respectively for the Sivers, pretzelosity, and

transversity TSAs.

The RLTB test is correlated with the previously described false asymmetry tests. Therefore, the method
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described in Sect. 5.3.5 is also used here to quantify an overall systematic uncertainty due to ‘false asym-

metries’. First, the uncertainties are averaged over each kinematic bin for each variable in order to average

over statistical fluctuations. Then, the averages from each of the five kinematics are averaged together.

Finally, the largest average is assigned to be the systematic uncertainty due to false asymmetries. The

kinematic-averaged and final uncertainty values are shown for each TSA and AN in Tables 6.5-6.8.
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Figure 6.21: Systematic uncertainty for AN due to the top-bottom test as a fraction of statistical uncertainty
in J/ψ (a) 2015 and (b) 2018 data.
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Figure 6.22: Period-averaged differences of the (a) Sivers, (b) pretzelosity, and (c) transversity TSAs between
the top and bottom hemispheres (blue) and left and right hemispheres (red) in 2015 J/ψ data.
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Figure 6.23: Period-averaged differences of the (a) Sivers, (b) pretzelosity, and (c) transversity TSAs between
the top and bottom hemispheres (blue) and left and right hemispheres (red) in 2018 J/ψ data.
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Figure 6.24: Systematic uncertainties due to the RLTB test as a fraction of statistical uncertainties for the
(a) Sivers, (b) pretzelosity, and (c) transversity TSAs in 2015 J/ψ data.
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Figure 6.25: Systematic uncertainties due to the RLTB test as a fraction of statistical uncertainties for the
(a) Sivers, (b) pretzelosity, and (c) transversity TSAs in 2018 J/ψ data.
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Kinematic
2015 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.52 0.77 0.61 0.48 0.36 0.57
xπ 0.43 0.53 0.52 0.38 0.38 0.56
xF 0.42 0.64 0.61 0.40 0.41 0.54
qT 0.42 0.48 0.51 0.54 0.40 0.54
Mµµ 0.56 0.55 0.64 0.57 0.47 0.45

Average 0.47 0.59 0.58 0.47 0.40 0.53

Kinematic
2018 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.63 0.58 0.58 0.75 0.68 0.48
xπ 0.55 0.42 0.52 0.73 0.62 0.68
xF 0.54 0.60 0.54 0.70 0.63 0.69
qT 0.52 0.50 0.53 0.60 0.52 0.68
Mµµ 0.33 0.45 0.43 0.54 0.71 0.53

Average 0.51 0.59 0.58 0.66 0.63 0.61

Table 6.5: Average systematic uncertainty of J/ψ TSAs due to various false asymmetries, as a fraction of

statistical uncertainty, for the Sivers TSA A
sin(φS)
T . The values presented here are the average over the three

bins of the identified kinematic variable. The average from each type of kinematic is averaged together in
the last row, and the largest value (in bold italics) is the systematic uncertainty assigned to the results.

Kinematic
2015 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.59 0.36 0.54 0.79 0.62 0.58
xπ 0.48 0.47 0.40 0.58 0.54 0.52
xF 0.54 0.54 0.60 0.69 0.65 0.54
qT 0.45 0.41 0.45 0.48 0.40 0.46
Mµµ 0.42 0.57 0.68 0.35 0.38 0.68

Average 0.50 0.47 0.53 0.58 0.52 0.56

Kinematic
2018 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.56 0.68 0.73 0.49 0.30 0.56
xπ 0.71 0.62 0.52 0.29 0.52 0.55
xF 0.47 0.53 0.43 0.35 0.44 0.57
qT 0.59 0.62 0.42 0.37 0.61 0.59
Mµµ 0.29 0.56 0.51 0.49 0.48 0.58

Average 0.52 0.60 0.52 0.40 0.47 0.57

Table 6.6: Average systematic uncertainty of J/ψ TSAs due to various false asymmetries, as a fraction of

statistical uncertainty, for the pretzelosity TSAA
sin(2φ+φS)
T . See the caption of Table 6.5 for more information.
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Kinematic
2015 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.51 0.64 0.64 0.35 0.58 0.64
xπ 0.60 0.61 0.76 0.36 0.61 0.65
xF 0.72 0.61 0.81 0.23 0.56 0.61
qT 0.71 0.58 0.56 0.40 0.54 0.57
Mµµ 0.86 0.44 0.59 0.59 0.46 0.44

Average 0.68 0.58 0.67 0.39 0.55 0.58

Kinematic
2018 σsys/σstat

FA1 FA2 FA3 1 FA3 2 RL TB
xN 0.47 0.60 0.29 0.41 0.59 0.56
xπ 0.36 0.32 0.45 0.48 0.68 0.55
xF 0.41 0.34 0.53 0.50 0.68 0.60
qT 0.68 0.45 0.62 0.62 0.34 0.49
Mµµ 0.48 0.40 0.47 0.51 0.38 0.65

Average 0.48 0.42 0.47 0.50 0.53 0.57

Table 6.7: Average systematic uncertainty of J/ψ TSAs due to various false asymmetries, as a fraction of

statistical uncertainty, for the transversity TSA A
sin(2φ−φS)
T . See the caption of Table 6.5 for more informa-

tion.

Kinematic
2015 σsys/σstat

R1 R2 TB
xN 0.19 0.62 0.68
xπ 0.11 0.53 0.69
xF 0.19 0.66 0.47
qT 0.46 0.40 0.67
Mµµ 0.39 0.67 0.52

Average 0.27 0.58 0.61

Kinematic
2018 σsys/σstat

R1 R2 TB
xN 0.64 0.39 0.87
xπ 0.44 0.45 0.72
xF 0.52 0.50 0.73
qT 0.65 0.40 0.72
Mµµ 0.48 0.56 0.70

Average 0.54 0.46 0.75

Table 6.8: Average systematic uncertainty of J/ψ TSAs due to various false asymmetries, as a fraction of
statistical uncertainty, for AN. See the caption of Table 6.5 for more information.

126



6.3.6 Other sin(nφS) Amplitudes with Odd n

As mentioned in Sect. 4.3, the left-right asymmetry AN is related to all the sin(nφS) amplitudes with odd

n. Only the case where n = 1 should be physical, but it needs to be checked whether any of the other

amplitudes are sizeable. This was done using the EWUML method. In the high mass DY case (Sect. 5.3.6),

some of the amplitudes with n > 1 were found to be different from zero by at least 1σ (Fig. 5.27). These

large amplitudes provided a possible explanation for the differences observed between AN and A
sin(φS)
T in the

high mass case (Fig. 5.8). The sin(nφS) amplitudes up to n = 9 are shown for the J/ψ case in Fig. 6.26.

When averaged over kinematic bins, the non-physical amplitudes are consistent with zero. This is consistent

with the fact that no significant difference was observed between AN and A
sin(φS)
T in Fig. 6.7.
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Figure 6.26: Different sin(nφS) amplitudes with odd n up to n = 9 in J/ψ (a) 2015 and (b) 2018 data.
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6.3.7 Period Compatibility

The J/ψ TSA results from each period are compared to see if they are statistically compatible. Disagreement

would suggest that changes in the spectrometer setup and acceptance could be influencing the measurements.

Fig. 6.27-6.29 show the results of the Sivers, pretzelosity, and transversity TSAs respectively by period for

2015, 2018, and the combination of both years. A constant fit is applied to the points from each period, and

in all three cases the reduced χ2 indicates that there is no significant period dependence. Fig. 6.30 shows the

AN results by period. Again, the reduced χ2 of the constant fit indicates statistical compatibility between

periods. Additionally, the disagreement between the first and second halves of 2018 that was observed in

the high mass DY case is not observed in the J/ψ case. Therefore, no systematic uncertainty is assigned to

any of the TSAs due to time dependence.
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Figure 6.27: J/ψ Sivers TSA A
sin(φS)
T by period in (a) 2015, (b) 2018, and (c) both years combined. The

χ2 values of the constant fits indicate that the results within a single year as well as between years are
statistically compatible.
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Figure 6.28: J/ψ Pretzelosity TSA A
sin(2φ+φS)
T by period in (a) 2015, (b) 2018, and (c) both years combined.

The χ2 values of the constant fits indicate that the results within a single year as well as between years are
statistically compatible.
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Figure 6.29: J/ψ Transversity TSA A
sin(2φ−φS)
T by period in (a) 2015, (b) 2018, and (c) both years combined.

The χ2 values of the constant fits suggest that the results within a single year as well as between years are
statistically compatible.
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Figure 6.30: J/ψ AN by period in (a) 2015, (b) 2018, and (c) both years combined. The χ2 values of the
constant fits indicate that the results within a single year as well as between years are statistically compatible.

6.3.8 Total Systematic Uncertainty

As in the high mass case, the dilution, polarization, and depolarization factors have inherent multiplicative

uncertainties. The uncertainty of the polarization factor does not change with the invariant mass range, while

the dilution factor uncertainty can depend on mass range. However, it turns out that the total multiplicative

uncertainty is the same in the J/ψ case as in the high mass DY: 11%.

The systematic uncertainty contribution from each additive source is shown as a fraction of statistical

uncertainty in Table 6.9. The overall average TSA and AN results with systematic uncertainty bands are

shown in Fig. 6.31 and 6.32 respectively.

6.4 Interpretation of Results

The COMPASS TSA results from J/ψ production in pion-proton collisions will be discussed further

in this section. The most interesting results are the J/ψ Sivers TSA and AN result. As discussed in

Sect. 2.7, Ref. [106] predicted a large AN amplitude in these COMPASS J/ψ events assuming quark-antiquark

annihilation as the dominant J/ψ production mechanism (Fig. 2.36). The J/ψ AN result in Fig. 6.32 is much
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Systematic Uncertainty
2015 〈σsys/σstat〉

A
sin(φS)
T A

sin(2φ+φS)
T A

sin(2φ−φS)
T

AN

Period Compatibility 0.00 0.00 0.00 0.00
Left-Right Event Migration N/A N/A N/A 0.01

False Asymmetries 0.6 0.6 0.7 0.6
Total 0.6 0.6 0.7 0.6

Systematic Uncertainty
2018 〈σsys/σstat〉

A
sin(φS)
T A

sin(2φ+φS)
T A

sin(2φ−φS)
T

AN

Period Compatibility 0.00 0.00 0.00 0.00
Left-Right Event Migration N/A N/A N/A 0.004

False Asymmetries 0.65 0.60 0.60 0.75
Total 0.65 0.60 0.60 0.75

Table 6.9: Overall systematic uncertainty percentages for each TSA from J/ψ data.
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Figure 6.31: TSA J/ψ results averaged over 2015 and 2018 with systematic uncertainty bands, in various
kinematic bins and extracted over the entire kinematic range. The first row is the Sivers TSA, the second
is pretzelosity, and the third is transversity. The errors printed in the right-most panels are the combined
systematic and statistical uncertainties.

smaller than that prediction, suggesting that gluon-gluon fusion is indeed an important channel of J/ψ

production at COMPASS kinematics. This is consistent with the recent studies in Refs [97] and [102]. The

Sivers TSA and AN results are slightly positive, though still consistent with zero at less than 1σ even with

the large number of events (over 40 times that of the high mass DY sample). Looking at the xN dependence,

the positive sign of the asymmetry is coming from the events in the highest xN bin. This suggests that

gluon-gluon fusion is the dominant J/ψ production mechanism except at the highest xN values probed by

COMPASS, where quark-antiquark annihilation becomes increasingly important.

If gluon-gluon fusion is the dominant mechanism, then the Sivers TSA and AN amplitudes in J/ψ data
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Figure 6.32: AN J/ψ results averaged over 2015 and 2018 with systematic uncertainty bands, in various
kinematic bins and extracted over the entire kinematic range. The error printed in the right-most panel is
the combined systematic and statistical uncertainty.

provide information about the gluon Sivers function and can be compared to the results from PHENIX and

COMPASS presented in Sect. 2.7. The small Sivers amplitude consistent with zero found in J/ψ events from

pion-proton collisions is in agreement with the PHENIX AN results (Fig. 2.34) from direct photon production

and π0/η production in polarized proton-proton collisions. A larger non-zero amplitude like those found in

photon-gluon fusion and J/ψ leptoproduction at COMPASS (Fig. 2.35) was not observed.

The pretzelosity and transversity TSAs should also be related to gluon TMDs if gluon-gluon fusion is

dominant. This could explain why the transversity amplitude is equal to zero in the J/ψ case while it is

negative to a level of 2σ in the Drell-Yan case. The pretzelosity TSA is also consistent with zero, though

it tends to be slightly negative. The fact that the transversity and pretzelosity amplitudes are zero in J/ψ

production could suggest that the gluons in the proton are not transversely polarized.
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Chapter 7

Conclusion and Outlook

Various experiments are currently working to better understand the transverse-momentum-dependent (TMD)

structure of the nucleon. The COMPASS experiment at CERN is currently the only experiment designed

to measure semi-inclusive deep inelastic scattering (SIDIS) data and Drell-Yan (DY) data using essentially

the same apparatus, making it extremely well suited to test the (non-)universality of the TMD parton dis-

tribution functions (PDFs). In 2015 and 2018 COMPASS collected DY data using a 190 GeV/c negative

pion beam and a transversely polarized proton target. The author of this thesis was one of the primary an-

alyzers responsible for extracting transverse-spin-dependent asymmetries (TSAs) from the most up-to-date

COMPASS DY data in order to provide new inputs to the study of TMD PDFs.

The author managed the productions of the 2015 and 2018 COMPASS data with the newest inputs,

which included DC05 calibrations performed by the author. She checked the integrity and reliability of the

newly reconstructed data, and carefully evaluated systematic uncertainties. The analysis resulted in the

final Sivers-, pretzelosity-, and transversity-related TSA results from the total high mass DY 2015+2018

COMPASS data set. AN was also extracted as an alternative approach for studying the Sivers TMD. These

final DY TSA and AN results are presented for the first time in this thesis and are currently in preparation

for publication. The new results favor the Sivers sign change hypothesis to a level of 1.5σ. Due to high

levels of background in the dimuon event sample at COMPASS, only the ‘high mass’ range from 4.3 to 8.5

GeV/c2 can reasonably be used in the DY analysis. This greatly limits the available statistics. This lack of

statistics could potentially be improved by using machine learning techniques as an alternative method for

separating DY events from background.

The author of this thesis also extracted TSAs and AN from the J/ψ events in the 2015 and 2018 COM-

PASS data samples. There are two possible leading-order J/ψ production mechanisms in pion-proton colli-
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sions: quark-antiquark annihilation and gluon-gluon fusion. In the first case, TSAs from the J/ψ events in

COMPASS 2015+2018 data would provide more information about quark TMDs, with much higher statis-

tics than that available in the high mass DY range. In the latter case, TSAs from the COMPASS J/ψ

events would provide access to so-far poorly understood gluon TMDs. This thesis presents for the first time

the TSAs extracted from the total 2015 and 2018 sample of J/ψ events. The Sivers, AN, pretzelosity, and

transversity amplitudes are all small, less than 1σ from zero. Comparing to the theory, this suggests that

gluon-gluon fusion is important at COMPASS kinematics, and that gluon TMDs are small or consistent with

zero. The first official release of these J/ψ TSAs is currently in progress. One possible avenue for further

exploration would be to extract TSAs from other types of meson production occurring at COMPASS, such

as the ψ′ meson.

Though not discussed in this thesis, another avenue of exploration possible with the COMPASS DY

data is the study of pion TMD PDFs, particularly the pion Boer-Mulders function. The pion Boer-Mulders

function has been studied briefly at COMPASS [119], but not in very great detail. In general, pion TMDs

are much less studied than proton TMDs, and further exploration will be very valuable. After the final

COMPASS data-taking campaign in 2022, the apparatus will be upgraded and used by the new AMBER

collaboration. One aspect of the AMBER physics program [120] will be to take DY measurements with both

positive and negative pion beams. This data will be useful for further studies of pion substructure, including

TMD PDFs and sea quark distributions.
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