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摘要

 Drell–Yan過程發⽣在當強⼦與強⼦之間互相碰撞時，藉由兩
者之中的夸克與反夸克相互湮滅，透過中間態虛光⼦的⽣成後⽽最
後產⽣正反輕⼦對（例如e+e−或是μ+μ−）。⽽透過Drell–Yan過程
產⽣之正反輕⼦對的⾓度分佈將提供碰撞強⼦之部分⼦分佈函數
（PDF）的重要訊息，此函數為描述強⼦內部結構的⾮微擾量⼦⾊
動⼒學之機率分布函數。 
 COMPASS實驗組是位於瑞⼠⽇內⽡CERN（歐洲核⼦研究組
織）中SPS（超質⼦同步加速器）的⾼能量固定靶實驗組。 
 此論⽂著重在分析由COMPASS實驗組在2018年取數得到的⼤
質量Drell–Yan過程之產物，其取數期間是使⽤能量為190-GeV的π
介⼦束流撞擊橫向極化氨靶材以及鎢靶材。⽽量測出的三個⾓度係
數（也稱為⾮極化不對稱性）λ、μ和ν將會詳細呈現，此不對稱性
是⽤來描述⼤質量Drell–Yan過程在⾮極化部分的散射截⾯分佈。
由於⾮極化不對稱性關聯於Lam–Tung關係的違背，可⽤來測試量
⼦⾊動⼒學理論的完備性，因此在當代吸引了⼈們的注意。另外，
因為⾓度分佈⾮常敏感於實驗裝置的接收率計算，因此這個分析主
題需要完備的模擬架構建⽴。在最後的⾮極化不對稱性結果呈現上
會相依於五種物理量：核⼦Bjorken變量（ ）、π介⼦Bjorken變量

（ ）、費曼變量（ ）、雙渺⼦橫向動量（ ）及雙渺⼦不變質

量（ ）。與此同時，⾮極化不對稱性量測結果也會與兩個過去

的π介⼦引導Drell–Yan實驗組NA10及E615之量測結果做互相⽐
對，以及與微擾量⼦⾊動⼒學的理論計算結果⽐較。 
 在論⽂的第⼆部分則是致⼒於以⾮相對論性量⼦⾊動⼒學的
架構來分析由固定靶能量尺度下藉由魅夸克偶素⽣成之強作⽤產
物。此⽬標是利⽤計算出π介⼦和質⼦引導魅夸克偶素的數據來計
算新的⾧距離矩陣元素（LDMEs）集合。

xN
xπ xF qT

Mμμ



Abstract

The Drell–Yan process occurring in hadron-hadron collisions is the anni-
hilation of a quark and anti-quark into a lepton pair (e+e− or µ+µ−) which
goes through intermediate virtual photon production. The angular distribution
of lepton pairs from the Drell–Yan process provides important information on
the Parton Distribution Functions (PDFs) of colliding hadrons, which are non-
perturbative QCD universal objects describing the hadron structure.

The COMPASS experiment is a high-energy fixed-target experiment at SPS
(Super Proton Synchrotron) at CERN (also known as European Organization for
Nuclear Research) in Geneva, Switzerland. This experiment aims to probe the
structure and spectroscopy of hadrons.

This thesis is focused on the analysis of the high-mass Drell–Yan produc-
tion data collected by the COMPASS experiment during the 2018 data taking,
using a 190 GeV π− beam impinging on transversely polarized ammonia (NH3)
and tungsten (W) targets. The measured angular coefficients (also known as
unpolarized asymmetries) λ, µ and ν that describe the unpolarized part of the
Drell–Yan cross-section in the high-mass region will be presented in detail.
These unpolarized asymmetries have attracted people’s attention in the recent
past, being related to the Lam-Tung violation since it’s one of the test ground
for QCD theory. This analysis topic require an extensive study of Monto–Carlo
framework since its sensitivity to the acceptance effects due to the experimental
apparatus. The results will be shown as a function of nucleon Bjorken variable
(xN ), pion Bjorken variable (xπ), Feynman-x (xF), transverse momentum (qT )
and invariant mass of the muon pairs (Mµµ). A comparison with results from the
past pion-induced Drell–Yan experiments NA10 and E615 will also be done, as
well as with the predictions from fixed-order perturbative QCD calculations.

The second part of the thesis is devoted to the analysis of hadroproduction
of charmonium production at fixed-target energies in the framework of non-
relativistic QCD (NRQCD). The goal is to determine the new set of color-octet
long-distance matrix elements (LDMEs) by using both pion- and proton-induced
charmonium data.
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Introduction

The Nucleon Structure
The nucleon, such as proton and neutron, is the fundamental building blocks of this world.

Exploring the structure of nucleon is an intriguing but challenge topic until nowadays, since
the internal structure of nucleon is not static but have a very complex internal structure and
dynamics. In 1969, Richard Feynman proposed the so-called parton model [1] which gave
a first approximation of the structure of nucleon observed by the scattering experiment with
the longitudinal momentum of its constituents. In this model, the constituents of nucleon are
called parton, which nowadays have been identified as quarks and gluons, and its longitudinal
momentum distribution of partons inside the nucleon are also known as Parton Distribution
Functions (PDFs). By increasing energy scale in several scattering experiments, the quark and
gluon structure of the nucleon through Deep-Inelastic Scattering1 (DIS) has been revealed.
The schematic representation of deep inelastic electron-proton scattering in the parton model
is shown in Fig. 1.

pp

γ*

Rest

Proton

Electron

Parton

(1 − x)pp

xpp

Figure 1: The schematic representation of deep inelastic electron-proton scattering in the
parton model.

These discoveries from experiments have led to the development of Quantum Chromo-
dynamics (QCD) theory, a theory of describing the mechanism of strong interaction. With

1the scattering of high-energy electron and muon beams off nucleon target
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the information of PDFs, the structure of the nucleon can be quantitatively parameterized
and described through QCD-based framework. However, the description of longitudinal
momentum and the spin of parton failed to obtain a consistent observation between experi-
mental measurement and theoretical calculation, which lead people to consider the possible
contribution from the transverse motion of partons inside the nucleon for a complete descrip-
tion of nucleon structure. In recent years, there are significant progresses ongoing in both
experiment and theory point of view, which extends the original Feynman one-dimensional
parton picture to a full three-dimensional tomographic understanding of the partons inside
the nucleon. The extension to the transverse motion can be either in the coordinate space
(spatial tomography) or in the momentum space (momentum tomography). In the extension
of the coordinate space introduced the so-called Generalised Parton Distributions (GPDs) [2],
while in the extension of the momentum space introduce the so-called TransverseMomentum
Dependent (TMD) parton distribution functions [3].

Because of the principle of uncertainty, the transverse momentum and the transverse
coordinate cannot be measured simultaneously. However, the idea of nucleon structure
picture from two different tomography can be unified within the concept of the so-called
Wigner distributions. Fig. 2 shows the sketch of nucleon structure extension relation from
the original Feynman one-dimensional parton picture to a full multi-dimensional tomographic
understanding.
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Figure 2: The sketch of nucleon structure extension relation from the original Feynman
one-dimensional parton picture to a full multi-dimensional tomographic understanding.
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In particular, studying the nucleon spin structure provides a unique way to understand the
internal structure and parton correlations of the nucleon. Starting from the European Muon
Collaboration (EMC) data [4], the results suggested that the intrinsic spin of quarks inside the
proton only contributes little to the total spin of proton. Nowadays, a good understanding of
the longitudinal spin structure of proton between experimental measurement and theoretical
calculation is achieved, while the puzzle from the data in measurements of transverse single-
spin asymmetries of proton still remains. This lead to the importance of understanding the
multi-dimensional tomographic nucleon structure.

Transverse Momentum Dependent Parton Distribution
After the discovery of scaling in DIS and the partonic structures in the nucleon, only

the longitudinal momentum distributions of partons have been explored. To investigate
the nucleon spin structure in transverse degrees of freedom, one can access through the
TMDs. There are three transverse degrees of freedom: the transverse spin of nucleon ®SN ,
the transverse spin of quark ®sq and the intrinsic transverse momentum of quark ®kT . The
transverse spin is the spin component perpendicular to the nucleon momentum direction,
which is a natural vector to correlate with the transverse momentum of quark in TMDs.
Base on the correlation among the transverse spin of nucleon ®SN and quark ®sq and also the
intrinsic transverse momentum of quark ®kT , one could classify different TMDs. The so-
called Sivers function is the correlation between intrinsic transverse momentum of quark and
transverse spin of nucleon. The Boer–Mulders function is the correlation between transverse
spin of quark and its transverse momentum. The transversity distribution is the correlation
between the transverse spin of quark and transverse spin of nucleon. Despite there are also
other TMDs, most of the recent progresses in TMDs focus on these three distributions. The
correlations between different transverse spin of nucleon and quark resulting different TMDs
are summarized in Fig. 3.

In the leading-twist approximation [5], there are in total eight TMDs (as shown in Fig. 3).
The TMDs can be accessed via the Semi-Inclusive Deep Inelastic Scattering (SIDIS) process
or the Drell–Yan process (see Section 1.1). The former process can access TMDs via
using unpolarized beam and unpolarized target, unpolarized beam and polarized target, or
polarized beam and polarized target, which is the convolution of TMDs of the target hadron
and the fragmentation functions of the struck quark; the later one can access TMDs via using
unpolarized hadron-hadron collision, single polarized hadron-hadron collision, or double
polarized hadron-hadron collision, which is the convolution of TMDs of the two hadrons
participating in the reaction.

Assuming factorization and universality of TMDs, the same TMDs extracted from two
different processes should be the same. Despite TMDs are already accessible via SIDIS
process, the are many unique informations and advantages on TMDs to extract from the
Drell–Yan process. First of all, the SIDIS cross-section is a convolution of a PDF and a
fragmentation function, while the Drell–Yan cross-section the convolution of two parton
distributions. On the other hand, the extraction of TMDs from SIDIS process required the
information of both PDF and fragmentation function and the fragmentation function is often
poorly known. So that the feature of Drell–Yan process allows an independent measurement
of TMDs which can provide a consistency check of extracted TMDs from SIDIS process.
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Second, the TMDs of meson or anti-proton can be only accessed via the Drell–Yan process
since there is no static meson or anti-proton target existed to perform the SIDIS experiment.
Third, the TMDs of antiquark could be sensitively probed by the proton-induced Drell–Yan
process, while it is overshadowed by the valence quark’s TMDs in the SIDIS process. Finally,
despite the concept of universality of TMDs, the Sivers and the Boer–Mulders functions as
the time-reversal-odd TMDs are predicted to undergo a sign reversal between the space-like
SIDIS process and the time-like Drell–Yan process:

f q⊥
1T (x, kT ) |Drell−Yan = − f q⊥

1T (x, kT ) |SIDIS

hq⊥
1 (x, kT ) |Drell−Yan = −hq⊥

1 (x, kT ) |SIDIS

This fundamental prediction is a direct consequence of QCD gauge invariance, which is an
important subject to verify for TMDs physics.
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Figure 3: The leading-twist transverse-momentum-dependent parton distributions classified
according to the polarization of the quark and nucleon. The U, L and T represent the
Unpolarized, Longitudinally polarized and Transversely polarized direction, respectively.

Outline of the Thesis
The thesis is organized as follows: in Chapter 1 the Drell–Yan process will be reviewed

and highlighted, especially from the perspectives of decay angular distribution and the related
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experimental results in the last decades. In Chapter 2 the COMPASS experimental apparatus
is described in detail, with particular attention on the set-up in the years of 2015 and 2018 for
the Drell–Yan data taking. In particular, a comprehensive study on the efficiency of trigger
system for the COMPASS apparatus during the 2018 run is given in Chapter 3, which is
the key component of the whole angular analysis framework. In Chapter 4 the Monte–Carlo
(MC) framework in the COMPASS experiment is demonstrated, especially the agreement of
kinematics distributions between Data and MC sample will be highlighted which ensures the
correction of the angular acceptance estimation. Chapter 5 is devoted to the data analysis
taken by the COMPASS experiment for the data of 2018, regarding the data taking condition,
event selection criteria and background estimation. The results of high-mass Drell–Yan
unpolarized asymmetries will be shown in Chapter 6. Additionally, Chapter 7 presents the
work of a phenomenological study for the charmonium production. Finally, a summary of
highlights of the present work are given in Chapter 8.
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8 The Drell–Yan Process

1.1 The History of Drell–Yan Process
In 1970, Christenson et al. [6] reported on the first measurement of high-mass muon pair

µ+µ− production produced in hadron-hadron collisions. The differential cross-section of this
µ+µ− production as a function of invariant mass is continuum but dropping rapidly with
increasing dimuon mass. Sid Drell and Tung-Mow Yan interpreted the dimuon continuum as
resulted from the decay of virtual photons formed by the process of annihilation of quark and
antiquark during the hadron-hadron collision. This proposed reaction is named as Drell–Yan
process [7]. Fig. 1.1 depicts the Drell–Yan process.

q̄(x2P2)

l−q(x1P1)
γ*(q)

l+

H1(P1)

H2(P2)

X

X

Figure 1.1: The diagram of Drell–Yan process, as originally proposed by Drell and Yan.

As introduced above, the Drell–Yan process occurring in hadron-hadron collisions is the
annihilation of a quark and anti-quark into a lepton pair (e+e− or µ+µ−) which goes through
intermediate virtual photon production. When a quark q with momentum fraction x1 from
one hadron H1 with momentum P1 and polarization S1 annihilates with an anti-quark q̄
with momentum fraction x2 from the other hadron H2 with momentum P2 and polarization
S2, it could produce a virtual photon γ∗ of momentum q with an invariant mass Q =

√
q2

which then decays into a lepton pairs l+l−. The general Drell–Yan reaction can be written as
following:

H1(P1,S1) + H2(P2,S2) → γ∗(q) + X → l+(l′) + l−(l) + X (1.1)

In principle the hadronic cross-section to produce the lepton pair is exactly calculable as
long as parton distribution functions (PDFs) are known, which provide the information of
probability distributions to find a parton with momentum fraction x in a colliding hadron
with momentum P. Since the Drell–Yan process is via electromagnetic interaction, the
cross-section from annihilation of quark and antiquark into the lepton-pair is predicable. The
Drell–Yan process is also an important tool to access the parton distribution functions of the
colliding hadrons, other than DIS.

There were several predictions given by Drell and Yan for the massive lepton pair produc-
tion [7] confirmed by the experiments [8], such as the angular distribution of the decay lepton
pair, the linear dependence of the cross-section on the mass number of the target nucleus
and so on. However, there were some results found to deviate from the Drell–Yan model:
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one is a factor of two (the so-called K-factor) larger cross-section with respect to the calcu-
lation by using the naive parton model PDFs, another is the larger mean value of transverse
momentum with respect to the model. Fortunately, the explanation from the Quantum Chro-
modynamics (QCD) have been made later. Base on the QCD-improved Drell–Yan process by
considering not only the pure electromagnetic quark-antiquark annihilation but also the gluon
emission and absorption contribution, such as gluon-gluon fusion or quark-gluon scattering
sub-processes, the new calculation leads to a factor of two enhancement of cross-section,
matching the observation. The involvement of gluon provided the correct mechanisms of
large transverse momentum of the lepton pair. On the other hand, the Drell–Yan process also
play an important role in validating QCD theory as the correct theory of strong interaction.

By considering the simple quark-antiquark annihilation and the first order partonic process
in QCD to a lepton pair with large momentum transfer Q � ΛQCD, the Drell–Yan process
successfully describes the hadronic cross-section despite there are still missing a lot of
contributions from the gluon radiations and interactions from higher-order QCD dynamics.
This success indicates that the Drell–Yan process captures the very important contribution to
the cross-section when the momentum transfer is much larger than the hadronic scale.

A set of variables related to the Drell–Yan process is summarized in Tab. 1.1.

Variable(s) Description
Pπ, PN 4-momenta of the pion, and of the target nucleon

l, l′, q = l + l′ 4-momenta of the leptons and the virtual photon
ST transverse component of the target polarization in Target Rest Frame

Q2 = q2 photon virtuality
Mµµ ∼

√
Q2 invariant mass of the dimuon

qT transverse component of the virtual photon momentum
xπ = q2/(2Pπ · q) pion Bjorken variable (often referred to as x1)
xN = q2/(2PN · q) nucleon Bjorken variable (often referred to as x2)

xF = xπ − xN Feynman variable

Table 1.1: Kinematic variables of Drell–Yan process.

1.2 The Drell–Yan Cross-Section
In the Drell–Yan process, the cross-section for the massive lepton pair production in

hadronic collision can be factorized into the convolution of three terms: one is the partonic
hard part cross-sectionwhich evaluated at the hard scaleQ, the others are two non-perturbative
and universal PDFs of two colliding hadrons.

In case of the large momentum transfer Q, the differential cross-section of the Drell–Yan
process can be expressed as the leading-order (LO) contribution and a power series of higher-
order QCD corrections:

dσ
dQ2 =

∑
n

dσLO

dQ2 [1 + O (1/Q
n)] (1.2)
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The leading-order contribution refers to the naive Drell–Yan process by simple quark-
antiquark annihilation (as shown in Fig. 1.1), while the higher-order QCD corrections include
processes with gluon. The higher-order terms can be approximated at the large momentum
transfer Q region [9]. In this case the first term of 1/Q power expansion can be factorized into
a convolution of the partonic hard part cross-section which is evaluated at the hard scale Q
and two non-perturbative and universal PDFs of two colliding hadrons, as mentioned above.

Furthermore, the first subleading term of power expansion (1/Q2) for the massive lep-
ton pair production in hadronic collisions can be factorized into the convolution of three
probabilities: first is the partonic hard part cross-section which evaluated at the hard scale
Q, second is a non-perturbative and universal PDF of one colliding hadron, and third is a
non-perturbative and universal multiparton correlation functions [10].

It has been shown that the power expansion of the Drell–Yan cross-section beyond the
first subleading term are not factorizable [11]. On the other hand, it is important to make
sure that the higher-order corrections are sufficiently small when comparing the cross-section
of Drell–Yan process between experimental data and theoretical predictions based on the
factorized formalism.

1.2.1 Decay Angular Distribution
In the following, the discussion is made about the COMPASS experiment configurations

(see Chapter 2), where is the reaction between an unpolarized negative pion beam Hπ and a
transversely polarized target HN , while detecting muon-antimuon pair µ+µ− in the final state.
The Drell–Yan reaction from Eq. (1.1) can be re-written as following:

Hπ(Pπ) + HN (PN,S) → γ∗(q) + X → µ+(l′) + µ−(l) + X (1.3)

The Drell–Yan cross-section expressed in terms of the target spin ST and the polar and
azimuthal angles (θCS and ϕCS) of the decay muon pair are commonly defined using two
coordinate systems: the target rest frame (TF) and the Collins–Soper (CS) virtual-photon rest
frame [12, 13]. (The detailed definition of CS frame is shown in Section 6.1.) The frame
definitions are sketched in Fig. 1.2.

When the polarizations of the produced leptons are summed over, the leading-order
differential cross-section of pion-induced Drell–Yan production off a transversely polarized
nucleon can be expressed as [12, 13]:

dσ
dq4dΩ

∝ σ̂U (1.4)

×

{
1 + A1

U cos2 θCS + sin 2θCS Acos ϕCS
U cos ϕCS + sin2 θCS Acos 2ϕCS

U cos 2ϕCS

+ ST

[
(Asin ϕS

T + cos2 θCS Ãsin ϕS
T ) sin ϕS

+ sin 2θCS

(
Asin(ϕCS+ϕS)

T sin(ϕCS + ϕS) + Asin(ϕCS−ϕS)
T sin(ϕCS − ϕS)

)
+ sin2 θCS

(
Asin(2ϕCS+ϕS)

T sin(2ϕCS + ϕS) + Asin(2ϕCS−ϕS)
T sin(2ϕCS − ϕS)

) ]}
Here σ̂U = (F1

U + F2
U), with F1

U and F2
U represent the polarization and azimuth-independent

structure functions. The label U and T represent the unpolarized and the transverse polariza-
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Figure 1.2: Reference systems. Left panel: target rest frame. Note that z-axis (x-axis) is
chosen along the beam momentum (along qT ). Right panel: the Collins–Soper frame. The
Collins–Soper frame is the rest frame of the virtual photon obtained from the target rest
frame by boosting first along the z-axis and then along the x-axis so that both longitudinal
and transverse components of the momentum of the virtual photon vanish.

tion dependence of the corresponding asymmetries, respectively. In Eq. (1.4), the leading-
order differential cross-section of the Drell–Yan process contains five target Transverse-Spin-
dependent Asymmetries (TSAs) and three Unpolarized Asymmetries (UAs), which will be
discussed in more detail in Section 1.3 and Section 1.4, respectively. The definition of
asymmetries AU and AT are the ratio of corresponding structure functions to the sum of the
unpolarized ones (σ̂U). It is given as the amplitude of the respective modulations in the polar
and azimuthal angle of the lepton momentum in the CS frame, which is θCS and ϕCS and also
the azimuthal angle of the target spin vector in the target rest frame ϕS [12, 13].

1.3 The Transverse-Spin-Dependent Asymmetries
Considering the terms in the leading-order QCD parton model framework, Eq. (1.4) can

be written as follows:

dσ
dq4dΩ

∝ σ̂′U ×

{
1 + Dsin2 θCS

Acos 2ϕCS
U cos 2ϕCS + ST

[
D1+cos2 θCS Asin ϕS

T sin ϕS (1.5)

+ Dsin2 θCS
sin2 θCS

(
Asin(2ϕCS+ϕS)

T sin(2ϕCS + ϕS) + Asin(2ϕCS−ϕS)
T sin(2ϕCS − ϕS)

) ]}
where

σ̂′U = (F
1
U + F2

U)(1 + A1
U cos2 θCS) (1.6)

At the leading-order perturbative QCD within the leading-twist approximation, F2
U = 0

therefore A1
U = 1. Here the depolarisation factor D f (θCS) depends only on the lepton polar

angle, which is defined as follows:

D f (θCS) =
f (θCS)

1 + A1
U cos2 θCS

(1.7)
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In the Eq. (1.5), only one unpolarized asymmetry term Acos 2ϕCS
U and three TSAs terms

Asin ϕS
T , Asin(2ϕCS+ϕS)

T and Asin(2ϕCS−ϕS)
T can be described by contributions from only leading-

twist TMDs. The term Acos 2ϕCS
U related to the Boer–Mulders TMDof the nucleon (hq⊥

1 ), while
Asin ϕS

T , Asin(2ϕCS+ϕS)
T and Asin(2ϕCS−ϕS)

T referred to the nucleon’s Sivers TMD ( f q⊥
1T ), Pretzelosity

TMD (hq⊥
1 ) and Transversity TMD (hq

1), respectively. In greater detail, the connection of the
measurement of those asymmetries to the TMDs are:

• Acos 2ϕCS
U gives access to the Boer–Mulders functions of the incoming pion hq⊥

1,π .

• Asin ϕS
T gives access to the Sivers function of the target nucleon f q⊥

1T .

• Asin(2ϕCS+ϕS)
T gives access to the Boer–Mulders function of the beam pion hq⊥

1,π and the
Pretzelosity function of the target nucleon hq⊥

1 .

• Asin(2ϕCS−ϕS)
T gives access to the Boer–Mulders function of the beam pion hq⊥

1,π and the
Transversity function of the target nucleon hq

1 .

1.3.1 Sivers Function
A measurement of the Sivers function plays an important role to understand the nature

of the TMDs and the spin of the nucleons. The Sivers function is the correlation between
the transverse momentum of quark and the transverse spin of proton, which was suggested
by Sivers [14]. Because of the gauge link requirement in a gauge-invariant definition of
the TMD and the time-reversal-odd object for the Sivers function, it requires a soft gluon
during the initial- or final-state interactions. The Sivers function is connected to the angular
momentum of the quark because it is related to the forward scattering amplitude, where the
helicity of the nucleon is flipped so that the orbital angular momentum of the struck quark
must be involved.

Several measurements of the Sivers sin(ϕh − ϕs) angular modulation in the SIDIS exper-
iment with a transversely polarized target have been performed by HERMES [15], COM-
PASS [16, 17, 18, 19], and the JLab Hall-A [20] Collaborations. There are also some global
fits have been performed and extracted the quark and antiquark Sivers functions from those
measurements [21, 22]. The global analysis confirms the theoretical expectations for the sign
of the u and d quarks Sivers functions, and also the non-zero d̄ sea-quark Sivers function is
obtained in order to explain the large Sivers moment observed for SIDIS production of K+.

Because of the invariance of QCD under parity and time-reversal, the time-reversal-odd
Sivers TMD f q

p↑(x, kT, ®S) for finding an unpolarized quark inside a transversely polarized
proton from SIDIS and the Drell–Yan process satisfied:

f q
p↑(x, kT,±®S) |Drell−Yan= f q

p↑(x, kT,∓®S) |SIDIS (1.8)

Since the Sivers function f q⊥
1T (x, kT ) is proportional to the difference of TMD in two opposite

orientation of polarized nucleons:

f q⊥
1T (x, kT ) ∝

f q
p↑(x, kT,±®S) − f q

p↑(x, kT,∓®S)

2
(1.9)
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Base on the definition of Eq. (1.8), the Sivers function changes sign from SIDIS to the
Drell–Yan process:

f q⊥
1T (x, kT ) |Drell−Yan = − f q⊥

1T (x, kT ) |SIDIS (1.10)

As a consequence of factorization of TMD in QCD, the prediction and experimental
test of sign-change of Sivers function have bring people’s attention. As mentioned before,
the signs of valence-quark Sivers function have already been measured from several SIDIS
experiments, the missing puzzle for the test of sign change is the measurements of valence-
quark Sivers functions in the single polarized Drell–Yan experiments. The first measurement
of the Sivers effect in the Drell–Yan like process (W- and Z-boson production) in collisions of
transversely polarized protons at Relativistic Heavy Ion Collider (RHIC) was reported by the
STARCollaboration [23]. However, the hard scales Q of these measurements from the STAR
experiment are about 80 GeV/c and 90 GeV/c, which is quite different from the one explored
in fixed-target experiments where Q ranges approximately between 1-9 GeV/c. Such high
energy region is not excluded that TMD evolution effects may be sizeable when using Sivers
TMD results extracted from fixed-target SIDIS experiments to describe the result from the
STAR experiment. A dedicated Drell–Yan experiment at COMPASS (see Chapter 2) using
190 GeV/c pion beam off transversely polarized target have carried out the first measurement
of the Sivers effect in the Drell–Yan process [24].

The asymmetries are reported in one-dimensional kinematic bins of xN , xπ, xF and qT .
Fig. 1.3 shows the result of TSAs Asin ϕS

T , Asin(2ϕCS+ϕS)
T and Asin(2ϕCS−ϕS)

T in the pion-induced
Drell–Yan process as a function of xN , xπ, xF and qT . The last column in Fig. 1.3 shows the
TSAs results integrated over the entire kinematic range. Due to the relatively large statistical
uncertainties, there is no clear trend observed for any of these TSAs.

The average Sivers asymmetry Asin ϕS
T = 0.060 ± 0.057(stat.) ± 0.040(syst.) is found to

be positive at around one standard deviation of the total uncertainty. Fig. 1.4 highlights
the extracted average Sivers asymmetry and the comparison with several theoretical pre-
dictions [22, 25, 26]. The sign-change hypothesis for the Sivers TMD in the Drell–Yan
process with respect to the SIDIS process corresponding to the positive sign of Sivers asym-
metry Asin ϕS

T . The first measurement of the Sivers asymmetry in Drell–Yan process from
the COMPASS experiment is consistent with the predicted change of sign for the Sivers
function [22, 25, 26].

1.3.2 Boer–Mulders Function

The Boer–Mulders function is the correlation between transverse spin of quark and its
intrinsic transverse momentum in an unpolarized nucleon, which was proposed by Boer and
Mulders [27]. Similar to Sivers function, the Boer–Mulders function is another time-reversal-
odd TMD, which requires a soft gluon during the initial- or final-state interactions as well.
For the time-reversal-odd TMD with a tensor spin projection f h1q

p↑ (x, kT, ®S) case, as in Eq 1.8
the measurement from SIDIS and Drell–Yan process satisfied:

f h1q
p↑ (x, kT,±®S) |Drell−Yan= − f h1q

p↑ (x, kT,∓®S) |SIDIS (1.11)
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The dilution factor f and the depolarization factor D2

entering the definition of TSAs are calculated on an event-
by-event basis and are used to weight the asymmetries. For
the magnitude of the target polarization PT , an average
value is used for each data-taking period in order to avoid
possible systematic bias. In the evaluation of the depolari-
zation factors, the approximation λ ¼ 1 is used. Known
deviations from this assumption with λ ranging between 0.5
and 1 [35,36] decrease the normalization factor by at
most 5%.
The TSAs resulting from different periods are checked

for possible systematic effects. The largest systematic
uncertainty is due to possible residual variations of exper-
imental conditions within a given period. They are quanti-
fied by evaluating various types of false asymmetries in a
similar way as described in Refs. [12,30]. The systematic
point-to-point uncertainties are found to be about 0.7 times
the statistical uncertainties. The normalization uncertainties
originating from the uncertainties on target polarization
(5%) and dilution factor (8%) are not included in the quoted
systematic uncertainties.
The TSAs AsinφS

T , Asinð2φCS−φSÞ
T , and Asinð2φCSþφSÞ

T are
shown in Fig. 5 as a function of the variables xN , xπ ,
xF, and qT . Because of relatively large statistical uncer-
tainties, no clear trend is observed for any of the TSAs. The
full set of numerical values for all TSAs, including
correlation coefficients and mean kinematic values from
this measurement, is available on HepData [37]. The last
column in Fig. 5 shows the results for the three extracted
TSAs integrated over the entire kinematic range. The
average Sivers asymmetry AsinφS

T ¼ 0.060% 0.057ðstatÞ %
0.040ðsysÞ is found to be above 0 at about one standard
deviation of the total uncertainty. In Fig. 6, it is compared
with recent theoretical predictions from Refs. [19–21] that
are based on standard DGLAP and two different TMD
evolution approaches. (Note that the kinematic constraints
used in Refs. [19–21] differ from one another and also from
those used in our analysis.) The positive sign of these
theoretical predictions for the DY Sivers asymmetry was
obtained by using the sign-change hypothesis for the Sivers
TMD PDFs, and the numerical values are based on a fit of
SIDIS data for the Sivers TSA [9,11,12]. Figure 6 shows
that this first measurement of the DY Sivers asymmetry is

consistent with the predicted change of sign for the Sivers
function.
The average value for the TSAAsinð2φCS−φSÞ

T is measured to
be below 0 with a significance of about two standard
deviations. The obtained magnitude of the asymmetry is
in agreement with the model calculations of Ref. [38] and
can be used to study the universality of the nucleon trans-
versity function. The TSA Asinð2φCSþφSÞ

T , which is related to
the nucleon pretzelosity TMD PDFs, is measured to be
above 0 with a significance of about one standard deviation.
Since both Asinð2φCS−φSÞ

T and Asinð2φCSþφSÞ
T are related to the

pion Boer-Mulders PDFs, the obtained results may be used
to study this function further and to possibly determine its
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Figure 1.3: The extracted TSAs Asin ϕS
T , Asin(2ϕCS+ϕS)

T and Asin(2ϕCS−ϕS)
T in the pion-induced

Drell–Yan process as a function of xN , xπ, xF and qT by the COMPASS experiment. The inner
(outer) error bars represent statistical (total experimental) uncertainties.(Adopted from [24])

The dilution factor f and the depolarization factor D2

entering the definition of TSAs are calculated on an event-
by-event basis and are used to weight the asymmetries. For
the magnitude of the target polarization PT , an average
value is used for each data-taking period in order to avoid
possible systematic bias. In the evaluation of the depolari-
zation factors, the approximation λ ¼ 1 is used. Known
deviations from this assumption with λ ranging between 0.5
and 1 [35,36] decrease the normalization factor by at
most 5%.
The TSAs resulting from different periods are checked

for possible systematic effects. The largest systematic
uncertainty is due to possible residual variations of exper-
imental conditions within a given period. They are quanti-
fied by evaluating various types of false asymmetries in a
similar way as described in Refs. [12,30]. The systematic
point-to-point uncertainties are found to be about 0.7 times
the statistical uncertainties. The normalization uncertainties
originating from the uncertainties on target polarization
(5%) and dilution factor (8%) are not included in the quoted
systematic uncertainties.
The TSAs AsinφS

T , Asinð2φCS−φSÞ
T , and Asinð2φCSþφSÞ

T are
shown in Fig. 5 as a function of the variables xN , xπ ,
xF, and qT . Because of relatively large statistical uncer-
tainties, no clear trend is observed for any of the TSAs. The
full set of numerical values for all TSAs, including
correlation coefficients and mean kinematic values from
this measurement, is available on HepData [37]. The last
column in Fig. 5 shows the results for the three extracted
TSAs integrated over the entire kinematic range. The
average Sivers asymmetry AsinφS

T ¼ 0.060% 0.057ðstatÞ %
0.040ðsysÞ is found to be above 0 at about one standard
deviation of the total uncertainty. In Fig. 6, it is compared
with recent theoretical predictions from Refs. [19–21] that
are based on standard DGLAP and two different TMD
evolution approaches. (Note that the kinematic constraints
used in Refs. [19–21] differ from one another and also from
those used in our analysis.) The positive sign of these
theoretical predictions for the DY Sivers asymmetry was
obtained by using the sign-change hypothesis for the Sivers
TMD PDFs, and the numerical values are based on a fit of
SIDIS data for the Sivers TSA [9,11,12]. Figure 6 shows
that this first measurement of the DY Sivers asymmetry is

consistent with the predicted change of sign for the Sivers
function.
The average value for the TSAAsinð2φCS−φSÞ

T is measured to
be below 0 with a significance of about two standard
deviations. The obtained magnitude of the asymmetry is
in agreement with the model calculations of Ref. [38] and
can be used to study the universality of the nucleon trans-
versity function. The TSA Asinð2φCSþφSÞ

T , which is related to
the nucleon pretzelosity TMD PDFs, is measured to be
above 0 with a significance of about one standard deviation.
Since both Asinð2φCS−φSÞ

T and Asinð2φCSþφSÞ
T are related to the

pion Boer-Mulders PDFs, the obtained results may be used
to study this function further and to possibly determine its
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Figure 1.4: The extracted average Sivers asymmetry, compared with several theoretical
predictions [22, 25, 26]. The dark-shaded (light-shaded) predictions are evaluated with
(without) the sign-change hypothesis. (Adopted from [24])
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Since the Boer–Mulders function hq⊥
1 (x, kT ) is proportional to the difference of TMD in two

opposite orientation of polarized quarks:

hq⊥
1 (x, kT ) ∝

f h1q
p↑ (x, kT ± ®S) + f h1q

p↑ (x, kT,∓®S)

2
(1.12)

Base on the definition of Eq. (1.11), the Boer–Mulders function also changes sign from SIDIS
to Drell–Yan process:

hq⊥
1 (x, kT ) |Drell−Yan = −hq⊥

1 (x, kT ) |SIDIS (1.13)

Several models have calculated the flavour and x dependencies of the Boer–Mulders func-
tions. Such as the quark-diquark model [28], the relativistic constituent quark model [29], and
also the lattice QCD [30]. All models predicted that the u and d valence-quark Boer–Mulders
functions are negative from the SIDIS process.

While the Sivers functions do not exist for spin-zero hadrons, the Boer–Mulders functions
can be non-zero for pions. There are several model predictions for the pion’s valence-quark
Boer–Mulders functions, such as quark-spectator-antiquark model [31] and bag model [32].
All models give a consistent prediction that the valence-quark Boer–Mulders functions for
nucleons and mesons are of the same signs and also similar magnitude. This universal
behavior of the valence-quark Boer–Mulders functions from pions and nucleons is to be
confirmed by the experiment in the future. For the nucleon’s antiquark Boer–Mulders
functions are calculated by the meson cloud model [33], which is an important source for sea
quarks in the nucleons. Base on this model, the nucleon’s antiquark Boer–Mulders functions
can be contributed by the valence-quark Boer–Mulders functions in the pion cloud, which
give the prediction that the nucleon’s antiquark Boer–Mulders functions are of the same signs
(negative) as the valence-quark Boer–Mulders functions for pion.

Tab. 1.2 summarized the theoretical prediction to the signs of the Boer–Mulders functions
from the SIDIS and Drell–Yan processes. All the theoretical predictions give the consistent
results that the sign of Boer–Mulders functions for u, d valence-quark and ū, d̄ antiquark in
the nucleon, and also the valence-quark in the pion are of negative sign. Furthermore, the
signs of these Boer–Mulders functions will reverse and become positive for the Drell–Yan
process with respect to the SIDIS process.

Table 1.2: The summary of theoretical prediction to the signs of the Boer–Mulders functions
from the SIDIS and Drell–Yan processes.

uN dN ūN d̄N Vπ

SIDIS - - - - -
Drell–Yan + + + + +

1.4 The Unpolarized Asymmetries
In the literature the three unpolarized asymmetries in Eq. (1.4) are often expressed by:

λ = A1
U, µ = Acos ϕCS

U , ν = 2Acos 2ϕCS
U (1.14)
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These terms attracted particular attention on both theoretical and experimental side in
the last decades. The unpolarized part of the differential cross-section in d4q and dΩ =
d cos θCS dϕCS can be written as follows [34]:

dσ
dqdΩ

=
α2

2πNcQ2s2

[
F1

U(1 + cos2 θCS) + F2
U(1 − cos2 θCS) (1.15)

+ Fcos ϕCS
U sin 2θCS cos ϕCS + Fcos 2ϕCS

U sin2 θCS cos 2ϕCS
]

where Nc = 3 is the number of colours in QCD, s represents the center of mass squared energy
of the reaction and F1

U , F2
U , Fcos ϕCS

U and Fcos 2ϕCS
U are the structure functions depending on q.

From Eq. (1.15) one can derive the expression for the normalized decay angular distribution:

dN
dΩ
=

3
8π

[
F1

U(1 + cos2 θCS) + F2
U(1 − cos2 θCS)

2F1
U + F2

U

(1.16)

+
Fcos ϕCS

U sin 2θCS cos ϕCS + Fcos 2ϕCS
U sin2 θCS cos 2ϕCS

2F1
U + F2

U

]
By introducing λ, µ and ν, which defined as following:

λ =
F1

U − F2
U

F1
U + F2

U

, µ =
Fcos ϕCS

U

F1
U + F2

U

, ν = 2
Fcos 2ϕCS

U

F1
U + F2

U

(1.17)

In conclusion, one can re-write Eq. (1.16) by three unpolarized asymmetries λ, µ and ν
as following:

dN
dΩ
∝

3
4π

1
λ + 3

(
1 + λ cos2 θCS + µ sin 2θCS cos ϕCS +

ν

2
sin2 θCS cos 2ϕCS

)
(1.18)

1.5 Lam–Tung Relation
In the naive Drell–Yan model, or at leading-order, the virtual photon formed by annihila-

tion of quark and anti-quark (qq̄→ γ∗) is transversely polarized, which means that the lepton
angular distribution varies as 1 + cos2 θCS (i.e. λ = 1, µ = 0, ν = 0) because of the helicity
conservation. This is one of the successes of the naive Drell–Yan model whose prediction
was soon confirmed by the experimental measurement.

Beyond the electromagnetic leading-orderDrell–Yanmodel, the higher-orderQCDeffects
inO(αs) (such as gluon emission qq̄→ γ∗g and quark-gluon Compton scattering qg → γ∗q),
the intrinsic transverse momentum of partons kT contribution should be included. The virtual
photon is not required to be fully transversely polarized and the azimuthal-related unpolarized
asymmetries µ and ν are no longer zero. Nevertheless, the so-called Lam–Tung relation [35]
is expected to hold for the next-leading-order Drell–Yan process:

1 − λ = 2ν (1.19)

where a non-zero ν generates non-zero dependence on cos 2ϕCS.
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Figure 1.5: The unpolarized asymmetries result λ, µ, ν and also 1 − λ − 2ν relation as a
function of qT from E866 measurement (Adopted from [36])

The Lam–Tung relation was found to be satisfied in the proton-induced Drell–Yan pro-
duction by E866 experiment [36]. Fig. 1.5 shows the unpolarized asymmetries result λ, µ, ν
and also 1 − λ − 2ν relation as a function of qT from E866 measurement.

However, if one take into account the contribution from the next-to-next-leading-order
(NNLO) Drell–Yan process (O(α2

s )), such as qq̄ → γ∗gg, qg → γ∗qg and gg → γ∗g, the
Lam–Tung relation is expected to be violated base on perturbative QCD calculation [37].

The violation of Lam–Tung relation have been tested in both proton- and pion-induced
Drell–Yan experiments at CERN and Fermilab. In case of proton-induced Drell–Yan experi-
ments, one of the measurement for the lepton pair angular distribution of Z-boson production
in proton-proton collision at

√
s = 8 TeV at the Large Hadron Collider (LHC) is carried out

by the CMS collaboration [38], which shows a clear Lam–Tung violation at large transverse
momentum region (qT up to 300 GeV). Similar measurement also carried out by the CDF
collaboration in proton-antiproton collision at

√
s = 1.96 TeV at Fermilab [39], which shows

no Lam–Tung violation at large transverse momentum region (qT up to 90 GeV). Fig. 1.6
shows the extracted λ and ν as a function of transverse momentum by CMS measurement
and compare with perturbative calculation [34]. Fig. 1.7 shows the extracted λ and ν as
a function of transverse momentum by CDF measurement and compare with perturbative
calculation [34].

In case of the pion-induced Drell–Yan experiments, the unpolarized asymmetries were
studied by twofixed-target experiments in the past [41, 44]. During the ’80s, NA10 [41, 42, 43]
at CERN was one of the pioneering Drell–Yan experiments. The experiment performed a
series of pion-induced Drell–Yan measurements using different beam energies (140, 194
and 286 GeV). A large sample of 152,000 Drell–Yan events for dimuon masses Mµµ > 4.05
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η≡ 1

2
log

q0 þ qL
q0 − qL

: ð13Þ

We note that CMS presents their data in terms of a different
set of angular coefficients termed A0, A1, A2, A3, which are
directly related to the coefficients we use here. In particular,
we have λ ¼ ð2 − 3A0Þ=ð2þ A0Þ and ν ¼ 2A2=ð2þ A0Þ.
As in Ref. [28], in order to present a full comparison in
terms of λ and ν, we transform the experimental data
correspondingly. Here we have propagated the experimen-
tal uncertainties, albeit without taking into account any
correlations. The lines in the figures show our LO results
for the coefficients. As one can see, they qualitatively
follow the trend of the data, but for the coefficient ν a clear
deviation between data and LO theory is observed. This is
precisely the finding also emphasized in Ref. [28] where it
was argued (without explicit NLO calculation) that the

discrepancy ought to be related to higher-order QCD
effects. Indeed, this is what we find. The NLO results
(histograms) show a markedly better agreement with the
data, which in fact is nearly perfect. The coefficient λ, on
the other hand, changes only marginally from LO to NLO.
As is visible in the figures, the results at very high values of
qT are numerically less accurate, as shown by the somewhat
erratic behavior of the histograms. In order to collect higher
statistics, we have also performed runs for which we
integrated over only eight qT bins, choosing exactly the
ones used in the experimental analysis. The corresponding
results are shown in Fig. 3 for the range 1 < jηj < 2.1. Our
goal was to make sure that the numerical uncertainty for
these bins is much smaller than the experimental one even
in the bin at highest qT . The figure once more impressively
shows how NLO theory leads to an excellent description of
the CMS data.

FIG. 1. Comparison of LO (lines) and NLO (FEWZ [26], histograms) theoretical results to the CMS data [11] for the angular
coefficients λ and ν taken at

ffiffiffi
s

p
¼ 8 TeV. We have integrated over 81 ≤ Q ≤ 101 GeV and over a midrapidity interval jηj < 1 of the

virtual boson.

FIG. 2. Same as Fig. 1, but for a more forward/backward rapidity interval 1 < jηj < 2.1.
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Figure 1.6: The unpolarized asymmetries result λ and ν as a function of qT from CMS
measurement, which comparingwith LO (line) andNLO (histogram) fixed-order perturbative
QCD calculations. (Adopted from [34])

It is interesting to note that NLO FEWZ results were also
shown in the CMS paper [11]. However, the agreement
with the data for the coefficient A2 (which multiplies the
cos 2ϕ dependence of the cross section) reported there
appears to be not quite as good as the one we find for our
coefficient ν. It is conceivable that our computation of the
coefficients via Eqs. (8) is numerically more stable.
We next turn to the comparison to the CDF data [10]

taken in pp̄ collisions at
ffiffiffi
s

p
¼ 1960 GeV at the Tevatron.

The results are shown in Fig. 4. We observe that both the
LO and the NLO results are in good agreement with the
data, NLO doing a bit better overall. Both coefficients λ
and ν decrease slightly when going to NLO. For ν, this
effect is less pronounced than for the LHC case, which may

be attributed to a much stronger contribution by the qq̄
channel in the present pp̄ case, which receives smaller
radiative corrections. Again, this feature was predicted
phenomenologically in Ref. [28].
We now consider the fixed-target regime, where we

start with a comparison to the Fermilab E866/NuSea data
taken with an 800 GeV proton beam in pp [9] and pd [8]
scattering. The comparisons to the two data sets are shown
in Figs. 5 and 6. We first note that the pp data are overall in
much better agreement with the theoretical curves than
the pd ones. For pp scattering, the coefficient λ is well
described, given the relatively large experimental uncer-
tainties. There is a slight trend in the data for the coefficient
ν to be lower than the theoretical prediction. The NLO

FIG. 3. Same as Fig. 2, but with the NLO theoretical results integrated over the eight qT bins used by CMS. In this figure, the
dashed histograms show the LO results and the solid ones the NLO results. To guide the eye, we also show the LO results from
Fig. 2 as smooth lines.

FIG. 4. Comparison of LO (lines) and NLO (FEWZ [26], histograms) theoretical results to the CDF data [10] for the angular
coefficients λ and ν taken in pp̄ scattering at

ffiffiffi
s

p
¼ 1960 GeV. We have integrated over 66 ≤ Q ≤ 116 GeV and over jηj < 3.6 of the

virtual boson.

MARTIN LAMBERTSEN and WERNER VOGELSANG PHYSICAL REVIEW D 93, 114013 (2016)
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Figure 1.7: The unpolarized asymmetries result λ and ν as a function of qT from CDF
measurement, which comparingwith LO (line) andNLO (histogram) fixed-order perturbative
QCD calculations. (Adopted from [34])
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GeV/c2, was collected using the 194 GeV beam and a tungsten target.
In the meantime during the ’80s, the unpolarized Drell–Yan measurements were also

performed by the E615 collaboration at Fermilab, using 252 GeV π− beam scattering off a
tungsten (W) target. The results, presented in Ref. [44], were obtained from the analysis
of ∼36,000 Drell–Yan events with Mµµ > 4.05 GeV/c2. A summary of the unpolarized
asymmetries result from three fixed-target experiments (NA10, E615 and E866) is shown in
Tab. 1.3.

Table 1.3: The summary of the unpolarized asymmetries result from two fixed-target pion-
induced Drell–Yan and one proton-induced Drell–Yan experiments [41, 44].

Experiment NA10 E615 E866
Interaction π− +W π− +W p + d

Beam Energy 194 GeV/c 252 GeV/c 800 GeV/c

〈λ〉 0.83 ± 0.04 1.17 ± 0.06 1.07 ± 0.07
〈µ〉 0.008 ± 0.010 0.09 ± 0.02 0.003 ± 0.013
〈ν〉 0.091 ± 0.009 0.169 ± 0.019 0.027 ± 0.010

〈2ν − (1 − λ)〉 0.01 ± 0.04 0.51 ± 0.07 0.12 ± 0.07
x1 range 0.2→ 1.0 0.2→ 1.0 0.15→ 0.85
x2 range 0.1→ 0.4 0.04→ 0.38 0.02→ 0.24

The Lam–Tung relation was found to be strongly violated in E615 and NA10 measure-
ments, which is also significantly deviated from the perturbative QCD calculations. Fig. 1.8a-
1.8b shows the comparison of unpolarized asymmetries result λ, µ, ν and also 1 − λ − 2ν
relation as function of qT with NLO and NNLO fixed-order perturbative QCD calculations
from NA10 and E615 measurement, respectively.

points) and NNLO (blue points) calculations together with
the measurements (black points) are shown in Figs. 1–4.
Overall, the calculated λ, μ and ν exhibit distinct qT

dependencies. At qT → 0, λ, μ and ν approach the values

predicted by the collinear parton model [1]: λ ¼ 1 and
μ ¼ ν ¼ 0. As qT increases, Figs. 1–4 show that λ decreases
toward its large-qT limit of −1=3 while ν increases toward
2=3, for both qq̄ and qG processes shown in Ref. [21]. The
qT dependence of μ is relatively mild compared to λ and ν.
This is understood as a result of some cancellation effect, to
be discussed in Sec. V. Comparing the results of the NLO
with the NNLO calculation, λðNNLOÞ is smaller than
λðNLOÞ while μ and ν are very similar for NLO and
NNLO. The L-T violation, 1 − λ − 2ν, is zero in the NLO
calculation, and turns to be nonzero and positive in the
NNLO calculation.
As shown in Figs. 1–4, while some general features of

the NA10 and E615 data are described by the pQCD
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FIG. 1. Comparison of NLO (red points) and NNLO (blue
points) fixed-order pQCD calculations with the NA10 π− þW
D-Y data at 140 GeV [3] (black points) for λ, μ, ν and 1 − λ − 2ν.
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FIG. 2. Same as Fig. 1, but for NA10 data [3] with 194-GeV π−

beam.

TABLE I. Kinematic cuts applied for the experimental accep-
tance in the fixed-order pQCD calculation.

Experiment Q (GeV) x1 xF

NA10 4.05 ≤ Q ≤ 8.55 0 ≤ x1 ≤ 0.7 0 ≤ xF
E615 4.05 ≤ Q ≤ 8.55 0.2 ≤ x1 ≤ 1 0 ≤ xF
E866 4.5 ≤ Q ≤ 15a 0 ≤ x1 ≤ 0.7 0 ≤ xF

aExcluding the ϒ region 9 ≤ Q ≤ 10.7 GeV.
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FIG. 3. Same as Fig. 1, but for NA10 data [3] with 286-GeV π−

beam.

E615 π−+W at 252 GeV
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FIG. 4. Comparison ofNLO(redpoints) andNNLO(blue points)
fixed-order pQCD calculations with the E615 π−þW D-Y data at
252 GeV [4] (black points) for λ, μ, ν and 1 − λ − 2ν.
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(a) NA10

points) and NNLO (blue points) calculations together with
the measurements (black points) are shown in Figs. 1–4.
Overall, the calculated λ, μ and ν exhibit distinct qT

dependencies. At qT → 0, λ, μ and ν approach the values

predicted by the collinear parton model [1]: λ ¼ 1 and
μ ¼ ν ¼ 0. As qT increases, Figs. 1–4 show that λ decreases
toward its large-qT limit of −1=3 while ν increases toward
2=3, for both qq̄ and qG processes shown in Ref. [21]. The
qT dependence of μ is relatively mild compared to λ and ν.
This is understood as a result of some cancellation effect, to
be discussed in Sec. V. Comparing the results of the NLO
with the NNLO calculation, λðNNLOÞ is smaller than
λðNLOÞ while μ and ν are very similar for NLO and
NNLO. The L-T violation, 1 − λ − 2ν, is zero in the NLO
calculation, and turns to be nonzero and positive in the
NNLO calculation.
As shown in Figs. 1–4, while some general features of

the NA10 and E615 data are described by the pQCD
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FIG. 1. Comparison of NLO (red points) and NNLO (blue
points) fixed-order pQCD calculations with the NA10 π− þW
D-Y data at 140 GeV [3] (black points) for λ, μ, ν and 1 − λ − 2ν.
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FIG. 2. Same as Fig. 1, but for NA10 data [3] with 194-GeV π−

beam.

TABLE I. Kinematic cuts applied for the experimental accep-
tance in the fixed-order pQCD calculation.

Experiment Q (GeV) x1 xF

NA10 4.05 ≤ Q ≤ 8.55 0 ≤ x1 ≤ 0.7 0 ≤ xF
E615 4.05 ≤ Q ≤ 8.55 0.2 ≤ x1 ≤ 1 0 ≤ xF
E866 4.5 ≤ Q ≤ 15a 0 ≤ x1 ≤ 0.7 0 ≤ xF

aExcluding the ϒ region 9 ≤ Q ≤ 10.7 GeV.
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FIG. 3. Same as Fig. 1, but for NA10 data [3] with 286-GeV π−

beam.
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FIG. 4. Comparison ofNLO(redpoints) andNNLO(blue points)
fixed-order pQCD calculations with the E615 π−þW D-Y data at
252 GeV [4] (black points) for λ, μ, ν and 1 − λ − 2ν.
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Figure 1.8: The unpolarized asymmetries result λ, µ, ν and also 1−λ−2ν relation as function
of qT fromNA10 and E615measurement, which comparing with NLO (red point) and NNLO
(blue point) fixed-order perturbative QCD calculations. (Adopted from [40])
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1.6 The Boer–Mulders functions in the Drell–Yan Process
An explanation of the cos 2ϕCS dependence beyond the Lam–Tung relation observed in

the Drell–Yan process was meanwhile proposed, by introducing a non-perturbative TMD
Boer–Mulders function [45] at small transverse momentum of the lepton pair.

The Boer–Mulders asymmetry can be accessed by not only from the leading-twist differ-
ential cross-section in Eq. (1.4) (Acos 2ϕCS

U ) but also from the unpolarized differential cross-
section in Eq. (1.18) (ν).

The Boer–Mulders function hq⊥
1 represents a correlation between quark’s intrinsic trans-

verse momentum and transverse spin (transversely polarized quark) in an unpolarized hadron.
In case of the pion-induced Drell–Yan production, the contribution of the Boer–Mulders ef-
fect in ν is proportional to the convolution of the nucleon’s valence-quark Boer–Mulders
functions hq⊥

1,N and the pion’s valence-antiquark Boer–Mulders functions hq̄⊥
1,π :

Acos 2ϕCS
U =

ν

2
∝ hq⊥

1,N hq̄⊥
1,π (1.20)

The cos 2ϕCS angular dependence can be qualitatively understood as caused by the corre-
lation of transverse spins of the annihilating quark and antiquark through the Boer–Mulders
functions. The cos 2ϕCS dependence observed in theNA10 and E615 pion-inducedDrell–Yan
experiments and also in the E866 proton-inducedDrell–Yan experiment, can be quantitatively
described by the calculations with the Boer–Mulders function.

By comparing the measurement of ν as a function of qT from proton-induced Drell–Yan
production (Fig. 1.5) and pion-induced Drell–Yan production (Fig. 1.8a-1.8b), one can no-
ticed the overestimation/underestimation of asymmetry ν with respect to the perturbative
QCD calculation. On the other hand, the measurement suggests a negative contribution
from the Boer–Mulders effect in the proton-induced Drell–Yan production, while a positive
contribution from the Boer–Mulders effect in the pion-induced Drell–Yan production, which
is consistent with the theoretical prediction (see Tab. 1.2). This sign changed result imply that
the proton’s sea-quark Boer–Mulders function has a sign opposite to the proton’s valence-
quark Boer–Mulders function, while the pion’s valence-quark Boer–Mulders function has a
same sign to the proton’s valence-quark Boer–Mulders function [46].

Boer [45] assumed that hq⊥
1 is proportional to the spin-averaged PDF f1(x):

hq⊥
1 (x, kT ) = CH

αT

π

McMH

k2
T + M2

c
e−αT k2

T f1(x) (1.21)

where MH is the mass of hadron, MC and CH are both constant fitting parameters, αT is a
fixed fitting parameter which assumed to be 1 (GeV/c)−2. Base on this parametrization, the
asymmetry ν is given as following:

ν = 16κ1
q2

T M2
c

(q2
T + 4M2

c )
2

(1.22)

where κ1 = CH1CH2/2 for the incoming two hadrons H1 and H2. The large value of κ1 fitting
result represent a sizeable Boer–Mulders function for the valence antiquark in the pion and
for the valence quarks in the nucleon. However, this empirical parametrization (Eq. (1.22))
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somehow depending on the beam energy, which contradicts with the universality of TMD
Boer–Mulders function.

Fig. 1.9 shows the ν extraction from both the pion- and proton-induced Drell–Yan exper-
iments and fitted by Eq. (1.22). It’s clear to see that the asymmetry ν measured from

Table 1. Theoretical predictions for the signs of various
Boer-Mulders functions for nucleons (N) and pions (π) in SIDIS
and Drell-Yan. Vπ signifies the valence quarks in the pions. The
paranthesis for Vπ in SIDIS indicates that it can not be measured

in practice.

uN dN Vπ ūN d̄N

SIDIS − − (−) − −
Drell-Yan + + + + +

the experimental status on extracting the Boer-Mulders
functions from the SIDIS and Drell-Yan experiments, and
we compare the predictions listed in Table 1 with data.
We also identify future experiments which can further test
these predictions.

3.3.1 Boer-Mulders functions from SIDIS

The Boer-Mulders functions can be extracted from the
hadron’s azimuthal angular distribution in unpolarized
SIDIS. The cos 2φ term is proportional to the product of
the Boer-Mulders function h⊥1 and the Collins fragmen-
tation function H⊥

1 at leading twist, where φ refers to
the angle between the hadron plane and the lepton plane.
The 〈cos 2φ〉 moments have been measured by the HER-
MES [58, 59] and COMPASS [60, 61] collaborations. An
analysis of the pion SIDIS data, taking into account the
higher-twist Cahn effect [62], has been performed [63].
The functional form for the Boer-Mulders function was
assumed as

h⊥q
1 (x, k2

⊥) = λq f⊥q
1T (x, k2

⊥), (5)

where h⊥q
1 and f⊥q

1T are the Boer-Mulders and Sivers func-
tions, respectively, for quark q. The best-fit values are
found to be λu = 2.0 ± 0.1 and λd = −1.111 ± 0.001.
Since the Sivers function for u(d) is negative (positive),
these values show that h⊥u

1 and h⊥d
1 are both negative, in

agreement with the theoretical expectation listed in Ta-
ble 1. It must be cautioned that the extracted signs of the
Boer-Mulders functions depend on the signs of the Collins
functions adopted in the analysis. Although the signs cho-
sen for the Collins functions are based on plausible argu-
ments, some uncertainties do exist in the determination of
the signs of the Boer-Mulders functions from this analysis.

New results on the azimuthal cos 2φ modulations for
π±, K±, and unidentified hadrons in unpolarized e + p and
e + d SIDIS were recently reported by HERMES [59].
These new HERMES data are expected to provide a more
precise extraction of the valence Boer-Mulders functions.
Moreover, these data are sensitive to the sea-quark Boer-
Mulders functions. In particular, the cos 2φ moments for
K− are observed to be large and negative [59]. Since the
valence quark content of K−, sū, is different from those of
the nucleons, the large K− cos 2φmoments suggest sizable
sea-quark Boer-Mulders functions. An extension of the
global fit in Ref. [63] to include the new HERMES data
could lead to a determination of the sign and magnitude of
sea-quark Boer-Mulders functions in SIDIS.

3.3.2 Boer-Mulders functions from Drell-Yan

The Boer-Mulders functions can be extracted [10] from
the azimuthal angular distributions in unpolarized Drell-
Yan process. The expression for the Drell-Yan angular
distribution is

dσ
dΩ

∝ 1 + λ cos2 θ + µ sin 2θ cos φ +
ν

2
sin2 θ cos 2φ, (6)

where θ and φ correspond to the polar and azimuthal decay
angles of the l+ in the dilepton rest frame. Boer showed
that the cos 2φ term is proportional to the convolution of
the quark and antiquark Boer-Mulders functions in the
beam and target hadrons [10]. The cos 2φ angular depen-
dence can be qualitatively understood by noting that the
Drell-Yan cross section depends on the transverse spins
of the annihilating quark and antiquark. A correlation be-
tween the transverse spin and the transverse momentum
of the quark, as represented by the Boer-Mulders func-
tion, would lead to a correlation between the transverse
spin and transverse momentum of the dimuons, resulting
in the cos 2φ dependence.
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p + d at 800 GeV/c

Figure 3. The cos 2φ amplitude ν for pion- and proton-induced
Drell-Yan measurements. Curves are fits to the data using an
empirical parametrization discussed in Ref. [66].

Pronounced cos 2φ dependence, observed in the
NA10 [64] and E615 [65] pion-induced Drell-Yan exper-
iments, was attributed to the Boer-Mulders function. The
cos 2φ dependence of proton-induced Drell-Yan process
was also measured for the p + d and p + p interactions at
800 GeV/c [66, 67]. Unlike the pion-induced Drell-Yan,
significantly smaller (but non-zero) cos2φ azimuthal an-
gular dependence was observed in the p + d and p + p re-
actions, as shown in Fig. 3. While the pion-induced Drell-
Yan cross section is dominated by a valence antiquark in
the pion annihilating a valence quark in the nucleon, the
proton-induced Drell-Yan process must involve a sea anti-
quark in the nucleon. Therefore, the p+d and p+ p results
suggest [66, 67] that proton’s Boer-Mulders functions for
sea quarks are smaller than those for valence quarks.

Several authors have extracted Boer-Mulders functions
from the p + p and p + d Drell-Yan data [68–70]. The re-
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Figure 1.9: The ν extraction as a function of qT from both pion- (NA10 in blue, E615 in red)
and proton-induced (E866 in black) Drell–Yan experiments. Curves are fits to the data using
an empirical parametrization. (Adopted from [47])

the proton-induced Drell–Yan experiment is significantly smaller than the pion-induced
Drell–Yan experiment. Since the pion-induced Drell–Yan cross-section is dominated by
the annihilation between a valence antiquark in the pion and a valence quark in the nu-
cleon, while a sea antiquark in the nucleon is contributed during the annihilation for the
proton-induced Drell–Yan cross-section. On the other hand, the result from the proton-
induced Drell–Yan experiment suggest that the proton’s sea-quark Boer–Mulders functions
are smaller than valence quarks.

There are several theoretical prediction for the Boer–Mulders functions of proton from
proton-induced Drell–Yan data (p+ p and p+ d interaction). Fig. 1.10 shows the calculation
of asymmetry ν as function of qT for the proton-induced Drell–Yan process and compare
with both p+ p and p+ d Drell–Yan data, which obtained by Ref. [48]. Despite the statistical
uncertainties of the data still not precise enough to accurately extract the Boer–Mulders
functions of proton, it clearly shows that the proton’s sea-quark Boer–Mulders functions can
be extracted from the Drell–Yan data.

Recently, there are also some theoretical predictions for the Boer–Mulders functions of
pion from pion-induced Drell–Yan process. Fig. 1.11 and Fig. 1.12 show the prediction of
Acos 2ϕCS

U (ν) asymmetry contribution from the Boer–Mulders effect for COMPASS kinemat-
ics [49, 50]. The ongoing unpolarized pion-induced Drell-Yan experiments at COMPASS are
expected to provide new information on the pion’s Boer–Mulders functions.
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d!

dxFdQ
2d2qT

¼ 1

s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2F þQ2=s

q
d!

dx1dx2d
2qT

; (29)

with

x1=2 ¼
#xF þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2F þQ2=s

q

2
; Q2 ¼ x1x2s: (30)

Therefore the xF- and Q-dependent cos2" asymmetries
can be expressed as

#NNðxFÞ ¼

R
dQ2

R
dq2T

FNNðx1;x2;qT Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2FþQ2=s

p

M2
p

R
dQ2

R
dq2T

GNNðx1;x2;qT Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2FþQ2=s

p
; (31)

#NNðQÞ ¼

R
dxF

R
dq2T

Fpdðx1;x2;qT Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2FþQ2=s

p

M2
p

R
xF

R
q2T

GNNðx1;x2;qT Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2FþQ2=s

p
: (32)

III. FITTING BOER-MULDERS FUNCTIONS TO
THE UNPOLARIZED E866/NUSEA pd AND pp

DATA

The E866/NuSea Collaboration measured the cos2"
asymmetryies #pd and #pd vs QT , x1, x2, xF, and m$$ in
the following kinematical region:

4:5 GeV<Q< 9 GeV and 10:7 GeV<Q< 15 GeV;

qT < 4 GeV; 0:15< x1 < 0:85; 0:02< x2 < 0:24:

In the following, we apply the theoretical expres-
sions (26)–(28), (31), and (32) to fit the unpolarized pd
and pp Drell-Yan cos2" asymmetry data [2,39]. The
Boer-Mulders effect to the cos2" asymmetry is supposed
to apply in the region where qT is not large. At large qT , the
higher order perturbative QCD contributions [42,43] might

be important. Therefore we exclude the data with qT >
2 GeV in our fit. For the parton distribution fq1 ðxÞ, we adopt
the MSTW2008 LO set [44]. We choose the Gaussian width
for fq1ðx;p2TÞ as p2

un ¼ 0:25 GeV2, following the value
given in Refs. [45,46]. The best fit results and the errors
for the parameters are as follows:

H1 ¼ 0:62þ0:52
&0:29; H2 ¼ 1:45þ1:30

&1:12; H3 ¼ 0:61þ0:50
&0:55;

cu ¼ 0:63þ0:53
&0:21; cd ¼ 0:47þ0:36

&0:39; c !u ¼ 0:07þ0:06
&0:05;

c !d ¼ 0:75þ0:72
&0:52; b0 ¼ 0:17þ0:15

&0:14; p2
bm ¼ 0:173þ0:027

&0:033:

(33)

The %2 of this fit is 35.95 for 52 data points, resulting
%2=d:o:f ¼ 0:84. In Figs. 1–5, we show the qT-, x1-, x2-,
xF- and Q-dependent cos2" asymmetries for unpolarized
pd and pp Drell-Yan process calculated from our fitted
results and compare them with FNAL E866/NuSea data.
The solid lines show the best fit results, and the regions
between the two dotted lines correspond to the uncertainty
of the parameter. In Fig. 1, we also show the predictions for
pT > 2 GeV region from the Boer-Mulders effect.
The possible range of coefficients Hq are obtained from

the values of H1, H2, and H3, by employing the positivity

bound [47] for h?q
1 ðx;p2TÞ for the entire x and pT regions:

jpTh
?q
1 ðx;p2

TÞj
M

' fq1ðx;p2
TÞ: (34)

We have

Hu ¼ 0:59þ0:64
&0:31; Hd ¼ 1:37þ1:53

&0:72;

H !u ¼ 1:10þ1:21
&0:57; H !d ¼ 1:08þ1:18

&0:56:
(35)

The upper and lower limits for Hq are determined by the

positivity bound for h?q
1 ðx;p2

TÞ. The central value for Hq,
shown above, is obtained from the geometric mean values
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FIG. 1 (color online). The qT-dependent cos2" asymmetries for unpolarized pd (left-hand side) and pp (right-hand side) Drell-Yan
process calculated from our fitted results. The region between the two dotted lines corresponds to the uncertainty of the parameters.
Data are from the FNAL E866/NuSea experiments. Here, we exclude data with pT > 2 GeV.
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Figure 1.10: The ν extraction as a function of qT from proton-induced (p + p in the right
panel and p + d in the left panel) Drell–Yan experiments. Curves are the fitted result which
described in Ref. [48] (Adopted from [48])
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Figure structure function TMDs LFCQM SPM phenomenology

5–9 F 1
UU fa

1,p, fa
1,π [54, 59] [50, 51] [26, 41]

5 F sin φS
UT f⊥a

1T,p, fa
1,π [55, 59] [50, 51] [38, 41]

6 F
sin(2φ−φS)
UT ha

1,p, h⊥a
1,π [54, 59] [50, 51] [38], —

7 F
sin(2φ+φS)
UT h⊥a

1T,p, h⊥a
1,π [54, 59] [49, 51] [37], —

8 F cos 2φ
UU h⊥a

1,p, h⊥a
1,π [55, 59] [50, 51] [36], —

9 F sin 2φ
UL h⊥a

1L,p, h⊥a
1,π [54, 59] [50, 51] [39], —

Table 1. Overview on non-perturbative input used to produce the results in figures 5–9 which

was taken from the LFCQM, the SPM, and phenomenological fits (or WW-type approximation in

the case of h⊥a
1L,p). Notice that no phenomenological information is currently available on h⊥a

1,π, cf.

section 2.3.

of this asymmetry the pure model and hybrid calculations yield results in good mutual

agreement. Neglecting sea quarks, it is A
sin(2φ−φS)
UT ∝ −h

⊥(1)ū
1,π− (xπ)hu

1,p(xp) < 0. Both,

h
⊥(1)ū
1,π− and hu

1,p are positive, see figure 4, and we predict a negative asymmetry. This is

consistent with the trend of the data. We therefore conclude that the COMPASS data [46]

indicate a positive sign for the pion Boer-Mulders TMD h
⊥(1)ū
1,π− . (It is important to re-

call that absolute signs in extractions of chiral-odd TMDs and fragmentation functions

are convention-dependent because chiral-odd functions contribute to observables always

in connection with other chiral-odd functions. The convention used for TMD extractions

– 17 –

Figure 1.11: Acos 2ϕCS
U as s function of xN (left), xπ (middle) and qT (right) in the COMPASS

kinematics. (Adopted from [49])
643 Page 8 of 11 Eur. Phys. J. C (2018) 78 :643

Fig. 2 The cos 2φ azimuthal asymmetries νBM as the functions of
xp (upper left), xπ (upper right), xF (lower left) and qT (lower right)
for the unpolarized πp Drell–Yan process considering the TMD evo-

lution at the kinematics of COMPASS. The shadow areas correspond
to the uncertainty of the parameters in the parametrization of the Boer-
Mulders function for proton in Ref. [16]

0.05 < xN < 0.4, 0.05 < xπ < 0.9, 4.3 GeV < Q < 8.5

GeV, s = 357 GeV2, −0.3 < xF < 1. (47)

Using the expression of νBM in Eq. (37) as well as the denom-
inator in Eqs. (38) and the numerator in Eq. (39), we calcu-
late the cos 2φ Boer-Mulders asymmetry νBM as functions
of xp, xπ , xF and qT . In calculating the functions of xp−,
xπ− and xF−dependent asymmetries, the integration over
the transverse momentum qT is performed over the region
0 < qT < 2 GeV to make the TMD factorization valid. The
same choice has been made in Refs. [99,100].

We plot the results of νBM in Fig. 2, in which the upper
panels show the asymmetries as functions of xp (left panel)
and xπ (right panel); and the lower panels depict the xF -
dependent (left panel) and qT -dependent (right panel) asym-
metries, respectively. The bands correspond to the uncer-
tainty of the parametrization of the Boer-Mulders function
of the proton [16]. As in this calculation we use the light-
cone model results for the f1π and h⊥

1π in Eqs. (40) and
(41), here the uncertainty from the model parameter A can-

cels since the asymmetry is proportional to the ratio h⊥
1π/ f1π

cancels.
In order to test feasibility of obtaining information about

the pion Boer-Mulders distribution, we would like to reduce
as much as possible the model dependence in the input for
the other pion TMD distributions contributing to the observ-
ables. Therefore, we perform a new calculation in which the
parametrization for f1π from Ref. [98] is adopt, the same
choice used in Ref. [60]. The corresponding νBM is plotted
in Fig. 3 by solid lines. The bands around the solid lines
correspond to the uncertainty from the parameter A in the
model calculation of the pion Boer-Mulders function [35].
As a comparison, we also plot the results (central values)
from Fig. 2 with dashed lines. For a better illustration the
error bands from the proton Boer-Mulders functions are not
shown in Fig. 3.

We find from the plots that, in the TMD formalism, the
cos 2φ azimuthal asymmetry in the unpolarized π− p Drell–
Yan process contributed by the Boer-Mulders functions is
around several percent. Although the uncertainty from the

123

Figure 1.12: Acos 2ϕCS
U as s function of xp (top-left), xπ (top-right), xF (bottom-left) and qT

(bottom-right) in the COMPASS kinematics. (Adopted from [50])
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The COMPASS (COmmon Muon Proton Apparatus for Structure and Spectroscopy)
experiment is a high-energy fixed-target experiment at SPS (Super Proton Synchrotron) at
CERN (also known as European Organization for Nuclear Research) in Geneva, Switzerland.
This experiment aims to probe the structure and spectroscopy of hadrons. This chapter will
mainly focus on the introduction of beam line, target, spectrometers and trigger system which
dedicate for the Drell–Yan measurement.
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2.1 Overview of the COMPASS Experiment

In February 1997, the COMPASS experiment was approved by CERN Research Board.
This single experiment was actually unified by two different physics projects from two distinct
groups: one is to probe the spin structure of the nucleon by using a muon beam, the other is
to probe the hadron spectroscopy by using hadron beam. Building on that, many efforts have
been done by COMPASS collaborators and resulting a highly flexible and multi-purpose
set-up experiment. The spectrometers were built and installed during the years 1999 and
2000, then the first technical run started in 2001. The first physics data taking with a muon
beam and either longitudinally or transversely polarised proton and deuteron targets started
in 2002, which was a muon run for probing the quark-gluon structure of nucleon through
SIDIS. After a year of shut-down in 2005, the muon run was continued in the years 2006,
2007, 2010 and 2011 with a new large-aperture target magnet. The physics data taking with
hadron beams scattering off a liquid hydrogen target and nuclear targets started in 2008 and
extended to 2009, which was a hadron run for the hadron spectroscopy programme. The
physics measurements approved in the beginning of COMPASS were finished in 2011.

A second-phase of COMPASS (also known as COMPASS-II) have been proposed [13]
and approved byCERN in 2010. The continuation of the COMPASS experiment include three
physics programs: The Primakoff measurement, the polarized Drell–Yan measurement, and
the Deeply Virtual Compton Scattering (DVCS) measurement. The first physics data taking
was dedicated to the Primakoff measurement and started in 2012. The physics data taking for
the polarized Drell–Yan measurement with a beam of negative pions and a polarized proton
target was performed in the years 2015 and 2018. The years 2016 and 2017 were dedicated
to DVCS measurement with a muon beam.
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Figure 2.1: The sketch of two-staged spectrometers set-up during the COMPASS Drell–Yan
measurement in the year 2018.
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The spectrometers behind the target in the COMPASS experiment are about 50-m long
two-staged spectrometers which consist of two dipole magnets. Fig. 2.1 shows a sketch of
two-staged spectrometers set-up during the COMPASS Drell–Yan measurement in the year
2018. The first stage of spectrometer, namely Large Angle Spectrometer (LAS), contains the
first dipole magnet (SM1) with a field integral of 1.0 Tm which is located at right after the
target. This spectrometer is mainly used to measure small momentum particles travelled with
a large angle. The second stage of spectrometer, namely Small Angle Spectrometer (SAS),
contains the second dipole magnet (SM2) with a field integral of 4.4 Tm. This spectrometer
is mainly used to measure high-momentum particles within a small angle.

The convention of experimental coordinate in the COMPASS experiment is defined as
follows: a z-axis is defined as the direction of beam line, a y-axis is defined as the direction
from the ground surface to the sky, and a x-axis definition is constrained by right-hand rule
(x̂ ≡ ŷ × ẑ). For the x coordinate, in particularly, the left (right) hand side is referred to the
Jura (Saleve) side1 when the one looking down the beam line, respectively.

2.2 Beam Line

The hadron or muon beam used in the COMPASS experiment is produced by the CERN
SPS M2 beam line. The CERN SPS M2 beam line was rebuilt from originally delivered only
a high-intensity muon beam to now also provide a high-intensity hadron beam. A hadron and
muon beams can be either a negative or a positive charge. Switching between different type
of beams usually takes about 30 minutes. The hadron beam is a secondary product which
is generated by using a 400 GeV/c proton beam from the CERN SPS impinging a primary
beryllium (Be) production target (T6) at the entrance of M2 beam line. In order to achieve
variation of beam intensity, four different thickness (40, 100, 200 or 500 mm) of Be targets or
empty target is adjustable. For instance, a hadron beam with 190 GeV/c central momentum
and intensity up to 108 hadrons per second is achieved by using 500 mm thick Be target. The
length of beam line from T6 target to the COMPASS target is 1131.8 m. The schematic view
of M2 beam line is shown in Fig. 2.2.

During the Drell–Yan measurement, a negative hadron beam with 190 GeV/c central
momentum was used, which the pion (π−) is the dominate component (96.8%). Since the π−
beam is just one of secondary hadron product (π±, K±, p and p̄) from T6 target, the selection
and isolation of π− beam is achieved by an array of quadrupoles and dipoles distributed
downstream of T6 target along the M2 beam line. However, K− and p̄ may be still present in
the outcome of beam at a level of a few percent (2.4% of K− and 0.8% of p̄). A summary of
relative composition of the hadron beam for typical momenta available at the M2 beam line
is shown in Tab. 2.1.

The most upstream part of the COMPASS apparatus, BeamMomentum Station (BMS), is
located at about 100 m upstream of the COMPASS target region. This station consists of four
scintillator hodoscopes (BM01-BM04), two scintillating fibres (BM05 and BM06), an array
of quadrupoles for selecting beam momentum and three consecutive dipole magnets (B6) for
bending the beam horizontally which is deflected upwards to the surface level. The schematic
view of BMS is shown in Fig. 2.3. The BMS is mainly used to measure the incident beam

1This was referred to the name of neighboring mountains.
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hadron beams used a nominal intensity of 5! 106 s"1, which e.g.
for a negative beam of 190 GeV/c central momentum is achieved
by using 9! 1012 protons/cycle on T6 and the 500 mm target.

The M2 beam line (Fig. 5) starts with a series of six high-gradient
quadrupoles (Q1–Q6) for maximum acceptance and a set of three
dipoles (BEND 1). The highest-acceptance optical mode works only up
to 225 GeV/c due to limited quadrupole gradients.9 The beam optics is
optimised to achieve highest possible momentum resolution.

A pair of massive collimators, which allows a first momentum
selection of the beam particles or is also used to dump the beam in
case of access to the experiment (TAX 1,2), is located downstream of
the first dipoles (BEND 1). The particles passing through theses
collimators are transported to an about 430m long array of alternately
focusing and defocusing (FODO) quadrupoles (Q12–Q18). Before
entering the FODO array, two pairs of horizontal (H1, H3) and vertical
(V2, V4) collimators define the angular and momentum acceptances
of the beam. At the end of the FODO section, the beam is focused into
a set of four vertical dipoles (BEND 4, 5). The Be absorbers (ABS),
which are used in the muon beam operation, are moved out in the
hadron mode. After these dipoles, the beam is transported into a
second 250m long FODO channel (Q22–Q30) that contains a second
momentum-defining collimator. The beam is then bent horizontally
(BEND 6) and parallelised at the location of the two CEDARs (for more
details, see Section 3.3), while restricting the momentum spread to
below 1%. Behind the CEDARs, the beam is focused (Q34–Q36) onto
the entrance of the electromagnetic calorimeter in the second spectro-
meter stage, which is located 33m downstream of the target. The
main beam characteristics are listed in Table 1.

Negative beams are mainly composed of pions, while for momenta
larger than 150 GeV/c the positive beam have a dominant proton
component. In both cases, kaons and electrons may be present at a

level of a few percent, depending on the energy chosen. The particle
composition of the hadron component of the beam is given in Table 2
for a few typical beam momenta.

3.2. Electron beam

A tertiary electron beam can be produced on demand. For this
purpose, a 5 mm thick lead plate (also called the “electron target”)
equivalent to 90% of a radiation length is moved into the beam line at
the end of the first FODO section, about 680m downstream of the
primary production target (see Fig. 5). A high-intensity negative
hadron beam of 100 GeV/c, which contains electrons at the level of
10%, is directed to the electron target. The hadrons mostly traverse the
lead target, as its thickness is equivalent to only about 3% of an
interaction length. In contrast, most of the electrons of the beam lose
energy by bremsstrahlung. The outgoing electrons have a momentum
spectrum that extends up to the momentum of the parent beam but
with very low intensity yielding useful electron energies of up to
50 GeV. The required electron momentum is selected with the beam
line magnets located downstream of the lead target. For the nominal
energies of 15, 20 and 40 GeV, which are used for the calibration of the
electromagnetic calorimeters, intensities up to a few 104 electrons per
spill are routinely reached.

3.3. Beam particle identification

Two CEDAR detectors are installed 30 m before the COMPASS
target region. They were designed to provide fast beam particle iden-
tification at high rates for particle momenta up to 300 GeV/c [6].

3.3.1. The principle of operation and the mechanical design
The principle of operation of a CEDAR detector is illustrated in

Fig. 6. For a beam containing particles of different types but the same
momentum, the angles of the emitted Cherenkov photons differ due

Fig. 5. The CERN M2 beam line.

9 A different optical mode is available for higher momenta, but the angular
acceptance of that mode is about 40% lower.

P. Abbon et al. / Nuclear Instruments and Methods in Physics Research A 779 (2015) 69–11574

Figure 2.2: The CERN SPS M2 beam line. (Adopted from [51])

Momentum Positive beams Negative beams
(GeV/c) π+ K+ p π− K− p̄

100 61.8% 1.5% 36.7% 95.8% 1.8% 19.1%
160 36.0% 1.7% 62.3% 96.6% 2.3% 31.9%
190 24.0% 1.4% 74.6% 96.8% 2.4% 0.8%
200 20.5% 1.2% 78.3% 96.9% 2.4% 0.7%

Table 2.1: The relative composition of the hadron beamat theCOMPASSexperiment for some
typical momenta, which is calculated from measured values [52]. The relative uncertainties
for pions and protons is around 1%, while for kaons and anti-protons is 2-3%.
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momentum for muon beam, while it is moved out of the M2 beam line during the hadron
beam setting in order to minimise the material budget along the beam path.

central regions, the scintillator strips are horizontally
divided into several elements such that the particle flux
per element does not exceed 1! 107 s"1, even for the
highest beam intensity. Since the beam cross-section varies
from one plane to another, the element length varies from
10 to 60mm. The readout is done using fast photomulti-
plier tubes (PMT). The time resolution achieved is 0:3 ns.

In order to cope with the high beam current and
multiple-hit environment of the COMPASS experiment,
two scintillating fibre hodoscopes (BM05, BM06) were
added, one in between each of the existing hodoscope pairs.
These two planes provide additional redundancy in the
track matching between the BMS and the detectors located
in front of the target, thus increasing the overall beam
detection efficiency.

The design of these hodoscopes is similar to the
scintillating fibre detectors used in the spectrometer (see
Section 5.1.1). Each plane has a size of 12 cm horizontally
and 16 cm vertically and is made of stacks of 2mm round
scintillating fibres. Each stack has four fibres along the
beam direction. The overlap of two adjacent stacks is
chosen such that if the traversed path in a single fibre falls
below 1:4mm, the path in the adjacent fibre exceeds
1:4mm. The minimum path through the scintillator
material registered in a single channel is therefore
5:6mm. The BM05 plane consists of 64 channels of two
adjacent stacks each. The BM06 plane has 128 channels all
made out of single stacks, in order to achieve the desired
resolution in the dispersive plane. The design was chosen,
such that the maximum rate per channel does not exceed
3! 106=s.

Simulated beam tracks have been used to parameterise
the momentum dependence of the track coordinates in
these six detectors. This parameterisation is used to
calculate the momentum of each muon track to a precision
of p1%. The reconstruction efficiency is # 93%.

During event reconstruction the efficiency and the purity
of the BMS are further improved by using the information
obtained by the tracking detectors located in front of the
target. The incident tracks corresponding to the good
events are reconstructed and back-propagated from the

target region to the BMS. The spatial correlation between
the extrapolated track and the actual BMS hits is used to
select among ambiguous beam candidates. If there are not
enough hits in the BMS to reconstruct the momentum, a
rescue algorithm is used. This algorithm relies on the
determination of track angles at the first stage of BMS and
at the target region. Track parts are then combined using
time correlation.

3.4. Beam optics for the hadron beam

A high-intensity secondary hadron beam is obtained by
moving the nine motorised hadron absorber modules out
of the beam and loading settings corresponding to a single
momentum all along the beam line. Up to 225GeV=c, the
front end of the beam line is operated with the same optics
as for the muon mode of the beam. At higher momenta a
different optics is used in the acceptance quadrupoles,
giving access to 280GeV=c. The beam optics is optimised
for momentum resolution. The beam is composed of a
(momentum dependent) mixture of pions, protons and
kaons. For the tagging of individual beam particles, a pair
of differential Cherenkov counters [12] (CEDAR) is
foreseen in the final section of the beam. The beam optics
is optimised to provide a wide and parallel beam as
required for the CEDAR counters, while delivering a
relatively small beam spot at the COMPASS target in the
experimental hall.
The parameters of the negative hadron beam for a

momentum of 190GeV=c are listed in Table 4. For positive
beams the proportions of the various particles change: at
190GeV=c the positive beam consists of 71.5% protons,
25.5% pions and 3.0% kaons. The maximum allowed
hadron flux is 108 particles per SPS cycle, limited by
radiation safety rules assuming less than 20% interaction
length material along the beam path.

3.5. Electron beam

On request a 40GeV=c tertiary electron beam can be
provided by selecting a 100GeV=c negative secondary
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Figure 2.3: The schematic view of Beam Momentum Station. (Adopted from [53])

2.3 Polarised Target and Hadron Absorber
In the COMPASS Drell–Yan measurement, two of most important components: a po-

larized target and a hadron absorber, which are both located at upstream of spectrometers.
The polarized target station is the most complex and important set-up in the COMPASS
experiment which bring the possibility for the measurement of transverse spin asymmetries.
And the hadron absorber station is a protector of spectrometers which possess a strong stop-
ping power on hadron showers from the beam-target interaction to prevent the damage on
detectors.

A sketch of the polarized target station is shown in Fig. 2.4. The polarized target station
consists two cells of polarizable solid-state ammonia (NH3) in a liquid helium (mixture of 10%
3He and 90% 4He) cooling bath, which are packed inside two separated cylindrical PCTFE
(PolyChloroTriFluoroEthylene2) made containers. The target cells are placed in the dilution
refrigerator (so-called polarized target cryostat) in order to stabilize the polarization of solid-
state NH3 cells with a low temperature (around 60 mK), which only the hydrogen protons are
polarizable. The polarization is achieved using the Dynamic Nucleon Polarization (DNP)
technique [55], The DNP technique transfers the polarization of electrons to the polarization
of nucleons since the electron possess higher magnetic moment and make it easier to polarize
than the nucleon.

The transferring of polarization from electron to nucleon is achieved by using high
intensity microwaves (about 70 GHz) to irradiate on the polarizable material in conditions of
low temperature and high homogeneous magnetic field (typically in several Tesla), so that the
proton spin will get parallel or anti-parallel to the magnetic field. This technique is possible to
polarize the hydrogen protons up to 90% polarization. The measurement of the polarization

2A special material with excellent resistance at low temperature which can minimized perturbation of the
polarization
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Figure 2.3: The polarised target system in 2015. The beam enters from the left-
hand side and its path is denoted as the fine dashed line. It passes through two
oppositely-polarised cells filled with polarised material (in yellow). The cells are
surrounded by the refrigerator mixing chamber (in cyan), microwave cavity for
the DNP (in orange), and by the magnet with its cryostat.

field. Combination of the two coils can be used in the frozen-spin mode to rotate
the polarisation from the longitudinal to transverse direction, or to rotate it by
180¶. Such operation is relatively fast (about 30 minutes) as compared to a DNP
polarisation reversal, which takes at least 24 h. This is a great advantage for runs
with longitudinally polarised target. For the transverse runs it is not possible
because the beamline would have to be re-adjusted in order to compensate the
e�ect of the reversed dipole field on the beam, and the DNP polarisation reversal
is a must.

Between 2011 and 2015 the magnet underwent a general refurbishment by
the CERN magnet team. Shorts on two shim coils were repaired and several
design weaknesses were addressed to improve safety and lower service costs. A
pulse tube cryocooler for cooling of thermal screens was added. The magnet
cryostat was instrumented by new temperature sensors and quench detection.
CERN UNICOS [113] is used for monitoring and control of the magnet. Apart from
a local terminal, the measured values are accessible via DIP service [114] over LAN
for the COMPASS detector control system (DCS) as well as for remotely-connected
magnet experts, if needed. The connectivity is illustrated in Fig. 2.5. [108]

2.2.2 The dilution cryostat
A diagram of operation of the 3He–4He dilution cryostat is shown in Fig. 2.4. The
cooling mechanism is based on di�erent properties of the two quantum liquids.

48

Figure 2.4: The sketch of the polarized target station. (Adopted from [54])

is done by using ten coils of Nuclear Magnetic Resonance (NMR) which were attached on
both of two PCTFE containers separately. A sketch of PCTFE containers and NMR coils is
shown in Fig. 2.5.

The COMPASS polarized target system consists of two magnetic field: One is a super-
conducting solenoid magnet with a high homogeneous magnetic field of 2.5 T, and another
is a superconducting dipole magnet with a 0.63 T filed in the transverse direction. The
solenoid magnet generates a longitudinal (parallel to the beam axis) field which is used for
DNP procedure. The dipole magnet generates a transverse (perpendicular to the beam axis)
direction field which is used for polarization rotation. During the polarization procedure, the
longitudinal polarization is achieved first with applying the solenoid magnet. The solenoid
magnet will be switched off and the target materials will be rapidly cooled in order to go
in the frozen-spin regime after reaching a desired polarization value. After the longitudinal
polarization is done, the transverse polarization is achieved by applying the dipole magnet
to rotate the polarization of target materials in the frozen-spin regime from longitudinal to
transverse direction. In order to hold the polarization in transverse direction, the dipole mag-
net keeps turning on during the physics data taking. On the other hand, the incident angle of
beam line is adjusted in order to compensate the deviation from magnetic field. During the
Drell–Yan measurement in years 2015 and 2018, two ammonia target cells with both 55 cm
long with a diameter 4 cm and a 20 cm gap between two cells were installed.

The hadron absorber is placed downstream of the polarized target region. It is mainly
used to reduce the high-rate secondary particle flux produced by the interaction of the pion
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Figure 2.5: PCTFE containers and NMR coils. (Adopted from [54])

beam in the target to access spectrometers in downstream. In the mean time, it also makes
possible a higher acceptable intensity of the incident pion beam. Consequently, a worse
vertex resolution suffering from the multiple scattering of produced muons with the heavy
materials in the hadron absorber..

The hadron absorber consists of one alumina (Al2O3) end-cap cone plug, one scintillator
plane and one stainless steel frame. The scintillator plane (also known as vertex detector)
was placed between end-cap cone plug and stainless steel frame. It was installed during the
year 2015 but removed in the year 2018. More details about vertex detector are available
in Section 2.4.1. Inside the stainless steel frame, a cylindrical aluminum (Al) block, six
cylindrical tungsten (W) plugs and several alumina blocks were installed. The cylindrical
aluminum block is 7 cm long with a diameter of 10 cm, placed along the beam line and
around 100 cm downstream of the NH3 target. The six cylindrical tungsten plugs are all 20
cm long but in varied diameters, which are 9.5, 9.5, 9.5, 9.5, 9 and 8.5 cm from upstream to
downstream, respectively. All of aluminum block and tungsten plugs are placed inside the
alumina blocks. A photo of the placement of polarized target and hadron absorber is shown
in Fig. 2.6.

2.4 Tracking Detectors
The COMPASS tracking system consists of many kinds of tracking stations extending the

entire spectrometers region. The tracking system has the wide acceptance from extremely
small polar angle to 165 mrad. Furthermore, the main stations can be divided into three
groups, base on different angular acceptance coverage: the very small area trackers, the small
area trackers and the large area trackers.

Each tracker usually consists at least two projection of wires (or scintillators) perpendic-
ular to the beam axis in order to reduce ambiguity. In the COMPASS detector convention,
the terms X-plane and Y-plane refer to the coordinate of wires in horizontal and vertical,
respectively. While the majority of detectors consist of more then two projections of wires,
the terms U-plane and V-plane are adopted for representing the coordinate of wires rotated
clockwise and anticlockwise, respectively, with respect to the x-axis.
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Polarized Target

Hadron absorber

Figure 2.6: The photo of the placement of polarized target and hadron absorber.

2.4.1 Very Small Area Trackers
The very small area trackers are used to measure the particle’s trajectories which are

extremely close to the beam axis (e.g. beam). These trackers consist two kinds of detectors:
the Scintillating Fibre (SciFi) detectors and Silicon Microstrip detectors. The detectors in
this area requires an excellent time resolution or spatial resolution in order to make a good
association3 between hits and tracks from the very high rate of incident beam particles.

The SciFi detectors consist five stations: FI01, FI15, FI04, FI03 and FI35 (in the order
of upstream to downstream). The size of the active area for each stations vary from 3.9× 3.9
cm2 to 5.4 × 5.4 cm2. A single station contains at least two or up to six projection of planes
depending on the station. Each projection of plane is made of the superposition of multiple4
staggered fibre layers. The diameter of the fibre is 0.5 mm, which lead to the spatial resolution
in 130 µm for all of SciFi detectors. The advantage of the SciFi detectors is the excellent time
resolution, which is 400 ps. A schematic view of fibre configuration of a SciFi coordinate
plane is shown in Fig. 2.7.

Among them, FI01, FI15, FI04 and FI03 detectors (so-called the Beam Telescopes)
are composed of two (X,Y), three (U,X,Y), three (X,Y, U) and three (X,Y, U)5 planes,
respectively. The beam telescopes are all located in front of the target region for the purpose
of beam measurement.

Additionally, one more SciFi detector FI35, namely vertex detector, is composed of six

3To identify hits belonging to the same track or not.
414 layers
5in the order of upstream to downstream



Tracking Detectors 31

planes of (U2, U1, Y2, Y1, X2, X1) projection. The vertex detector was placed between
the downstream of polarized target and the upstream of the hadron absorber. It was used to
improve the vertex resolution since the spatial resolution of track passing through the hadron
absorber is compromised6. Unfortunately, this detector suffered from huge occupancy of
background signal due to significant radiations from the hadron absorber. Consequently,
the information of the FI35 is not used for tracking reconstruction in 2015 Drell–Yan data
production, and also been removed from spectrometers during the 2018 Drell–Yan data
taking.

The silicon detectors consist of three stations. The size of the active area for each stations
is 5 × 7 cm2. The silicon detectors bring a fine time resolution of 2.5 ns but a excellent
spatial resolution of 10 µm. However, these detectors could not support long term radiation
exposure from a high-rate hadron beam. All of silicon detectors have been removed from the
Drell–Yan measurement.

reaction products in and very near the centre of the
primary beam.

As the hit rate can reach 3! 106=s per fibre in the centre
of the muon beam, hits can be assigned to the correspond-
ing track by time correlation only, whereas spatial
correlation would be far too ambiguous. Time correlation
is also used to link the incoming muon with the scattered
muon track, as well as with the trigger and the information
from the BMS.

For the muon program, a total of eight SciFi detector
stations are used. Two pairs of stations are placed
upstream (nos. 1, 2) and downstream (nos. 3, 4) of the
target, two more pairs upstream (nos. 5, 6) and down-
stream (nos. 7, 8) of the second spectrometer magnet
(SM2). The main parameters of the different stations are
given in Table 6. In total the eight SciFi stations make use
of more than 2500 PMT channels including about 8000
fibres. Details may be found in [29,30]. Each station
consists of at least two projections, one vertically (Y) and
one horizontally (X) sensitive. Three stations (nos. 3, 4, 6)
comprise an additional inclined ("45#) projection (U).

In order to provide a sufficient amount of photoelectrons
(at least about 20 per minimum ionising particle), several
layers of fibres are stacked for each projection, the fibre
axes of one layer being shifted with respect to the ones of
the next layer (see Fig. 8). The overlap of fibres is chosen
sufficiently large in order to avoid relying on the detection
of tracks with only grazing incidence of the particles. The
light output of a group of fibres lined up in beam direction
(labelled ‘‘column’’ in Fig. 8) is collected on one photon
detector (PD) channel. The number of fibres in one column
is seven for stations 1–4, six for station 5, and four for
stations 6–8, and is chosen to achieve the required time
resolution and at the same time minimise the amount of
material in the beam.

As fibre material we chose Kuraray SCSF-78MJ [31] for
all SciFi stations. The scintillation light is guided by clear
(not scintillating) fibres of lengths between 0:5 and 3m. It is
then detected by 16-channel multi-anode PMTs (MAPMT)
(Hamamatsu H6568 [32]) followed by fast leading edge
discriminators [33] and pipelined TDCs (see Section 8.3.3).

Stations 1–4 have an r.m.s. spatial resolution of 130 mm,
station 5 of 170mm and stations 6–8 of 210mm, with local

variations which are consistent with fluctuations of the
order of 10% of the fibre diameter. The intrinsic detection
efficiency of the SciFi stations was measured to be X99%.
Due to occupancy in the readout in the high intensity
region the efficiency is slightly lower, varying between 96%
and 99% for the various stations.
The obtained time resolution using one plane is nearly

constant for all channels. R.m.s. values between 350 and
450 ps were obtained for the central regions of the various
planes. This can be seen from Fig. 9, where the profile of
the intensity distribution in the beam region measured by
one SciFi plane is shown together with the obtained time
resolution. The time resolution across the plane shows a
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Table 6
Parameters of SciFi stations in COMPASS

No. Proj. # of layers Size (cm2) Fibre f (mm) Pitch (mm) # of ch. Thickness (% X 0)

1,2 X ;Y 14 3:92; 3:92 0.5 0.41 96; 96 1.64

3,4 X ;Y ;U 14 5:32; 5:32; 5:32 0.5 0.41 128; 128; 128 2.46

5 X ;Y 12 8:42; 8:42 0.75 0.52 160; 160 2.1

6 X ;Y ;U 8 10:02; 10:02; 12:32 1.0 0.70 143; 143; 176 2.79

7 X ;Y 8 10:02; 10:02 1.0 0.70 143; 143 1.86

8 X ;Y 8 12:32; 12:32 1.0 0.70 176; 176 1.86

Column 3 specifies the number of fibre layers per projection, columns 4 and 7 give the size of the square active area and the number of channels for each
projection, respectively. Column 8 lists the thickness of the respective station in units of radiation lengths (X 0).

Beam

Column

Layer

Fig. 8. Fibre configuration of a SciFi plane (the actual number of fibre
layers per plane is 8, 12 or 14, depending on the station).
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Fig. 9. Time resolution (r.m.s.) of a single SciFi Y plane across the beam
region (triangles) together with the beam profile (histogram).
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Figure 2.7: Schematic of fibre configuration of a SciFi plane. (Adopted from [51])

2.4.2 Small Area Trackers
The small area trackers are used tomeasure the particle’s trajectories at small angle. These

trackers consist of two kinds of detectors: the Micro-mesh Gaseous Structure (MicroMegas)
detectors and Gas Electron Multipliers (GEMs) detectors, which are all gaseous detectors.
The detectors in this area cover a tracking region from 8 mrad to 45 mrad.

TheMicroMegas detectors consist of three stations: MP01, MP02 andMP03 (in the order
of upstream to downstream). Each stations is composed of four (V, U, X,Y) planes,which
are all located in between the downstream of hadron absorber and the first dipole magnet
(SM1). The MicroMegas detector’s volume can be decomposed into a conversion gap and an
amplification gap separated by a metallic micro-mesh. The resulting primary electrons from
the process of ionization drift to the mesh when a particle passing through the conversion gap,
and a huge number of electron/ion pairs from an avalanche are produced after the primary
electrons drift to the amplification gap possessing a higher field. The principle of operation
of the MicroMegas detectors is demonstrated in Fig. 2.8.

Electron/ion can drift over a maximum distance of 100 µm the spatial resolution of
MicroMegas detectors is around 100 µm. A good time resolution is achieved in 9 ns

6Due to the multiple scattering effect.
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and an amplification gap where a higher field (here
50 kV=cm over 100 mm) produces an avalanche which
results in a large number of electron/ion pairs (see
Fig. 14). The field configuration near the mesh is such that
most of the ions from the avalanche are captured by the
mesh and do not drift back into the conversion gap.
Consequently the ions drift over a maximum distance of
100mm and the width of the signal induced by the ions
cannot exceed the drift time over that distance, that is
about 100 ns. The fast evacuation of positive ions
combined with the reduced transverse diffusion of the
electrons and the high granularity of the detector result in a
high rate capability.

The gas mixture used is Ne=C2H6=CF4 (80/10/10),
optimised for good time resolution. In addition, it
minimises the discharge rate to 0:03 discharges per detector
and per beam spill [40].

The detector has an active area of 40! 40 cm2 and a
central dead zone of 5 cm in diameter. The strip pitch is
360mm for the central part of the detector (512 strips), and
420mm for the outer part (2! 256 strips). In order to
minimise the amount of material inside the acceptance of
the spectrometer, the readout printed circuit boards (PCB)
are positioned 35 cm further away by extending the readout
strips outside the active area (see Fig. 15). The thickness of
one detector plane in the active area is about 0:3% of a
radiation length.

The Micromegas are assembled in doublets of two
identical detectors mounted back-to-back, and rotated by
90" with respect to one another, so that a doublet measures
two orthogonal coordinates. Fig. 15 shows a UV doublet
(strips at þ45" in U-plane, and at $45" in V-plane).

A digital readout based on the custom-made SFE16 chip
[41] is used. The chip, a 16-channel low-noise (ENC 900 e$

at 68 pF) charge preamplifier-filter-discriminator, was
designed in order to stand high counting rates (up to
200 kHz=channel). The time window of the chip is 220 ns
for typical experimental conditions. Its peaking time of

85 ns is matched to the signal rise time for a 100mm
amplification gap with the present gas mixture. The SFE16
chips are connected via LVDS links to F1-TDC chips in
multi-hit mode (see Section 8.3.3). Both the leading and
trailing edge times of the analogue signal are recorded. On
the one hand, the weighted average of these two measure-
ments yields an improved determination of the mean time
by correcting for the walk. The signal amplitude, on the
other hand, can be determined indirectly from the time
over threshold, i.e. from the time difference of the two
measurements.
In COMPASS, the Micromegas see an integrated flux of

30MHz, reaching 450 kHz=cm2 close to the dead zone. The
time resolution, the efficiency and the position resolution
have been measured in COMPASS nominal data taking
conditions of 4! 107 m=s scattered on the one radiation
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Fig. 14. Principle of a Micromegas detector.
Fig. 15. A Micromegas doublet (U and V projections) in the COMPASS
experiment. The active zone is the 40! 40 cm2 internal square (1). Strips
are extended (2) in order to keep the front-end electronics (3) outside the
acceptance of the spectrometer.
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Figure 2.8: Operation principle of the MicroMegas detectors. (Adopted from [53])

by the optimised gas mixture: Ne(80%)/C2H6(10%)/CF4(10%). The size of the active
area for each stations is 40 × 40 cm2, with a central dead zone of 5 cm in diameter. In
the Drell–Yan measurement, all the MicroMegas detectors were upgraded by installing the
pixelized MicroMegas detector in central dead zone (Fig. 2.9). However, these pixelized
MicroMegas detectors are not important for the Drell–Yan measurement because of too
small angle coverage.

The GEMs detectors consist of eleven stations: from GM01 to GM11 (in the order of
upstream to downstream). Each stations are composed of four (U, V, Y, X) planes. The
GEMs detectors are widely distributed from the end of SM1 magnet until the end of the
spectrometers. A single GEM detector’s volume can be decomposed into three of 50µm thin
Polyimide foils distributed by a large number of micro-holes (about 104/cm2) with applying a
potential difference of several 100V across the foil. Similar to theMicroMegas detector, when
a particle passes through the GEMs detectors volume, avalanche multiplication of primary
electrons drifts into the holes and then goes to the next foil up to the readout electronic. The
principle of operation of the GEMs detectors is demonstrated in Fig. 2.10. The size of the
active area for each stations is 31×31 cm2, with a central deactivated area of 5 cm in diameter.
The central area is deactivated during the normal high-intensity physics run in order to avoid
too high rate of muon with small angle7. This area can be activated during the alignment run
in order to increase the statistics by using beam track. The average time resolution is 12 ns
and the average spatial resolution is about 70 µm for the GEMs detectors. Additionally, there
are two more pixelized GEMs detectors: GP02 and GP03 in the spectrometers. But they are
not important for the Drell–Yan measurement because of too small angle coverage.

7Usually the beam decay muon
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Figure 73: Board design of the pixelised Micromegas.
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Figure 74: Discharge rates per incident hadron for standard Micromegas and Micromegas
with an added GEM foil.

with the images of lower-momentum particles is read out by a system [188] based on
the APV chip [189]. The Cherenkov images produced by the high-momentum particles
are detected in the central photon detection area (25% of the surface), a region highly
populated by uncorrelated background images. This region is instrumented with a fast
detection system based on MultiAnode PhotoMultiplier Tubes (MAPMT) [183, 184] cou-
pled to individual telescopes of fused silica lenses (a prismatic field lens followed by a
concentrator lens) to enlarge the e↵ective active area of the photon detectors. The e↵ec-
tive pad size, resulting from the MAPMT pixel size and the lens telescope magnification
is about 12 ⇥ 12 mm2. Presently the resolution on the measured Cherenkov angle for
particles with � ! 1 is 0.3 mrad for the central photon-detection area and 0.9 mrad for
the peripheral area.

The MWPCs in operation for RICH-1 are examples of the first generation of gaseous
photon detector with a solid state photoconverter. In spite of the remarkable success of
proving that solid state photoconverters can operate in gaseous atmospheres, MWPCs

113

Figure 2.9: The board design of the pixelized MicroMegas. (Adopted from [57])

length target, i.e. 100–200 kHz per strip, in the fringe fields
of the target solenoid and the first dipole. The obtained
mean time resolution is 9:3 ns, as shown in Fig. 16. Only
signals within a time window of !50 ns are used to combine
adjacent hits into clusters. The average cluster size is 2:6 for
the strips with 360mm pitch.

The average efficiency of all Micromegas detectors was
determined using charged particle tracks reconstructed in
at least 20 planes of the spectrometer. It reaches 97% at
nominal beam intensity.

To evaluate the spatial resolution, incident tracks are
reconstructed using the hits in 11 Micromegas, and the
residuals in the 12th one are calculated. Fig. 17 shows the
distribution of residuals for the full active area of one
Micromegas detector. Deconvoluting the precision of the
track, we obtain a spatial resolution of 90mm, averaged
over all Micromegas detectors at nominal beam intensity.
Their position within the spectrometer between the target
solenoid and the first spectrometer dipole implies that they
operate in the fringe field of both magnets, which exerts a
Lorentz force on the drifting electrons. Tracks detected in
the Micromegas cover angles up to 70mrad.

During the COMPASS data taking period 2002–2004 a
total charge of 1mC=mm2 was accumulated in the sensitive
region closest to the beam. The mean amplitude of the
signals was continuously monitored for all detectors. No
variation of amplitude (and thus of gain) was observed
between the beginning and the end of the period. We
conclude that no ageing has been observed and that the
detector is robust and stable.

5.2.2. GEM detectors
COMPASS is the first high-luminosity particle physics

experiment to employ gaseous micropattern detectors with
amplification in GEM [42] foils only. The GEM consists of
a 50 mm thin Polyimide foil (APICALs AV [43]) with Cu

cladding on both sides, into which a large number of
micro-holes (about 104=cm2, diameter 70mm) has been
chemically etched using photolithographic techniques.
Upon application of a potential difference of several
100V across the foil, avalanche multiplication of primary
electrons drifting into the holes is achieved when the foil is
inserted between parallel plate electrodes of a gas-filled
chamber. Suitable electric fields extract the electrons from
the holes on the other side of the foil and guide them to the
next amplification stage or to the readout anode. The insert
in Fig. 18 depicts the electric field lines in the vicinity of a
GEM hole for typical voltage settings.
As shown in Fig. 18, the COMPASS GEM detectors

consist of three GEM amplification stages, stacked on top
of each other, and separated by thin spacer grids of 2mm
height [44]. This scheme, developed for COMPASS
together with a number of additional features as segmented
GEM foils and asymmetric gain sharing between the three
foils, guarantees a safe and stable operation without
electrical discharges in a high-intensity particle beam
[45–47], and has been adopted by various other experi-
ments [48,49]. The detectors are operated in an Ar/CO2

(70/30) gas mixture, chosen for its convenient features such
as large drift velocity, low diffusion, non-flammability, and
non-polymerising properties.
The electron cloud emerging from the last GEM induces

a fast signal on the readout anode, which is segmented in
two sets of 768 strips with a pitch of 400mm each,
perpendicular to each other and separated by a thin
insulating layer, as shown in Fig. 19. For each particle
trajectory one detector consequently records two projec-
tions of the track with highly correlated amplitudes, a
feature which significantly reduces ambiguities in multi-hit
events [50].
The active area of each GEM detector is 31" 31 cm2.

The central region with a diameter of 5 cm is deactivated
during normal high-intensity physics runs by lowering the
potential difference across the last GEM foil in order to
avoid too high occupancies on the central strips. At beam
intensities below 2" 107=spill this area can be activated
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Fig. 17. Distribution of residuals of a Micromegas detector at high
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Fig. 18. Schematic cross-section of a triple GEM detector. The insert
shows the electric field configuration for typical GEM voltages.
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Figure 2.10: The principle of operation of the GEMs detectors. (Adopted from [53])
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2.4.3 Large Area Trackers

The large area trackers are used to measure the particle’s trajectories at large angle. The
central part of each detectors in this area has been deactivated (dead zone) which is covered
by the small area trackers. The advantage of detectors in large area is the largest active area
covering a track region up to 180 mrad. Consequently, the worse time and spatial resolution
are for these detectors compared to the small area trackers. These trackers consist five kinds
of detectors: the Drift Chambers (DCs), the Straw Tube Chambers (Straws), the Multi-Wire
Proportional Chambers (MWPCs), the large area drift chambers (W45) and the RichWall
(RW), which are all gaseous detectors.

The DCs consist of four stations: DC00, DC01, DC04 and DC05 (in the order of upstream
to downstream). DC00 and DC01 are located at upstream of SM1 magnet while DC04 and
DC05 are located at downstream of SM1 magnet. The size of the active area for DC01 and
DC01 is 180 × 127 cm2, which compose of four pairs (Y1, Y2, X1, X2, U1, U2, V1, V2) of
projection planes, respectively. The larger active area 248 × 208 cm2 for DC04 and DC05
has achieved, which compose of four pairs (U2, U1, V2, V1, X2, X1, Y2, Y1) of projection
planes, respectively. The purpose of the double planes for each projection is to avoid tracking
ambiguities. These DCs hold a 30 cm in diameter large dead zone (so-called beam killer) in
the central region which are deactivated during the normal physics runs and activated only
during the alignment runs, since DCs cannot sustain high rate of charged particles which
are usually distributed in small angle region. Each plane is decomposed with a set of 20
µm radius sensitive wires and 100 µm radius potential wires, which equally and alternately
distributed in space. Those wires are enclosed in between two cathode foils with a gas gap
of 8 mm. The principle of operation of the DCs detectors is demonstrated in Fig. 2.11. The
spatial resolution of DCs is around 300 µm. The DCs are the very important detectors (with
high resolution and efficiency) for tracking particles in the upstream of SM1 magnet since
the total particle flux in this region is much higher compared to the downstream side of SM1
magnet due to the low energy background which is bent away by the magnet.

The Straws detectors are made of tubes where a gold plated tungsten anode wire is located
in the center of tube and attracts the electrons from ionization. The Straws detectors consist of
two stations: ST03 and ST05, which are located in the SAS region. The ST05 detectors was
not used for the tracking purpose but remained in the spectrometers during 2015 Drell–Yan
data taking, finally was removed during 2015 Drell–Yan data taking. The ST03 detector is
composed of six (X1, Y1, U, V, Y2, X2) planes, here U and V projection are rotated by
−10◦ and +10◦ with respect to x axis, respectively. The size of the active area for Y-, U- and
V-projection planes is 323 × 272 cm2, while for X-projection plane is 350 × 243 cm2. Each
plane includes a dead zone in the central region with a size of 20 × 20 cm2. The schematic
view of the Straw detector is shown in Fig. 2.12. The spatial resolution of Straws detectors
is around 450 µm. The Straws detectors are mainly used for tracking of charged particles
produced at large scattering angles downstream of the SM1 magnet.

The MWPCs detectors consist of fourteen stations: PA (7 stations), PS (1 station) and PB
(6 stations), distributed along the spectrometers in both LAS and SAS region. There are three
different type of MWPCs detectors are used: type-A (PA), type-A∗ (PS) and type-B (PB).
The size of the active area for type-A and type-A∗ stations is 520× 260 cm2, while for type-B
stations with the smaller size of the active area 178×90 cm2. The type-A station is composed
of three (U, X, V) projection planes, here U and V projection are rotated by +10◦ and −10◦
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minimum ionising particle, the hit time can be determined
from ratios of the three measured amplitudes. With this
method, an average time resolution of 12 ns was found for
the GEM detectors in the high intensity muon beam [50], as
can be seen from Fig. 21.

In total, 11 GEM detector stations, i.e. 22 detectors, are
installed in COMPASS. Out of these, seven were opera-
tional from 2001 on, three stations were added in 2002, and
one additional station was added for the 2004 run.
Depending on the position in the spectrometer, particle
rates as high as 25 kHz=mm2 are observed close to the
central inactive area, equivalent to a total collected charge
since 2002 of more than 2mC=mm2. Despite of this high-
radiation environment, no degradation of performance has
been observed. Laboratory tests, in which a total charge of
7mC=mm2 was collected using Cu X-rays without loss of
gain [51], show that the GEM detectors will operate
reliably well beyond the second phase of COMPASS,
which started in 2006.

5.3. Large area trackers

5.3.1. Drift chambers
Three identical DCs are installed in COMPASS. Their

design was optimised for operation upstream of the first
dipole magnet (SM1), where the total particle flux through
the chamber is higher by almost a factor of three compared
to the downstream side due to the low-energy background
which is bent away by the magnet. One DC is installed
upstream, and two DCs downstream of the SM1 magnet.
All three DCs have an active area of 180! 127 cm2, fully
covering the acceptance of the SMC target magnet
upstream as well as downstream of SM1.

Each DC consists of eight layers of wires with four
different inclinations: vertical (X), horizontal (Y) and tilted
by 20"ðUÞ and %20"ðV Þ with respect to the vertical

direction. The tilt angle and the ordering of planes (XYUV
along the beam) was chosen in order to minimise the
number of fake tracks during the reconstruction.
Each layer of wires consists of 176 sensitive wires of

20mm diameter, alternated with a total of 177 potential
wires with 100mm diameter, and is enclosed by two Mylars

[52] cathode foils of 25mm thickness, coated with about
10mm of graphite, defining a gas gap of 8mm extent. Two
consecutive layers of the same inclination are staggered by
3:5mm (half a drift cell) in order to solve left–right
ambiguities. During operation of the chamber the cathode
foils, the sensitive wires and the potential wires are kept at
around %1700, 0 and %1700V, respectively. The total
material budget of each detector (eight layers) along the
beam path, including the gas mixture, is 0:32% of a
radiation length.
Drift cell boundaries (Fig. 22) are defined by the cathode

foils, normal to the beam direction, and by two potential
wires separated by 7mm. The choice of a small drift cell
size ð8! 7mm2Þ was triggered by counting rate considera-
tions. Smaller drift cells decrease the incident flux per cell
and reduce the electron drift time. The reduced drift time
has an additional advantage: it allows the use of a shorter
time window and consequently minimises the number of
uncorrelated particles.
Fig. 23 shows that the hit rate per wire at a distance of

15 cm from the beam reaches 800 kHz upstream of SM1.
Downstream of SM1, the maximum hit rate per wire is
reduced to 300 kHz. In order to avoid even higher rates
near the beam a central dead zone of 30 cm diameter was
implemented for all layers. As a segmented part of the
whole cathode foil, this dead zone has an independent high
voltage (HV) supply. During standard data taking the
central zone is deactivated by keeping the HV supply at low
enough voltage, so that the local efficiency vanishes. For
alignment purposes at low beam intensity, the dead zone is
activated by setting the HV to the nominal value of the
potential wires ð%1700VÞ.
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Fig. 22. Drift cell geometry of the COMPASS drift chambers.
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Figure 2.11: The principle of operation of the Drift Chamber. (Adopted from [53])

field, limiting the Lorentz effect to a few mm only. The
resulting resolution of one DC (eight wire layers) for the
horizontal coordinate (bending direction of the dipole) is
110mm, while it is 170 mm for the vertical coordinate.

5.3.2. Straw tube chambers
Straw drift tube [54] are used for the tracking of charged

particles produced at large scattering angles ð152200mradÞ
downstream of the first spectrometer magnet (SM1).

The straw tubes are made of two layers of thin plastic
films. The inner layer consists of a carbon loaded Kaptons

160 XC 370 [52] foil with a thickness of 40mm. It is glued
onto the second layer, an aluminised Kaptons foil of
12mm thickness. The anode wires are made of gold-plated
tungsten with 30 mm diameter. They are centred in the
straw tubes by two end-plugs and four small plastic
spacers, which are positioned at intervals of about 60 cm
along each tube. The counting gas is supplied through the
end-plugs and a gas-manifold, which is integrated into the
aluminium frame construction.

In total 12 440 straw tubes are assembled into 15
detectors. To resolve left–right ambiguities of a particle
trajectory, each detector consists of two staggered layers of
straws, which are glued together and mounted onto an
aluminium frame for mechanical stability. Each detector
has an active area of about 9m2 and is divided into three
sections. Fig. 26 shows a schematic view of a detector
(type X). The central part (Section B, see Fig. 26), being
closer to the beam axis, is exposed to higher rates. This part
is made of 190 long and 64 short straws per layer, all with
an outer diameter of 6:14mm, forming a central dead zone
of about 20# 20 cm2. It has a rectangular hole without
material of about 20# 10 cm2 for the beam. The outer two
parts (Sections A and C) each have 96 straws with 9:65mm
outer diameter. The chosen diameters are a compromise
between minimising the number of channels and produc-
tion cost, and keeping the occupancy in each tube below
2% at maximum beam rates. As a fast counting gas a
mixture of Ar/CO2/CF4 (74/6/20) is used. The straw tubes

are operated at a HV of 1950V, corresponding to a gain of
6# 104.
In order to measure three projections of a particle

trajectory, one station consists of three detectors, one with
vertical, one with horizontal and one with inclined straw
tubes. The detectors with inclined straws are rotated by 10$

with respect to the vertical ones. The detectors with vertical
and inclined straws are of the same type (called type X ),
while the ones with horizontal straws have a slightly
different geometry (type Y ). The exact dimensions of both
types are given in Table 7.
The thickness of one detector along the beam direction is

40mm. The amount of material in the active part of the
detector was minimised with respect to scattering and
secondary interactions, and corresponds to 0:2% of a
radiation length for one detector, not taking into account
the detector gas.
The length of a COMPASS straw tube increases with

increasing humidity. The relative elongation was measured
to be about 3# 10%5 for a humidity change of 1% [54],
resulting in increased tension on the frame or, even worse,
in a bending of straws. In order to keep the humidity
constant, each straw station is surrounded by a protective
gas volume of N2 gas, enclosed by 12mm thin Mylars [52]
foils which are aluminised on both sides.
The mechanical precision of wires averaged over all

detectors was determined to be 170mm (r.m.s.) by
measuring the coordinates of the wires at all spacer and
end-plug positions with a triple stereo imaging X-ray
scanner [55]. The deviation of the wire with respect to its
nominal position is then used in the offline data analysis as
a correction to the measured coordinate, reducing the
uncertainty of the mechanical wire position to 60mm.
The electrical connections to the anode wires are fed

through the gas tight volume by connecting boards. The
straws are read out on the bottom side only, while they are
terminated on the top side by termination boards. The
signals of the straws are amplified and discriminated by the
ASD8-B chip, already described in Section 5.3.1, and
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Figure 2.12: The schematic view of the Straw detector. (Adopted from [53])
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with respect to x axis, respectively. A dead zone of 16-22 mm in diameter at central region is
also introduced in each station, depending on the position of the MWPCs detectors along the
beam axis. The type-A∗ station is composed of four (Y, U, X, V) projection planes, which
are similar to type-A but added with an extra Y-projection plane in the upstream. Finally,
the type-B station is composed of either two (X, U) or one (V) projection plane. The spatial
resolution of MWPCs detectors is around 600 µm. The MWPCs detectors are mainly used
for tracking of charged particles at large radial distances to the beam axis.

TheW45 detectors consist of six stations: from DW01 to DW06 (in the order of upstream
to downstream), which are all located in the SAS region. Each stations are composed of two
pairs of projection planes, which the direction of projection planes depending on the station:
XY-type (X1, X2, Y1, Y2), XY-type (X1, X2, Y1, Y2), VY-type (V1, V2, Y1, Y2), YU-type
(Y1, Y2, U1, U2), XV-type (X1, X2, V1, V2) and UX-type (U1, U2, X1, X2), respectively.
The size of the active area for each W45 detectors is 178× 120 cm2, with a central dead zone
of 50 cm or 100 cm in diameter. The spatial resolution of W45 detectors is around 1500
µm. The W45 detectors are mainly used for tracking of charged particles deflected by a large
angle in the SAS region.

The RW consists of two stations: DR01 and DR02, which are located at the downstream
of RICH detector (described in Section 2.5.1). Each stations are composed of four (X1, X2,
Y1,Y2) projection planes. The size of the active area for each RW detectors is 527×391 cm2,
with a central dead zone of 102 × 51 cm2. Each plane is made by Mini Drift Tubes (MDT)
modules, which is composed of an eight-cell aluminium comb made with a wall thickness
of 0.44 mm and covered by a 0.15 mm thick stainless steel foil on the top. A sketch of a
single MDT module is shown in Fig. 2.13. The RW detectors are mainly used to improve the
tracking accuracy at downstream of RICH detector.

good spatial resolution. Full efficiency is reached for gain values
close to 104, corresponding to HV settings of approximately
1750 V.

The read-out electronics of the detector is identical to the electro-
nics used for the already installed DC trackers. A single front-end card
with 64 channels consists of eight pre-amplifier/amplifier/discrimina-
tor chips [21], called the ASD8. Each ASD8 card is connected to a 64-
channel F1-TDC board. The thresholds on the ASD8 card are remotely
controlled. The nominal threshold is set at values between 0.8 V and
1.1 V, or between 25,000 and 34,000 electrons.

Due to its large size, the components of the DC4 tracker are
sensitive to the temperature variations in the hall. The thermal
expansion or contraction of the DC4 aluminium frame may alter
the nominal wire tension and degrade the detector performances.
In order to minimise such effects, a specific cooling system was
installed. The system consists of copper pipes running on both
sides of the detector frame. The copper pipes are part of a closed
secondary circuit filled with demineralised water and maintained
at constant temperature. Several probes, which are installed at
various locations, continuously measure the actual detector tem-
perature. The cooling system limits the temperature variation of
the frame to within 2 K.

The efficiencies of the eight DC4 planes were measured at nominal
running conditions (a hadron beam intensity of 5! 106=s). They were
found to be in the range of 95–97%. Fig. 32 shows the efficiency of the
first vertical plane (Y1) of the DC4 chamber.

The spatial resolution of the DC4 drift chamber planes is det-
ermined by taking advantage of the staggered layers with the same
orientation (doublet). The difference between the positions of the
hits in the two planes, x1 and x2 of a doublet (double residual, or
DR), is independent of the track uncertainty associated with the

other planes or detectors. It includes a correctionΔx12ðθtrackÞ, which
accounts for a non-perpendicular incidence of the track, i.e. a
position shift when going from one plane to another. The distance
between two planes being 8 mm, this correction is small. The
double residual is therefore DR¼ x1%x2%Δx12ðθtrackÞ. Fig. 33 shows
the double residual distribution for the X-doublet of DC4, measured
under nominal beam conditions. Except for a shift of half a drift-cell
length, the two layers have identical characteristics; therefore the
resulting DR resolution is σ2

DR ¼ σ2
x1 þσ2

x2 ¼ 2σ2
x . The position resolu-

tion for a single DC4 plane is consequently σx ¼ 226 μm. This result
is obtained in the central region of the detector, which corresponds
to about one-tenth of the total detector area.

5.5. Rich Wall

The Rich Wall detector is a large-area tracker that is positioned
between RICH-1 and ECAL1. The detector was built to improve the
tracking accuracy at large angles (150oθo300 mrad) downstream
of RICH-1. The additional track points measured by the detector
provide a better determination of large-angle particle trajectories
through RICH-1 and, as a consequence, improve the accuracy of
Cherenkov ring reconstruction.

The detector has dimensions of 5:27! 3:91 m2 with a central hole
of 1:02! 0:51 m2. It consists of eight planes of mini drift tubes (MDT)
made up of MDT modules. An MDT module consists of an eight-cell
aluminium comb extrusionwith awall thickness of 0.44 mm, which is
covered on the top by a 0.15 mm thick stainless steel foil. Gold-plated
tungstenwires of 50 μm diameter are strung in the centre of the cells.
The wire pitch is 10 mm. A Noryls plastic envelope with a thickness
of around 1mm encapsulates the module. The wires are thermally
glued to polyethylene plastic spacers (not shown in Fig. 34) at equal
distances of 1 m along the length of the MDT to provide electrostatic
stability. A sketch of one MDT module is shown in Fig. 34.

Fig. 35 shows a front view of an X-plane. It consists of 2!25
long MDT modules (length 3910 mm), and 2!12 short modules
(length 1700 mm) above and below the central hole. Similarly, a
Y-plane comprises 2!20 long MDT modules (length 5270 mm),
and 2!6 short modules (length 2125 mm). The eight MDT planes
are arranged in four groups of two planes each, i.e. two X- or two
Y-planes. The two planes within one group are staggered by
2.5 mm. Each group is mounted onto an aluminium frame.

The readout electronics consists of front-end (FE) cards fixed on
the detector frame and digital (DG) cards plugged into the FE
cards. The FE cards are connected to the MDT signal wires via short
shielded cables. Each FE card houses 16 MAD4 chips [22], a thr-
eshold digital-to-analog converter (DAC), a test-pulse gener-
ation circuit, power-supply filters and regulators. The FE card is
connected to the DG cards through a high-speed card edge
connector. The DG card houses eight F1 TDC [23] chips, a high-
speed (40 MHz) HOTLink chip, and initialisation circuits. The card
reads out 64 TDC channels in parallel. Two 8-bit Analog Devices
DAC8841 chips per DG card are used to independently set the
threshold of each MAD4 chip (common threshold for four chan-
nels) and a third one is used to generate a variable-charge test
pulse. The readout chain shown in Fig. 36 is completed with FPGA-
based HotGeSiCA cards (see Section 8.1) programmed in two diff-
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Figure 2.13: The sketch of a single Mini Drift Tube module. (Adopted from [51])

2.5 Particle Identification

For the purpose of identifying different type of particles passing through spectrometers
region, the COMPASS particle identification (PID) system includes three kinds of detectors:
The Ring Imaging Cherenkov (RICH) detector, the calorimeters and the muon identification
detector systems. A detailed description of these detectors is referred to Ref. [53].
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2.5.1 Ring Imaging Cherenkov Detector
The Ring Imaging Cherenkov detector is used to identify different outgoing hadrons (e.g.

pions, kaons and protons) in certain momentum range8 which base on the Cherenkov effect:
a particle in the medium emits photons if particle travels faster then the speed of the light
in that medium. The emitted photons are reflected by two spherical mirrors to the photon
detectors sitting outside of the LAS geometrical acceptance. The principle of the RICH
detector and its schematic view are shown in Fig. 2.14.

In the Drell–Yan measurement, the usage of RICH detector is limited because the muon
is the dominate particle in the spectrometers. So the RICH detector only provides additional
time information for the track reconstruction.

radiator gas transparent in the VUV domain, fills the
vessel with the radiator gas and recovers it in the storage
tank.

The gas in the vessel must be kept in well controlled
relative pressure conditions in order to avoid damages to
the two thin vessel walls in the acceptance region, and to
avoid mechanical deformation of the vessel itself, which
can be transferred to the mirror wall. The vessel pressure is
kept constant within 1 Pa over months of operation, while
the maximum allowed variations are an order of magnitude
larger.

The radiator transparency in the light wavelength region
between 160 and 200 nm is essential for RICH-1 operation,
as it influences directly the number of photons observed per
ring. The commercially available C4F10 material is fully
opaque in the VUV domain, as it contains VUV absorbing
impurities [60]; a cleaning procedure is then mandatory
before the insertion of the gas in the RICH vessel. Cleaning
has been performed in liquid phase up to year 2001 and in
gas phase later, with typical material losses related to the
cleaning procedure of around 20%. The gas is also
constantly filtered from water vapour and oxygen con-
taminations during operation. This is done by continuously
circulating the gas in a closed loop circuit through a Cu
catalyst at ! 40 "C to remove oxygen and through a 5A
molecular sieve at ! 15 "C to trap the water vapour traces.
As a result, water vapour traces below 1 ppm and O2 below
3 ppm are routinely obtained.

The VUV light transmission is measured online using
two complementary systems. A dedicated setup performs
an integral measurement over the range from 160 to 210 nm
using a UV lamp and a solar-blind photomultiplier. A
system based on the use of a UV lamp and a mono-
chromator measures the transmission as a function of the
light wavelength in the VUV range of interest. Good
transparency of the gas radiator, stable over months, was
achieved from 2003. Fig. 35 shows a typical transmission
curve in the VUV domain, with the main contributions to
the VUV light absorption: Rayleigh scattering, O2 and
H2O.

6.1.2. RICH-1 mirror system
The RICH-1 optical system [61] consists of two VUV

reflecting spherical surfaces of total area larger than 21m2

and a radius of curvature of 6600mm. It was designed to
focus the images outside the spectrometer acceptance on
the PD. The surface of the plane PD is a rough
approximation of the spherical focal surface. The two
mirror surfaces are a mosaic type composition of 116
spherical mirror units: 68 of them are regular hexagons
with a side length of 261mm, the other 48 are pentagons
with six different sizes. The clearance left between adjacent
mirrors results in a 4% loss of reflecting surface. This
optical arrangement, coupled to the 3m long radiator,
results in a geometrical aberration of 0:32mrad for images
produced by particles incident at angles of a few mrad, and
increasing for particles incident at larger angles.
The mirror substrate is a borosilicate glass, 7mm thick,

corresponding to about 5.5% of a radiation length. All
individual substrate pieces have been characterised by
measuring the radius of curvature and the diameter of the
image of a point-like source. The roughness of the polished
surfaces has been measured by sampling. Good reflectance
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Figure 2.14: The principle and schematic view of the RICH detector. (Adopted from [53])

2.5.2 Calorimeters
The calorimeters are mainly used to measure the energy of particles. There are two

kinds of calorimeters: electromagnetic calorimeters (ECALs) and hadronic calorimeters
(HCALs). Individually, the electromagnetic calorimeters aremainly formeasuring the energy
of electromagnetic showers and the hadronic calorimeters are for measuring hadrons. There
are two electromagnetic calorimeters (ECAL1 and ECAL2) and two hadronic calorimeters
(HCAL1 and HCAL2) in the spectrometers.

ECAL1 and HCAL1 are located in the LAS region and ECAL2 and HCAL2 are located
in the SAS region, respectively. The ECALs are made of lead glass modules which produce
electromagnetic showers when photons or electrons passing through. The intensity of light
signal emitted by electromagnetic showers is proportional to the energy of particle.

8From 5 to 50 GeV/c
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HCALs are of modular structure: each module is made of alternating iron layers and
scintillator plates. A shower of secondary particles is generated in iron layer when a hadron
passes through. Furthermore, a light signal will be produced in the scintillator plate propor-
tional to the deposited energy. The hadrons with energy in the range 10-100 GeV/c will be
almost absorbed in HCALs.

2.5.3 Muon Identification

The muon identification is based on the measurement of track which passes through
significant amount of materials. There are two muon identification detector systems (so-
called muon filtering system) covering the LAS and the SAS region in the spectrometers,
respectively. Each system consists of one hadron absorber wall (so-called muon filter) and
two sets of tracking stations: The muon filtering system in the LAS region consists a 60 cm
thick iron absorber wall (Muon Filter 1) between two separated muon wall stations (MW1).
The muon filtering system in the SAS region consists a 2.4 m thick concrete absorber wall
(Muon Filter 2) followed by twomuonwall stations (MW2). Themuon filters are used to filter
out hadrons and particles and the muon walls are used for tracking purpose. A segmented
side view of MW1 is shown in Fig. 2.15.

In addition, a third muon filter (Muon Filter 3) made of 60 cm iron absorber is used
and located near the end of the spectrometers. Muon Filter 3 covers the central part where
there are holes in both the previous muon filters, corresponding to very small angle of muon
scattering.

single plane efficiencies of about 1% diminishes to 0.2%
when using the whole MW1 system with at least five (out of
eight) points for a track.

6.2.2. Muon Wall 2
Muon Wall 2 (MW2) consists of two identical stations of

layers of drift tubes. Each of the two stations consists of six
layers with an active area of 447! 202 cm2 grouped into
double layers, each mounted to a separate steel frame. The
three double layers have vertical, horizontal and inclined
(at "15# w.r.t. to the vertical) tubes, respectively.

The stainless steel drift tubes with an inner diameter of
29mm and a wall thickness 0:5mm were originally
designed for the muon system of the DØ experiment [78].

The layout of the tubes in a double layer is shown in
Fig. 46. The pitch of the wires in a layer is 33:5mm. Each
tube is inserted into precise guide holes in the frame and
fixed with a clamp. The removable fixation allows a
replacement of damaged or malfunctioning tubes. The
total numbers of tubes in the two stations is 1680.
A rectangular hole in each plane of the detector with a

size of 1! 0:8m2 around the beam is realised using
properly shortened tubes. The hole is covered by the
MWPC-B (see Section 5.3.3) stations, which partly overlap
with the sensitive area of MW2.
One end of each tube hosts a HV filter with a 1MO

resistor connected with the gold-plated tungsten anode
wire of 50mm in diameter. The HV is delivered to a group
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Figure 2.15: The segmented side view of Muon Filter 1. All dimensions are given in
millimeters. (Adopted from [53])



Trigger System 39

2.6 Trigger System

The COMPASS trigger system mainly consists of pairs of scintillator hodoscopes con-
nected via a coincidence matrix (trigger matrix pattern) and is to be fired by the muons
coming from the target (target pointing trigger). The physics trigger used during the COM-
PASS 2015/2018 Drell-Yan runs includes single muon triggers and muon pair triggers.

There are three kinds of single muon trigger systems which are all the target pointing
triggers: Large Angle Spectrometers Trigger (LAST), Outer Trigger (OT) andMiddle Trigger
(MT). LAST covers the muon pass through Large Angle Spectrometers (LAS) region, while
OT and MT cover the Small Angle Spectrometers (SAS) region. The dimuon triggers are
constructed by two coincident single muon triggers in a pre-set time window9. There are
three kinds of dimuon triggers recorded during 2015/2018 Drell-Yan runs, where at least
one muon falling into large angle spectrometers region is required: Both muons are in LAS
region (LAST–LAST) or one muon is in LAS region and another in SAS region (OT–LAST,
MT–LAST).

2.6.1 Coincidence Matrix

Each single muon trigger is given by the coincidence of two signals from the pair of
hodoscopes (one located in upstream and another in downstream) scintillator strips (so-called
slabs) which fulfills a trigger matrix pattern (so-called coincidence matrix) within the time
window10.

Depending on the trigger principle and geometry, the shape of the coincidence matrix
is adjusted. For the purpose of target pointing, the triggering is done in the non-bending
hodoscope of horizontal slabs. In order to set a trigger on the outgoing muon track from the
volumn of target, the trigger matrix is usually set along the diagonal region. This is illustrated
in Fig. 2.16. The coincidence matrices used for the 2015/2018 runs are shown in Fig. 2.17.

2.6.2 Large Angle Spectrometers Trigger

The LAST system consists of three horizontal hodoscopes: HG01Y1 (H1), HG02Y1 and
HG02Y2 (H2) with two coincidence matrices: H1⊗HG02Y1 and H1⊗HG02Y2. Both of
coincidence matrices are identical and shown in Fig. 2.17a and Fig. 2.17b. H1 is situated in
upstream and HG02Y1 (HG02Y2) is situated in downstream at Jura (Saleve) side, respec-
tively. Each hodoscopes contains 32 slabs. As for the size of slab in H1, the width (along y
axis) is 6 cm, and the length (along x axis) is 230 cm. As for the size of slab in H2, the width
is 13.6 cm, and the length is 252.5 cm. The geometry of H1 and H2 is illustrated in Fig. 2.18
and Fig. 2.19.

The LAST trigger covers the range of angle θ larger than 20 mrad, up to the end of the
acceptance of the large angle spectrometers.

9Time window for the coincidence between two single muon triggers is 5 ns.
10Time window for the coincidence between two planes in LAST (OT, MT) is 10 ns (6 ns, 4 ns), respectively.
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Figure 2.16: The principle of target pointing triggers.

2.6.3 Outer Trigger
The OT system consists of three horizontal hodoscopes: HO03Y1 (HO03), HO04Y1 and

HO04Y2 (HO04) with one coincidence matrix: HO03⊗HO04. The coincidence matrix is
shown in Fig. 2.17c. HO03 is situated directly behind SM2 magnet and HO04Y1 (HO04Y2)
is situated behind the Muon Filter 2 at Jura (Saleve) side, respectively. HO03 contains 18
slabs, and both HO04Y1 and HO04Y2 contain 16 slabs. As for the size of slab in HO03
(HO04), the width is 7 (15) cm and the length is 250 cm, respectively. The geometry of
HO03 and HO04 is illustrated in Fig. 2.20 and Fig. 2.21.

The OT trigger covers the range of angle θ larger than 5 mrad, up to the end of the
acceptance of the small angle spectrometers.

2.6.4 Middle Trigger
The MT system consists of two subsystems: HM04 and HM05 with one coincidence

matrix: HM04⊗HM05. Each of subsystems is composed of two vertical (HM0∗X1dn,
HM0∗X1up) and two horizontal hodoscpes (HM0∗Y1dn, HM0∗Y1up). The subsystem
HM04 is located behind the HO04 and the subsystem HM05 is behind the Muon Wall 2.
For the Drell–Yan data taking, only the horizontal hodoscopes are used. The coincidence
matrix is shown in Fig. 2.17d. Each horizontal hodoscope contains 16 slabs, the size of
slab is different between the first 8 slabs and the last 8 ones. The sizes of slabs in MT
are summarized in Tab. 2.2. The detailed geometry of HM03 and HM04 are illustrated in
Fig. 2.22 and Fig. 2.23.

The MT trigger covers the range of angle θ from 0.5 mrad to 5 mrad, the most forward
direction of muon tracks. The most energetic muon from the π− beam decay will be detected
by this trigger.
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Figure 2.17: The digit pattern of coincidence matrices. For each matrix, the x axis corre-
sponds to the slab number of downstream hodoscope of each hodoscopes pair, and the y

axis corresponds to the slab number of upstream hodoscope. Each pixel corresponds to the
combination of signal pair from two slabs.

Hodoscope No. of slabs Length (cm) Width (cm)

HM04Y1dn 16 120 25-21
HM04Y1up 16 120 21-25
HM05Y1dn 16 150 30-25
HM05Y1up 16 150 25-30

Table 2.2: The geometrical dimensions of Middle trigger hodoscope.
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2.7 Data Acquisition and Production
Data Acquisition (DAQ) system is one of the most important parts for an experiment and

it is a fully automatic procedure to read, process and store a large amount and high trigger rate
of data flow from a significant amount of detector channels. The COMPASS DAQ system
deals with approximately 0.25 millions of detector channels with a trigger rate around 30
kHz during a typical 9.6 s long SPS spill time. The average event size is 40 kB, which lead
to an acquired data rate up to 1.2 GB/s during a spill time. An overview of the data flow is
shown in Fig. 2.24.
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Figure 1. The new hardware and software architecture. The FPGA modules perform smoothing of the data
rate and complete the event building. The control network serves for configuration and run control message
exchange. The TCS network broadcasts the event IDs with fixed latency for the data synchronization.

4 New DAQ system

The event building functionality is implemented in nine newly developed FPGA modules. Each
FPGA module has 16 programmable serial links with a maximum speed of 3.25 Gbps each and
2 GB of DDR3 memory. The architecture of the DAQ is shown in figure 1. The first eight modules
are configured as multiplexers and reduce the number of serial links from 100 to 8. The combined
memory size of the FPGA modules is 16 GB and is about the volume needed to store the data of
the entire spill. The sustained data rate after the multiplexer is about 60 MBps per each link taking
into account the SPS duty cycle. The final event building is performed with the same type FPGA
card programmed as a 8⇥ 8 switch. The interfaces between the FPGA modules are implemented
using a custom protocol running at maximum speed of 3.25 Gbps. The assembled events are sent
sequentially to one of eight Inrevium PCIe cards [9] mounted in the online computers. The system
throughput is defined by the switch module bandwidth and is expected to be 3.2 GBps.

Each DAQ FPGA module, including the PCIe cards, is attached to the TCS and receives
event ID information prior to receiving the corresponding data from the front-end electronics. This
information is used for synchronization and recovery in the case of problems.

The configuration, monitoring, and data flow control implemented over a dedicated control
network via the Ethernet based IPbus protocol [12] are other important aspects of the system. The
control network provides access to internal registers and memory blocks of the FPGA modules.

– 3 –

Figure 2.24: Schematic readout and data acquisition flow at the COMPASS experiment since
2015. (Adopted from [58])

The analog signals from each detector are readout and collected by front-end cards, and
then digitized via either ADC11 or TDC12 which are placed on the front-end card, or other
read-out cards at the next stage, such as GANDALF13, GeSiCA14 or CATCH15. The digitized
data is sent to FPGA16 multiplexing cards via optical fibres (SLink17) and then distributed to
multiplexer slaves via a FPGA switch [59]. In the end the final raw data will be built by the

11Analog-to-Digital Converter.
12Time-to-Digital Component.
13Generic Advanced Numerical Device for Analog and Logic Functions.
14GEM and Silicon Control and Acquisition.
15COMPASS Accumulate, Transfer and Control Hardware.
16Field Programmable Gate Array
17The Simple Link Interface.
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online computers (slaves) and transferred to CASTOR18 magnetic tape.
Data production is to transform the recorded raw data into a suitable data format for

data analysis (also known as event reconstruction). In the COMPASS experiment, a stan-
dard procedure to perform data production is using the COMPASS reconstruction software:
CORAL19, which receives the raw data files from CASTOR and produce the so-called mini
Data Summary Trees (mDSTs) with the reconstructed events. The output mDSTs can be ana-
lyzed with a C++ based software package: PHAST20, which allows to access all informations
saved in the mDSTs and perform the data analysis with the C++ codes.

The procedure of data production can be divided into three steps: clustering, track
reconstruction and vertexing. In the first step, the clustering (also known as decoding
process) is read and translated the raw data in binary format into calibrated digits and hits by
taking into account the detectors geometries. In the second step, the track reconstruction is
done with hits information from the first step with a Kalman Filter algorithm [60] to build
tracks. Initially the spectrometer is divided into several regions, where the reconstruct track
segments in each of these regions. Then these segment tracks will be bridged together by
taking into account the magnetic field and the materials present in the connection of the
region. In the end of the outcome of the Kalman procedure, each track will be fitted with the
information of charged, momentum and χ2. In the final step, the vertexing is using all the
previous reconstructed tracks to do the extrapolation into the target region for reconstructing
the vertices. An example of event reconstruction with the COMPASS 2018 setup is shown
in Fig. 2.25.

18CERN Advanced STORage.
19COMPASS Reconstruction and AnaLysis Program.
20PHysics Analysis Software and Tool; ROOT-based software.
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Figure 2.25: An example of event reconstruction with the COMPASS 2018 setup. The blue
point represent the hits from detectors, red line represent the reconstructed trajectory, yellow
star represent the reconstructed vertex which inside the W target region.
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The physics trigger used during the 2015/2018 Drell-Yan data taking has been illustrated
in Section 2.6

In this chapter the method of extracting hodoscopes efficiencies and coincidence matrices
efficiencies will be described. The efficiencies of trigger system play an important role in the
angular analysis, since the acceptance of muon pairs highly correlate with them.
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3.1 Efficiencies of Trigger System
The overall trigger efficiency is a convolution of the geometrical acceptance of hodoscopes

(ΩHodoscope), the hodoscopes efficiency (εHodoscope), the geometrical acceptance of the coin-
cidence matrix (ΩMatrix) and the coincidence matrix efficiency (εMatrix). The final goal is to
extract εHodoscope for each hodoscopes (εHG01Y1, εHO03Y1...) and εMatrix for each single muon
trigger (εLAST1, εLAST2, εOT, εMT) so that the efficiencies information can be applied in the
CORAL level of Monte–Carlo chain. The efficiency is extracted from 2018 test-7 production
data. Since the geometrical acceptances of the hodoscopes are already taken into account in
TGEANT there is no need of considering them in this study.

The single muon trigger efficiency can be defined as:

εMuonTrigger = εHodoscope;upstream × εHodoscope;downstream × εMatrix (3.1)

where the muon trigger corresponds to LAST, OT or MT. After convoluting two single muon
triggers, one can get a dimuon trigger efficiency as following:

εDimuonTrigger = εMuonTrigger1 × εMuonTrigger2 (3.2)

where the dimuon trigger corresponds to LAST–LAST, OT–LAST or MT–LAST.
The best way to evaluate the hodoscope efficiencies and coincidence matrix efficiencies

is using the Calorimeter Trigger (CT) events. The CT event was triggered by clusters coming
from muon in a calorimeter which is independent of the muon trigger flags.

In the hodoscope efficiencies extraction, the CT events from dedicated CaloDump pro-
duction are as data sample dumped from physics run in 2018. As for the coincidence matrix
efficiencies extraction, CT events from dedicated trigger run are used because the information
of single muon trigger flags are needed but these flags were not stored during the physics
runs.

The final goal is to extract the period dependence of hodoscope efficiencies and coin-
cidence matrix efficiencies, because the impact of trigger efficiencies is significant for the
angular analysis and also the strong time dependence of trigger efficiencies is observed.

The requirement of event selection and parameters between the extraction of hodoscope
efficiencies and coincidencematrix efficiencies are not identical. More details on the selection
conditions and extraction method will be described in the next two subsections.

3.2 Hodoscopes Efficiencies
In the hodoscopes efficiency extraction, it is important to select good muon track rigor-

ously due to the requirement of track extrapolation. A series of selection cuts are applied in
order to select the good muon candidates from CT events:

1. One charged muon candidates from best primary vertex:
Check if each track has crossedmore than 30 radiation length (X/X0 ≥ 30) for selecting
the muon candidates. Furthermore, select the vertex among the smallest χ2

vertex.

2. Checking the quality of tracks:
Check the quality of the track by requiring χ2

track smaller than 10 times the number of
degrees of freedom: χ2

track/n.d. f . ≤ 10.
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3. Rejection of fake muon track:
Require the total momentum of the track pµ should greater than 10 GeV/c. (20 GeV/c
in case of OT and MT region) in order to suppress the possibility of fake muon tracks.

4. Number of hits from muon wall:
Require the total number of hits from muon wall A (for LAST) should more then 6
hits. Require the total number of hits from muon wall B and MWPCs (for OT and MT)
should more then 6 hits.

5. Tracks with proper first or last measured point:
Require that the first measured point of the track for LAST event sample is upstream
of HG01 hodoscope (ZFirst ≤ 300 cm ), and that the last measured point of the track for
OT and MT event samples are downstream of HM04 hodoscopes (ZLast ≥ 4200 cm).

6. Trigger pointing (LAST or OT or MT):
This criterion requires that the extrapolated tracks pass through the active area of the
hodoscopes. For the purpose of trigger efficiency study, the corresponding trigger bit on
is not required where in the standard analysis trigger pointing is required. Additionally,
in terms of active area of the hodoscopes, cut out 2.5 cm around all edges of hodoscopes
including the dead zone and also cut out 20% of slab size (width in y direction) around
all edges of each slabs to get rid of border effect. An example of track distribution
on HG01Y1 and HO03Y1 hodoscopes after requiring trigger pointing cut is shown in
Fig. 3.1.
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Figure 3.1: The track distribution on HG01Y1 and HO03Y1 hodoscopes after requiring
trigger pointing cut.

After selecting all of good muon candidates from CT event, the slab number calculation
from extrapolation procedure is done in order to infer which slab was supposed to be fired by
muon track on each hodoscopes. The hodoscope efficiencies can be obtained by the ratio with
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requiring the existence of hit from the corresponding slab or the neighboring slabs (slab# ±
1):

εHodoscope =
NTrack ⊗ ( fHitInSlab# | | fHitInSlab#+1 | | fHitInSlab#−1)

NTrack
(3.3)

where fHitInSlab# represents the flag of hit in the corresponding slab channel, fHitInSlab#±1
correspond to the neighboring slab channels.

Due to the lack of statistics on the edge of hodoscopes, the extracted efficiencies on the
edge fluctuate a lot and a smoothing method is performed which is to parametrize efficiencies
with polynomial or exponential functions along x direction slab by slab. An example of
one-dimensional slab-by-slab efficiency parametrization is shown in Fig. 3.2.
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Figure 3.2: The example of one-dimensional slab efficiencies parametrization from fitting
procedure.

An example of two-dimensional HG01Y1 efficiency from P03 period in 2018 data taking
before and after smoothing procedure are shown in Fig. 3.3

The final smoothed two-dimensional hodoscope efficiencies from one of the periods in
2018 (P03) are shown in Fig. 3.4. The smoothed two-dimensional hodoscope efficiencies
from all of periods in 2018 are shown Appendix A.

3.3 Coincidence Matrices Efficiencies
It is more straightforward to extract coincidence matrix efficiencies since the track infor-

mation in this analysis is not needed (no tracking involved). The idea is to use just the hit
information from each event, and check for two conditions:

1. Checking for the corresponding hits from hodoscope pairs in the time window of
corresponding trigger. The time window setting during 2018 data taking is listed in
Tab. 3.1.
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(a) Non-smoothing efficiency
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Figure 3.3: The example of two-dimensional HG01Y1 efficiency before/after parametrization
from fitting procedure.

2. Checking for the coincidence matrix pattern compatibility, where the matrix pattern
is shown in Fig. 2.17. The hit pairs from upstream and downstream of hodoscopes
channels should be fulfilled with the matrix pattern of corresponding trigger.

Trigger Time window (ns)

LAST 10
Outer (OT) 6
Middle (MT) 4

Table 3.1: The time windows of hits from upstream/downstream hodoscope pair.

After selecting the hit pairs (NHitPairs) from these two conditions, one can obtain the
coincidence matrix efficiencies by the ratio of requiring single muon trigger bit. In the case
more than one pairs of hits satisfy the pixel condition, the event will be discarded from the
candidate sample in order to get rid of possible ambiguity:

εMatrix =
NHitPairs ⊗ fMuonTriggerBit

NHitPairs
(3.4)

where fMuonTriggerBit represents the flag of single muon trigger bit.
The final coincidence matrix efficiencies from P03 period during the 2018 data taking are

shown in Fig. 3.5. The coincidence matrix efficiencies from all of periods during the 2018
data taking are shown in Appendix B.
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Figure 3.4: The hodoscope efficiencies during the 2018 P03 time interval. For each ho-
doscope, the x axis corresponds to the x position in laboratory frame, and the y axis corre-
sponds to the y position in laboratory frame.
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Figure 3.5: The efficiencies of coincidence matrices extracted from P03-t6 trigger run sam-
ples.
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4.1 Monte–Carlo Framework in theCOMPASS experiment
The Monte-Carlo framework in the COMPASS experiment is composed of four parts as

shown in Fig. 4.1: PYTHIA, TGEANT, CORAL and PHAST. The well-known PYTHIA
event generator [61] [62] provides the input kinematic information of dimuon pairs or single
muons from a specific interaction, for example, Drell–Yan or J/ψ process, as the start of
simulation process. These kinematic conditions of generated events are sampled based on
the calculated differential cross sections of the interaction. The PYTHIA 8.244 is used in
this study.

The TGEANT [63] is an updated detector simulation work for the COMPASS experiment
based on GEANT4 package [64]. The descriptions of the beam condition, trigger setting
and detector setup are improved, compared to the previous framework of COMGeant. The
packages of track reconstruction CORAL and physics analysis PHAST are the common
modules used for both real data and MC-simulated one. In the analysis of these two data
sets, the same parameters and analysis selection criteria are imposed to ensure the validity of
acceptance correction.

Drell-Yan 
event generator

TGEANT 
simulation 

CORAL&PHAST 
reconstruction 

PHAST 
selection criteria 

DY 
mass shapes

J/ψ 
event generator

J/ψ 
mass shapes

ψ’ 
event generator

ψ’ 
mass shapes

Open-Charm 
event generator

OC 
mass shapes

Figure 4.1: Schematic of Monte-Carlo simulation work flow.

4.2 Event Simulation and Reconstruction
For the study of angular acceptance in high-mass region, it’s enough to generate the

Drell–Yan events. In order to perform the background estimation study (see Section 5.4)
from data sample in the dimuon mass region between 2 to 10 GeV/c2, the other events from
other physics processes (low-mass Drell–Yan process, J/ψ, ψ′ and open-charm) should be
prepared as well.

In general, the basic settings of PYTHIA event generator, e.g. beam energy, hadron PDFs,
primordial kT etc, are identical for the simulation of each process, except for some specific
switches as described below. Since the observed events are triggered by muon tracks, the
appearance of muons in the final state is required in the settings of PHYTIA.

Because the cross section of Drell–Yan process decreases rapidly with the mass, it is
difficult to get a reasonably good statistic of MC events across a wide mass region. To
enhance the statistics of the Drell–Yan MC events in high mass region, we generated two sets
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of Drell–Yan MC events in separated mass regions: low-mass Drell–Yan (0.5−3.5 GeV/c2)
and high-mass Drell–Yan (3.5−11 GeV/c2). A combination of them leads to a smooth
distribution over the whole mass range. The way of obtaining their relative weights in
merging them will be described below:
Drell–Yan process: use the ”Weak boson processes” where only the production of single

virtual photon is involved.

J/ψ meson: use the ”Onia processes” where only the charmonium states are involved. In
this setting, the excited charmonium states could contribute to the production of J/ψ.

ψ′ meson: use the ”Onia processes” and turn on ψ′ production only.

Open-Charm: use the ”Hard QCD processes” with heavy-flavor subset where only the
charm quark production is involved.

Fig. 4.2 shows the invariant-mass spectra of the generated and reconstructed events for
each physics process in the MC simulation. The reconstructed efficiency in the high mass
region (>3.5 GeV/c2) is roughly about 18% and the mass resolution is about 160 MeV/c2.

In TGEANT simulation, the amount of proton and neutron inside the nucleon have been
considered in different materials. During the event generation, the interaction of beam
particle with proton or neutron is randomly generated event by event. But the cross-section
ratio of physics process between proton and neutron should be given in PYTHIA setting
file. The ratio of high-mass Drell–Yan cross-section σDY

p /σ
DY
n are about 1.83, obtained from

PYTHIA8 event generator with the COMPASS kinematics setting.

4.3 Acceptance Estimation
The extraction of UAs and the evaluation of related systematic uncertainties requires ex-

tensive full-chain Monte-Carlo simulations. In particular, a careful Monte-Carlo description
of the experimental apparatus and detector responses is mandatory to disentangle the physics
asymmetries from those induced by the acceptance of the setup. In the analysis of UAs of the
pion-induced Drell–Yan, the simulations are done using TGEANT configuration for hadronic
beams [65]. The description of the beam-tracks in MC is based on a parametrization ex-
tracted from the experimental data collected with random-triggers. For each simulated event,
a pile-up with a rate of 7 · 107 π−/s is included in a time window of ∆T = ±20 ns.

The definition of acceptance A(x), where x represent kinematic or angular variable, is the
reconstructed MC sample NRec.

MC divided by the generated MC sample NGen.
MC :

A(x) =
NRec.

MC

NGen.
MC

(4.1)

An example of generated, reconstructed and acceptance distributions of cos θCS are shown
in Fig. 4.3. Here the reconstructed MC events are obtained by the same event reconstruction
procedure in CORAL and the same selection criteria as real data sample are applied. The
TGEANT framework takes into account not only geometrical acceptances of spectrometers
(e.g. detectors, hodoscopes...) but also detectors’ efficiencieswith two-dimensional efficiency
maps (channel by channel variation) and so on.

The final acceptance includes the following elements:
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Figure 4.2: The invariant-mass spectrum of the generated and reconstructed events for (a)
low-mass Drell-Yan (b) high-mass Drell-Yan (c) open charm (d) J/ψ (e) ψ′.
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Figure 4.3: Example of one-dimensional cos θCS acceptance ingredients and computation.
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1. Geometrical acceptance of spectrometers.

2. Geometrical acceptance of trigger matrix.

3. Efficiencies of detectors.

4. Efficiencies of hodoscopes.

5. Efficiencies of coincidence matrices.

6. Efficiencies of analysis cuts.

7. Resolution effect from spectrometers.

The one-dimensional kinematics acceptance in NH3 andW targets after applying the same
selection criteria (see Section 5.3) as real data sample are shown in Fig. 4.4-4.5, respectively.
The overall acceptance in NH3 target is around 20%, while it is only 10% in W target. This
was due to the geometrical acceptance of coincidence matrix in the COMPASS trigger system
for the target pointing effect (see Subsection 2.6.1) which was adjusted to the polarized NH3
target. This also accounts for the lower statistics from W target (heavier material) than NH3
target.

4.4 MC Production in different Period Configuration
Based on the study of trigger efficiencies (see Chapter 3) and the sensitivity of angular

acceptance from trigger, a strong period dependence of trigger efficiencies has been observed.
One the other hand, the generation of period-by-period high-mass Drell–Yan MC samples is
necessary for Drell–Yan angular analysis in order to estimate the proper angular acceptance.

The period-by-period MC samples differ in the trigger and hodoscopes efficiencies which
are extracted from different periods during 2018 data taking at CORAL reconstruction level.
They are obtained by the same generated event sample but reconstructed in different effi-
ciencies conditions since the implementation of detectors and hodoscopes efficiencies are
implemented at event reconstruction level in the COMPASS MC chain. In the newest high-
mass Drell–Yan MC production, the same event reconstruction condition as real data in the
test-8 production is used. The alignment setting from P03 period and the beam file extracted
from P02 period data are used in the general TGEANT production. The final reconstructed
dimuon statistics in each periods of MC sample are achieved by about 100 times higher
statistics with respect to each of period in real data sample. A summary of period-by-period
high-mass Drell–Yan MC samples conditions and statistics is given in Tab. 4.1.

4.5 Kinematics Comparison between Data and MC
To validate the MC simulation in the angular acceptance, the agreement of kinematics

distributions between read data and MC in periods, targets and triggers basis have been
checked carefully. The detailed information of real data is demonstrated in Chapter 5. The
comparison of the mean value of each kinematic variable in different triggers and targets
from one of the periods (P03) between real data and MC are shown in Fig. 4.6. The mean
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Figure 4.4: The one-dimensional acceptances of the NH3 target for COMPASS 2018 setup
estimated from MC sample in the P03 condition.
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Figure 4.5: The one-dimensional acceptances of the W target for COMPASS 2018 setup
estimated from MC sample in the P03 condition.



64 Monte–Carlo Simulation

Table 4.1: Summary of period-by-period high-mass Drell–Yan MC samples conditions and
statistics.

Period #Generated Events #Reconstructed Events
P01

25,000,000

3,108,100
P02 3,500,437
P03 3,349,314
P04 2,953,705
P05 2,894,945
P06 3,070,522
P07 2,974,206
P08 2,905,912

values of xN , xπ, xF , qT and Mµµ as a function of each kinematic variable (same binning
as for extracting unpolarized asymmetries which is shown in Tab. 5.8) are shown. In these
comparison plots, the different colors represent the different trigger regions (red for inclusive
LAST-LAST, blue for inclusive OT-LAST), while the different styles of point represent the
real data andMC (close circles for real data, open circles forMC). Both real data andMC have
been applied with the same selection criteria listed in Section 5.3. In general the agreement
between real data and MC in terms of kinematics mean value is nice in each kinematics bin
for both NH3 and W target.

Furthermore, the agreement of the shape of each kinematics variables is also checked
on a basis of period, target and trigger. The comparison of the shape of each kinematics
variables in different triggers and targets between real data and MC from the full 2018 data
samples are shown in Fig. 4.7, Fig. 4.8, Fig. 4.9 and Fig. 4.10, respectively. The agreement
of kinematics distributions is also good in both triggers and targets. The deviation between
real data and MC are kept below 20%, where deviations show up only at the edges of the
kinematic phase-spaces.
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Figure 4.6: The comparison of the mean value of kinematics variables between real data and
MC.
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Figure 4.7: The real data and MC comparison of the shape of each kinematics variables in
the LAST–LAST trigger from the NH3 targets.
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Figure 4.8: The real data and MC comparison of the shape of each kinematics variables in
the OT–LAST trigger from the NH3 targets.



68 Monte–Carlo Simulation

Entries  14729
Mean    5.77
Std Dev     0.91

1−10

1

10

210

310

410

510
C

ou
nt

s /
 0

.1
00

Entries  14729
Mean    5.77
Std Dev     0.91

Entries  649765
Mean    5.76
Std Dev     0.89

COMPASS 2018 W
) < 8.5 2c/(GeV/ µµM4.7 < 

Data [ALLt8] MC [ALLt8]

5 6 7 8
) 2c (GeV/µµM

0.6
0.8

1
1.2
1.4

M
C

 / 
D

at
a  =  0.66ndf/2χ

(a) A(Mµµ)

Entries  14729
Mean    1.28
Std Dev     0.58

1−10

1

10

210

310

410

510

C
ou

nt
s /

 0
.2

00

Entries  14729
Mean    1.28
Std Dev     0.58

Entries  649765
Mean    1.30
Std Dev     0.58

COMPASS 2018 W
) < 8.5 2c/(GeV/ µµM4.7 < 

Data [ALLt8] MC [ALLt8]

1 2 3
)c (GeV/

T
q

0.6
0.8

1
1.2
1.4

M
C

 / 
D

at
a  =  0.76ndf/2χ

(b) A(qT )

Entries  14729
Mean    0.21
Std Dev     0.16

1−10

1

10

210

310

410

510

C
ou

nt
s /

 0
.0

50

Entries  14729
Mean    0.21
Std Dev     0.16

Entries  649765
Mean    0.21
Std Dev     0.16

COMPASS 2018 W
) < 8.5 2c/(GeV/ µµM4.7 < 

Data [ALLt8] MC [ALLt8]

0 0.2 0.4 0.6 0.8
Fx

0.6
0.8

1
1.2
1.4

M
C

 / 
D

at
a  =  0.82ndf/2χ

(c) A(xF )

Entries  14729
Mean    0.43
Std Dev     0.13

1−10

1

10

210

310

410

510

C
ou

nt
s /

 0
.0

50

Entries  14729
Mean    0.43
Std Dev     0.13

Entries  649765
Mean    0.43
Std Dev     0.13

COMPASS 2018 W
) < 8.5 2c/(GeV/ µµM4.7 < 

Data [ALLt8] MC [ALLt8]

0.2 0.4 0.6 0.8
πx

0.6
0.8

1
1.2
1.4

M
C

 / 
D

at
a  =  0.87ndf/2χ

(d) A(xπ)

Entries  14729
Mean    0.22
Std Dev     0.07

1−10

1

10

210

310

410

510

610

C
ou

nt
s /

 0
.0

50

Entries  14729
Mean    0.22
Std Dev     0.07

Entries  649765
Mean    0.22
Std Dev     0.06

COMPASS 2018 W
) < 8.5 2c/(GeV/ µµM4.7 < 

Data [ALLt8] MC [ALLt8]

0.1 0.2 0.3 0.4 0.5
Nx

0.6
0.8

1
1.2
1.4

M
C

 / 
D

at
a  =  0.47ndf/2χ

(e) A(xN )

Figure 4.9: The real data and MC comparison of the shape of each kinematics variables in
the LAST–LAST trigger from the W targets.
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Figure 4.10: The real data and MC comparison of the shape of each kinematics variables in
the OT–LAST trigger from the W targets.
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In this Thesis, the data used to perform Drell–Yan angular analysis was collected during
COMPASS Drell–Yan run data taking in the year of 2018 and split into 9 periods (ap-
proximated 2 weeks per period) labelled as P00-P08. The analysed data were using test-8
production data where the raw binary data and reconstructed into ROOT-tree files were
processed with the up-to-date version of CORAL software.

In this chapter, the data sample selection, background estimation, kinematics distribution
and one-dimensional kinematics binning will be demonstrated. This improved data analysis
framework is dedicated to the Drell–Yan unpolarized asymmetries analysis.
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5.1 Data Sample

The data collected between May 16th and November 12th (∼ 24 weeks) in the year of
2018. The data sample from each week is labelled as sub-period where the target polarization
was fixed. Furthermore, the data from 24 sub-periods were merged into 9 periods to include
data of opposite target polarization. The details about data-periods including run number
and target polarization states are summarized in Tab. 5.1. In the table, the target polarization
indicated the polarization direction for the upstream and downstream cells, respectively. The
vertical arrows ↑ and ↓ represent the orientation of the proton spin polarization. Here the sign
of the transverse polarization (+,−) is definedwith respect to the dipole field. The polarisation
effects are cancelled out after combining data of opposite polarisation orientations, and thus
it is possible to use these data sample for extracting the Drell–Yan unpolarized asymmetries.

The data sample from the first period P00 is excluded because of the absence of trigger
efficiencies and corresponding MC sample in P00 condition.

Table 5.1: The summary of 2018 data taking information.

Period Sub-period Polarization Run numbers #Spills Date

P00
SP-1 ↑↓ (−+) 283117-283285 23600 May 16 - May 23
SP-2 ↓↑ (+−) 283338-283464 14263 May 25 - May 30
SP-3 ↓↑ (+−) 283588-283705 13560 Jun 08 - Jun 13

P01 SP-1 ↑↓ (−+) 283849-284003 15462 Jun 21 - Jun 26
SP-2 ↓↑ (+−) 284022-284233 15695 Jun 27 - Jul 03

P02

SP-1 ↓↑ (+−) 284348-284469 12069 Jul 06 - Jul 11
SP-2 ↓↑ (+−) 284471-284623 17569 Jul 11 - Jul 17
SP-3 ↑↓ (−+) 284642-284802 18690 Jul 18 - Jul 25
SP-4 ↑↓ (−+) 284815-284935 13871 Jul 26 - Jul 31

P03 SP-1 ↑↓ (−+) 284941-285141 27344 Aug 01 - Aug 08
SP-2 ↓↑ (+−) 285149-285333 19195 Aug 09 - Aug 15

P04
SP-1 ↓↑ (+−) 285359-285512 13143 Aug 16 - Aug 21
SP-2 ↓↑ (+−) 285517-285646 12796 Aug 22 - Aug 27
SP-3 ↑↓ (−+) 285707-285844 19614 Aug 31 - Sep 05

P05 SP-1 ↑↓ (−+) 285865-285994 15376 Sep 05 - Sep 11
SP-2 ↓↑ (+−) 286019-286103 12529 Sep 12 - Sep 17

P06 SP-1 ↓↑ (+−) 286170-286324 16734 Sep 20 - Sep 26
SP-2 ↑↓ (−+) 286330-286462 16924 Sep 26 - Oct 01

P07

SP-1 ↑↓ (−+) 286481-286742 11496 Oct 03 - Oct 10
SP-2 ↑↓ (−+) 286749-286929 21428 Oct 11 - Oct 17
SP-3 ↓↑ (+−) 286941-287096 13732 Oct 17 - Oct 24
SP-4 ↓↑ (+−) 287107-287256 13212 Oct 25 - Oct 30

P08 SP-1 ↑↓ (−+) 287296-287404 14686 Nov 01 - Nov 06
SP-2 ↓↑ (+−) 287458-287537 7435 Nov 09 - Nov 12
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5.2 Stability Checks
Before performing the further data analysis, data quality on the basis of spills and runs

was checked in order to minimize systematic uncertainties. The spill or run identified with a
bad condition is tagged and summarized into a list, which is used in the event selection.

The quality of spills was determined by monitoring several macro-variables. These
variables are assumed to indicate the goodness of working condition of spectrometer in
certain time interval. The list of macro-variables used for Drell–Yan run in the spill stability
analysis is shown below:

• Number of beam particles divided by number of events.

• Number of beam particles divide by number of primary vertices

• Number of hits per beam track divided by number of beam particles

• Number of primary vertices divided by number of events

• Number of outgoing tracks divided by number of events

• Number of outgoing particles divided by number of events

• Number of outgoing particles from primary vertex divided by number of primary
vertices

• Number of outgoing particles from primary vertex divided by number of events

• Number of hits in outgoing particles divided by number of events

• Number of µ+ tracks divided by number of events

• Number of µ+ tracks from primary vertex divided by number of events

• Number of µ− tracks divided by number of events

• Number of µ− tracks from primary vertex divided by number of events

• Sum of χ2 of outgoing particles divided by number of outgoing particles

• Sum of χ2 of all vertices divided by number of all vertices

• Trigger rates (LAST–LAST,OT–LAST,MT–LAST)

The quality of runs was determined by a set of relevant kinematic variables: xF , xπ,
xN , qT , Mµµ, Pµ+ , Pµ− , Pγ∗ , Xvertex, Yvertex and Zvertex. The stability of these variables was
monitored run-by-run by checking their means and shapes. The runs will be labelled as a bad
one once the shapes of variables are incompatible in the given period or the mean value of
variables in this run id more than 5 standard deviations away from the overall mean for the
given period. The rejection rates of spills and runs stability check for 9 periods of 2018 data
are summarized in Tab. 5.2.
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Table 5.2: The summary of rejection rates from spills and run stability check.

Period Bad spills+runs rejection
P01 10.9%
P02 11.0%
P03 8.6%
P04 12.0%
P05 5.0%
P06 7.0%
P07 8.6%
P08 13.4%

5.3 Event Selection
The list of cuts applied to select the final sample of Drell–Yan events produced in NH3

and W targets is presented in the following. In particular, the dimuon invariant-mass range
between 4.3 GeV/c2 and 8.5 GeV/c2 is chosen to select the Drell–Yan events produced in
NH3 target, which ensures a purity of Drell–Yan events above 96%. More details about the
study of the background estimation will be described later (see Section 5.4).

In order to ensure a similar level of purity for the events produced in the tungsten beam
plug, stricter selections are needed. The muon pairs produced in W are characterized by
a worse mass resolution1, which leads to a higher background contamination in the high
mass region. In addition, the pion beam hitting the tungsten plug produces a large amount
of secondary hadrons, which increase the probability of Drell–Yan pair production from re-
interactions. Building on that, a proposal with further improved mass range selection criteria:
4.7 < Mµµ/(GeV/c2) < 8.5 is adopted for W target in the region −30 < Zvertex/(cm) < −10.

The impact of each selection criterion on the number of dimuon pairs collected in 2018 is
listed in Tab. 5.3, while the period-by-period cut-flow is shown in Tab. 5.4. Here the cut-flow
table are splited into two parts from cut-11 since the criteria for two targets (NH3 and W) are
different from that point on. The impact of the cuts specific for W target is reported at the
bottom of each tables. Below the final list of cuts for Drell–Yan angular analysis is reviewed:

1. Two oppositely charged muon candidates from primary vertex:
The tracks crossing along the spectrometer more than 30 radiation lengths (x/X0 ≥ 30)
are considered to be muon. From the sample of muon track of a given event, one first
select the combinations of oppositely charged tracks and then check if they originate
from a common primary vertex. In case more than one primary vertex are associated
with this muon pair, the “best primary vertex” tagged by CORAL is selected if existed.
Otherwise the common primary vertex with the smallest vertex-χ2 is adopted.

2. Dimuon trigger fired:
Require the LAST–LAST2 or OT–LAST3 trigger bits to be fired. Events from Middle

1muons crossing tungsten material are a subject of considerable energy loss and multiple scattering
2Large Angle Spectrometer Trigger.
3Outer Trigger.
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trigger are abandon since this trigger covering the very small angles θµ < 10 mrad is
highly contaminated by the beam decay muons.

3. Tracks with the first and the last measured point:
Require the first measured point of the muon tracks to be upstream of SM1 dipole
magnet (ZFirst ≤ 300 cm) in order to ensure the momentum measurement. And also
require the last measured point to be downstream of the Muon Wall 1 (ZLast ≥ 1500
cm) to guarantee the track was not stopped into Muon Filter 1.

4. Time of muon track defined:
Make sure the muon tracks have a meaningful time tµ± with respect to the trigger time.

5. Difference between the times of two muon tracks:
Require that the absolute time difference between the two muon tracks is less than 5
ns (|tµ+−tµ− | ≤ 5 ns), rejecting mainly uncorrelated muon pairs which picking up from
beam decay muon (Fig. 5.1a). After the beam decay muons were filtered by the trigger
selection requirement (Cut. 2), this additional cut only bring a small impact (< 1%).
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Figure 5.1: Right Panel: the distribution of absolute time difference between the two muon
tracks from P08 data sample. Middle and left panels: the distributions of χ2

track/ndf of the
muon tracks normalized to the number of degrees of freedom from P08 data sample.

6. Muon track quality cut:
To reject badly reconstructedmuon tracks, the χ2

track/ndf of themuon tracks normalized
to the number of degrees of freedom (Fig. 5.1b-5.1c) is required to be smaller than 10:
χ2µ± ≤ 10.

7. Hodoscope-pointing cut (so-called trigger validation):
This criterion requires that both muon tracks, extrapolated to the position of the ho-
doscopes corresponding to the fired trigger (LAST–LAST or OT–LAST), fall into
active area of corresponding hodoscopes. This cut ensures that the two selected muons
could fire the trigger.

8. Good spills/runs selection:
Rejection of spills and runs marked as bad by the data quality analyses. The quality of
the data was checked on spill-by-spill and run-by-run basis to identify the data recorded
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in unstable conditions. The detailed information of good spills/runs selection have been
demonstrated in Section 5.2.

9. Physical limits cut:
This cut requires that the Bjorken variables xπ, xN and Feynman variable xF are within
their physical limits: −1 < xF < 1, 0 < xπ < 1 and 0 < xN < 1.

10. Dimuon transverse momentum cut:
Require the transverse momentum of the virtual photon to be in the range of 0.4
< qT /(GeV/c) < 3.0. The lower limit is set to ensure a reasonably good resolution for
the azimuthal angles. The upper limit is set to reject the high qT region where the
agreement between data and MC rapidly becomes bad. Fig. 5.2 shows the agreement
of qT distribution between real data and MC becomes bad after 3 GeV/c.
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Figure 5.2: The comparison of qT distribution between real data (black point) and MC (blue
histogram), bottom figure represent the ratio of MC/data. The deviation of qT distribution
above 3 GeV/c is larger then 20% in NH3 target.

11. Primary vertex z-position cut:
Require the reconstructed primary vertices along z axis to be located in the NH3 target
cells (in the upstream cell: -294.5 < Zvertex/(cm) < -239.4 or in the downstream cell:
-219.1 < Zvertex/(cm) < -163.9) or in the first W target cell (-30.0 < Zvertex/(cm) < -10.0).

12. Primary vertex radial cut:
Ensure that the primary vertices in the xy-plane (both in NH3 and in W) are located
within the geometry of target cells: an elliptical cut instead of a circle cut (see Fig. 5.3)
is applied in order to get rid of the shadow from veto trigger which was not introduced
in MC simulation: X2

vertex/(cm)
1.92 +

(Yvertex/(cm)−0.15)2
1.32 < 1.0

13. Invariant-mass cut for W:
Due to the worse mass resolution in tungsten target, the contamination from the other
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Figure 5.3: The reconstructed primary vertices distribution on the xy-plane in NH3 target.

processes (J/ψ, ψ′ etc.) increases in the same mass region. To ensure the consistent
Drell–Yan signal/background separation as inNH3 target, a tightermass cut for tungsten
target is needed. The muon pairs produced in W target are required to be in the mass
range of 4.7 < Mµµ/(GeV/c2) < 8.5.

14. Dead zone of hodoscopes cut:
Due to the non-smooth edge of slabs around the dead zone of each hodoscope in reality,
which is too hard to describe properly in MC simulation, it is necessary to make a cut
to enlarge the dead zone size. The idea is to perform the hodoscope pointing again,
but considering a new (smaller) active area of each hodoscope plane. This removes the
cases in which the fired trigger was caused by the muon track passing through the area
near the dead zone. A cut by extending the size of dead zone with 2.5 cm in both sides
and both x-, y-direction for six of hodoscopes planes (HG01Y1, HG02Y1, HG02Y2,
HO03Y1, HO04Y1 and HO04Y2) is applied.

15. Muon momentum cut:
The agreement between data and MC rapidly worsens in very small momentum region
(see Fig. 5.4). In order to keep a good data/MC agreement, a low momentum cut for
each sign of muon is required: pµ± > 7 GeV/c. Additionally, in order to minimise
the possible remaining background from beam decay muon, an upper cut on the total
dimuon momentum is also required: pµ+ + pµ− < 180 GeV/c.

16. Muon track’s polar angle cut:
Due to the observation of inconsistency between real data and MC in terms of small
polar angle of µ− in LAB frame for the NH3 target case, A cut: θµ−,LAB > 0.02 rad is
applied in order to minimize the bias of acceptance estimation in this region.

17. Lower limit of Feynman-x cut:
Due to very low acceptance in the negative xF region, it’s difficult to ensure the
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Figure 5.4: Comparison of muon momentum distribution between real data (black point)
and MC (blue histogram) in NH3 target, bottom figure represent the ratio of MC/data. The
deviation of muon momentum distribution at low pµ is larger then 20% in NH3 target.

reliability of acceptance estimation in this region by checking data/MC agreement. To
remove this bias, we make a low limit xF cut: xF > -0.1.

5.4 Background Estimation

The background estimation in COMPASS Drell–Yan data is done by studying the dimuon
invariant-mass (Mµµ) spectrum, which is one of the best quantities to separate the contribution
of different processes (Drell–Yan, J/ψ, ψ′, open-charm and combinatorial background). The
invariant-mass spectrum in the range of 2−9 GeV/c2 could be understood by using full-chain
MC-simulated physics contributions. Therefore this method bring a possibility to set the
proper mass region for studying the purity of Drell-Yan process accordingly. More details
about the MC simulation framework are provided in Chapter 4.

5.4.1 Physics Processes

The physics events are selected out by requiring a muon pair with a large invariant-mass
in the final state. In the dimuon mass range of 2−9 GeV/c2, there are five kinds of physics
processes to be considered: Drell–Yan process, J/ψ, ψ′, open-charm and combinatorial
background. The kinematic distributions of the first four sources are simulated by the MC
framework while those for the combinatorial background, originated from random combina-
tion of two uncorrelated muons in the same event, are estimated by the like-sign muon pairs
in real data.
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Table 5.3: The cut-flow for events in the mass range 4.3 < Mµµ/(GeV/c2) < 8.5.

Selection criteria #dimuons Statistics(%)
Oppositely charged muon candidates from primary vertex 1,472,524 100.0
dimuon trigger bit (LAST–LAST, OT–LAST) 1,035,938 70.2
ZFirst ≤ 300 cm and ZLast ≥ 1500 cm 1,020,639 69.2
tµ± defined 1,012,767 68.6
|tµ+−tµ− | ≤ 5 ns 564,087 38.3
χ2

track/n.d. f . ≤ 10 559,089 37.9
Hodoscope pointing (LAST–LAST, OT–LAST) 215,312 14.7
Good spills/runs 194,634 13.2
-1 < xF < 1, 0 < xπ < 1 and 0 < xN < 1 194,409 13.2
0.4 < qT /(GeV/c)< 3.0 171,630 11.6
Vertex z-position cut for NH3 47,431 3.2
Vertex radial cut 42,188 2.9
4.7 < Mµµ/(GeV/c2) < 8.5 42,188 2.9
Dead zone of hodoscopes cut (LAST–LAST, OT–LAST) 40,295 2.7
µ± momentum cut 39,915 2.7
θµ−,LAB/(rad) < 0.02 37,331 2.5
-0.1 < xF < 1 36,966 2.5
Vertex z-position cut for W 57,509 3.9
Vertex radial cut 50,979 3.5
4.7 < Mµµ/(GeV/c2) < 8.5 31,837 2.2
Dead zone of hodoscopes cut (LAST–LAST, OT–LAST) 28,788 2.0
µ± momentum cut 28,283 1.9
θµ−,LAB/(rad) < 0.02 28,283 1.9
-0.1 < xF < 1 27,654 1.9
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Table 5.4: The event cut-flow for each period. Enumeration of the cuts is the same as in
Tab. 5.3.

P01 P02 P03 P04 P05 P06 P07 P08
1. 158978 288558 221313 210520 124529 135931 244166 88529
2. 114406 204144 156558 147640 86827 94571 170248 61544
3. 113050 201177 154346 145484 85468 93140 167603 60371
4. 112191 199668 153187 144396 84775 92425 166275 59850
5. 60938 110725 86170 80625 46683 52474 92756 33716
6. 60412 109719 85441 79902 46222 52042 91952 33399
7. 21390 42223 31865 30490 17961 21216 36709 13458
8. 19058 37579 29122 26879 17065 19723 33550 11658
9. 19038 37536 29092 26847 17048 19702 33504 11642
10. 16817 33149 25723 23665 14972 17380 29656 10268
11. 4653 9204 7183 6636 4213 4687 8074 2781
12. 4129 8199 6374 5922 3727 4195 7170 2472
13. 4129 8199 6374 5922 3727 4195 7170 2472
14. 3931 7827 6096 5660 3562 4015 6854 2350
15. 3892 7759 6031 5601 3540 3975 6795 2322
16. 3616 7240 5645 5233 3315 3713 6393 2176
17. 3579 7166 5585 5202 3279 3671 6335 2149
11. 5509 11081 8576 7909 4947 5853 10133 3501
12. 4865 9779 7598 7030 4409 5206 8992 3100
13. 3039 6052 4752 4418 2765 3238 5650 1923
14. 2729 5475 4322 4015 2501 2886 5129 1731
15. 2697 5381 4249 3933 2451 2828 5041 1703
16. 2697 5381 4249 3933 2451 2828 5041 1703
17. 2631 5250 4158 3853 2403 2756 4935 1668
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5.4.2 Combinatorial background
Other than the above physics processes originated from one single hard interaction, the

so-called combinatorial background from individual muons from uncorrelated productions,
e.g. decays of pions and kaons. To evaluate the total combinatorial background, the so-
called like-sign method is used which calculated from like-sign muon pair samples from real
data (µ+µ+ and µ−µ−). The uncorrelated opposite-sign muon pairs can be evaluated by the
relation:

Nµ+µ− = 2
√

Nµ+µ+Nµ−µ− . (5.1)

where Nµ+µ+ and Nµ−µ− represents the total number of positive and negative like-sign pairs,
respectively. However this relation holds only if the acceptance of muon tracks is charged
symmetric, i.e. the acceptance of µ+ and µ− have to be identical. Since the acceptance
of muons has minor asymmetry with respect to the charge of tracks in the COMPASS
spectrometers, an image cut is applied in the offline analysis to reject the muon pairs if either
one of the muons with a reverse of its charge is found to be outside the spectrometer and
trigger acceptance. After this cut, a charge-symmetric acceptance is ensured. The invariant-
mass spectrum for like-sign muon pairs and the constructed combinatorial background are
shown in Fig. 5.5.
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Figure 5.5: Mass spectrum of like-sign muon pairs and combinatorial background.

5.4.3 Dimuon Invariant-Mass Spectrum and Background Fraction
As mentioned above, there are two sets of MC Drell–Yan events with different masses.

First the invariant-mass distribution of MC-simulated Drell–Yan process is constructed by
merging these two sets of low-mass and high-mass MC Drell–Yan samples with the relative
weights determined by a best fit of the mass spectrum from a full-range Drell–Yan MC as
shown in Fig. 5.6a. Then we perform a fit to the dimuon invariant-mass spectrum of real
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data by the contributions of MC-simulated Drell–Yan, J/ψ, ψ′ and open charm production
as well as the constructed combinatorial background. The normalization of combinatorial
background is fixed while those for the other MC-simulated components are determined from
the fit.
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Figure 5.6: (a) Determination of the relative weights of low-mass and high-mass MC
Drell–Yan. (b) Determination of the normalization for Drell–Yan process on high-mass
region of 5−9 GeV/c2.

Assuming Drell–Yan process is the sole physics process contributing in the very large
mass region, a fit on the high-mass region of 5−9 GeV/c2 to determine the normalization of
Drell–Yan as shown in Fig. 5.6b. The next step is to fit the invariant-mass of real data in
the whole selected mass region(2−9 GeV/c2) by all components (combinatorial background,
Drell–Yan, J/ψ, ψ′ and open-charm) where the normalizations is fixed for combinatorial
background and Drell–Yan.

Fig. 5.7 shows the results of fitting and the individual contributions determined accord-
ingly. It is clear that the observed dimuon invariant-mass spectrum could be nicely described
by the MC-simulation. The results of fit strongly support the validity of our Monte-Carlo
work since a reliable estimation of the relative strength of each physics process and the
detection efficiency could be done.

Based on the invariant-mass spectrum fit, the contributions of J/ψ, ψ′, open-charm and
combinatorial background are disentangled from the Drell–Yan process. It is straightforward
to evaluate the background fraction in a defined region of Drell–Yan process. Tab. 5.5-5.6
shows the fraction of events form various physics processes for the different mass selection
of dimuon events in NH3 and W targets. The fraction of Drell–Yan process is used in setting
the invariant-mass region of 4.3(4.7)-8.5 GeV/c2for the study of Drell–Yan process in NH3
(W) target. The background fraction is estimated to be below 5.0%.
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Figure 5.7: COMPASS 2018 mass spectrum.

Table 5.5: Fraction of events form various physics processes for the different mass selection
of dimuon events in NH3 target.

Mass (GeV/c2) Drell–Yan J/ψ ψ′ open-charm Comb. Background

4.0 - 8.5 89.07% 2.11% 3.06% 4.82% 0.94%
4.1 - 8.5 92.12% 1.39% 1.31% 4.36% 0.82%
4.2 - 8.5 94.11% 0.97% 0.58% 3.69% 0.65%
4.3 - 8.5 95.35% 0.67% 0.26% 3.24% 0.47%
4.4 - 8.5 96.45% 0.44% 0.13% 2.75% 0.24%
4.5 - 8.5 97.07% 0.31% 0.08% 2.41% 0.13%
4.6 - 8.5 97.51% 0.19% 0.05% 2.11% 0.14%
4.7 - 8.5 97.59% 0.13% 0.03% 2.08% 0.16%
4.8 - 8.5 98.22% 0.10% 0.02% 1.48% 0.17%
4.9 - 8.5 98.38% 0.07% 0.01% 1.35% 0.19%
5.0 - 8.5 98.52% 0.04% 0.01% 1.28% 0.15%

5.5 Kinematic Distributions

The one-dimensional kinematics distribution of Bjorken scaling variables xπ and xN ,
Feynman xF , invariant mass Mµµ, transverse momentum qT and two-dimensional kinematics
distribution of Bjorken scaling variables xπ verses xN in NH3 and W targets are presented in
Fig. 5.8 and Fig. 5.9, respectively. The corresponding mean values of the kinematic variables
in both NH3 and W targets are listed in Tab. 5.7.
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Figure 5.8: The kinematics distribution in NH3 target passing all analysis selection cut.
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Figure 5.9: The kinematics distribution in W target passing all analysis selection cut.
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Table 5.6: Fraction of events form various physics processes for the different mass selection
of dimuon events in W target.

Mass (GeV/c2) Drell–Yan J/ψ ψ′ open-charm Comb. Background

4.0 - 8.5 63.41% 34.29% 0.53% 1.42% 0.35%
4.1 - 8.5 72.06% 25.63% 0.46% 1.55% 0.29%
4.2 - 8.5 79.18% 18.81% 0.37% 1.35% 0.28%
4.3 - 8.5 84.49% 13.77% 0.28% 1.32% 0.15%
4.4 - 8.5 88.75% 10.01% 0.20% 0.86% 0.17%
4.5 - 8.5 91.64% 7.32% 0.14% 0.78% 0.12%
4.6 - 8.5 93.54% 5.62% 0.09% 0.61% 0.14%
4.7 - 8.5 94.98% 4.37% 0.06% 0.44% 0.15%
4.8 - 8.5 96.06% 3.44% 0.04% 0.38% 0.08%
4.9 - 8.5 96.83% 2.75% 0.02% 0.30% 0.09%
5.0 - 8.5 97.46% 2.26% 0.02% 0.26% 0.00%

Table 5.7: The kinematics mean value in NH3 and W target passing all analysis selection cut.

Target 〈xN〉 〈xπ〉 〈xF〉 〈qT 〉/(GeV/c) 〈Mµµ〉/(GeV/c2)

NH3 0.17 0.49 0.31 1.19 5.35
W 0.19 0.51 0.32 1.26 5.69

5.6 One-Dimensional Kinematics Binning
The λ, µ and ν asymmetries in the high mass range are extracted in bins of kinematic

variables xN , xπ, xF , qT and Mµµ (one at a time) after averaging over all other kinematic
dependencies. The bin limits defined for each variable are reported for both NH3 and W
targets in Tab. 5.8. The bin-by-bin mean values of each kinematic variable are listed in
Tab. 5.9. The number of dimuon pairs in each kinematic bin can be found in Tab. 5.10.
The correlations between different kinematic variables base on one-dimensional kinematics
binning for different target region are shown in Fig. 5.10
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Table 5.8: The kinematic bin limits used for NH3 (top) and W (bottom) data analysis.

NH3 Bin-1 Bin-2 Bin-3 Bin-4 Bin-5

xN 0.00-0.11 0.11-0.14 0.14-0.18 0.18-0.23 0.23-1.00
xπ 0.00-0.34 0.34-0.44 0.44-0.53 0.53-0.65 0.65-1.00
xF -0.10-0.13 0.13-0.26 0.26-0.38 0.38-0.53 0.53-1.00

qT /(GeV/c) 0.40-0.68 0.68-0.95 0.95-1.25 1.25-1.70 1.70-3.00
Mµµ/(GeV/c2) 4.30-4.53 4.53-4.87 4.87-5.35 5.35-6.15 6.15-8.50

W Bin-1 Bin-2 Bin-3 Bin-4 Bin-5

xN 0.00-0.13 0.13-0.17 0.17-0.21 0.21-0.27 0.27-1.00
xπ 0.00-0.34 0.34-0.43 0.43-0.53 0.53-0.65 0.65-1.00
xF -0.10-0.10 0.10-0.23 0.23-0.35 0.35-0.50 0.50-1.00

qT /(GeV/c) 0.40-0.74 0.74-1.02 1.02-1.34 1.34-1.77 1.77-3.00
Mµµ/(GeV/c2) 4.70-4.95 4.95-5.29 5.29-5.75 5.75-6.55 6.55-8.50

Table 5.9: The mean values of kinematic variables in each bin for NH3 (top) andW (bottom).

NH3 Bin-1 Bin-2 Bin-3 Bin-4 Bin-5

〈xN〉 0.09 0.13 0.16 0.20 0.28
〈xπ〉 0.28 0.39 0.48 0.59 0.74
〈xF〉 0.05 0.20 0.32 0.45 0.63

〈qT 〉/(GeV/c) 0.54 0.81 1.09 1.45 2.11
〈Mµµ〉/(GeV/c2) 4.41 4.69 5.10 5.71 6.98

W Bin-1 Bin-2 Bin-3 Bin-4 Bin-5

〈xN〉 0.11 0.15 0.19 0.24 0.31
〈xπ〉 0.29 0.39 0.48 0.59 0.75
〈xF〉 0.02 0.17 0.29 0.42 0.62

〈qT 〉/(GeV/c) 0.58 0.88 1.18 1.54 2.18
〈Mµµ〉/(GeV/c2) 4.82 5.11 5.50 6.10 7.27
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Table 5.10: The 2018 statistics in each kinematic bin.

NH3 Bin-1 Bin-2 Bin-3 Bin-4 Bin-5

xN 6458 7365 8930 7573 6640
xπ 7279 8650 7389 7470 6178
xF 7160 8245 7937 7880 5744
qT 7115 7646 7669 8125 6411

Mµµ 7034 7885 7658 7501 6888
W Bin-1 Bin-2 Bin-3 Bin-4 Bin-5

xN 6007 6719 5888 5665 3375
xπ 4516 5609 6172 5771 5586
xF . 4383 5620 5873 6030 5748
qT 5760 5424 5603 5563 5304

Mµµ 5919 5984 5501 5650 4600

0.1 0.2 0.3
Nx

0.1

0.2

0.3

〉 
Nx 〈

COMPASS 2018
preliminary

0.1 0.2 0.3
Nx

0.2
0.4

0.6

0.8

〉 
πx 〈

0.1 0.2 0.3
Nx

0

0.2
0.4

0.6

〉 
Fx 〈

0.1 0.2 0.3
Nx

0.8
1

1.2
1.4
1.6

〉 
T q 〈

0.1 0.2 0.3

Nx

4

5

6

7

〉  
µ
µ

M 〈

0.2 0.4 0.6 0.8
πx

0.1

0.2

0.3

〉 
Nx 〈

0.2 0.4 0.6 0.8
πx

0.2
0.4

0.6

0.8

〉 
πx 〈

0.2 0.4 0.6 0.8
πx

0

0.2
0.4

0.6

〉 
Fx 〈

0.2 0.4 0.6 0.8
πx

0.8
1

1.2
1.4
1.6

〉 
T q 〈

0.2 0.4 0.6 0.8

πx

4

5

6

7

〉  
µ
µ

M 〈

0 0.5
Fx

0.1

0.2

0.3

〉 
Nx 〈

0 0.5
Fx

0.2
0.4

0.6

0.8

〉 
πx 〈

0 0.5
Fx

0

0.2
0.4

0.6

〉 
Fx 〈

0 0.5
Fx

0.8
1

1.2
1.4
1.6

〉 
T q 〈

0 0.5

Fx

4

5

6

7

〉  
µ
µ

M 〈

0.5 1 1.5 2
)c (GeV/

T
q

0.1

0.2

0.3

〉 
Nx 〈

0.5 1 1.5 2
)c (GeV/

T
q

0.2
0.4

0.6

0.8

〉 
πx 〈

0.5 1 1.5 2
)c (GeV/

T
q

0

0.2
0.4

0.6

〉 
Fx 〈

0.5 1 1.5 2
)c (GeV/

T
q

0.8
1

1.2
1.4
1.6

〉 
T q 〈

0.5 1 1.5 2
)c (GeV/

T
q

4

5

6

7

〉  
µ
µ

M 〈

5 6 7
) 2c (GeV/µµM

0.1

0.2

0.3

〉 
Nx 〈

5 6 7
) 2c (GeV/µµM

0.2
0.4

0.6

0.8

〉 
πx 〈

5 6 7
) 2c (GeV/µµM

0

0.2
0.4

0.6

〉 
Fx 〈

5 6 7
) 2c (GeV/µµM

0.8
1

1.2
1.4
1.6

〉 
T q 〈

5 6 7

) 2c (GeV/µµM

4

5

6

7

〉  
µ
µ

M 〈

3NH
 cellst 13NH
 cellnd 23NH

W (20 cm)
W first 10 cm
W second 10 cm

Figure 5.10: Kinematic map: correlations between kinematic variables in different target
region.
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In this chapter, the results on Drell–Yan unpolarized asymmetries (UAs) λ, µ, ν and
Lam–Tung relation in three reference frames (Collins–Soper, Gottfried–Jackson andHelicity)
are presented, which extracted from the eight periods of 2018 COMPASS data in both NH3
andW targets. Study of the unpolarised asymmetries requires the acceptance which extracted
from a detail MC simulation (see Section 4.3).
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6.1 Reference Frame

In the Eq. (1.15), the expression of Drell–Yan cross-section in terms of dimuon angular
distribution should refer to a reference frame in terms of cos θ and ϕ. The Collins–Soper
frame, as shown in Fig. 1.2, is one of reference frame that is commonly used by most of
experiments. The reference frame can be specified by the direction of z-axis in the plane
containing the combination of the momentum vectors of the colliding hadrons (π− beam ®pπ
and nucleon target ®pN in case of the COMPASS experiment) in the virtual photon rest frame.
If one define the y-axis of reference frame at first as following:

ŷ =
®pN × ®pπ
| ®pN · ®pπ |

(6.1)

There are several choices for the z-axis used in this Thesis (see Fig. 6.1):

1. Collins–Spoer axis: the direction of the difference between the velocity vectors of the
colliding π− beam and nucleon target.

2. Gottfried–Jackson axis: the direction of the momentum of π− beam.

3. Helicity axis: the direction of the sum of the velocity vectors of the colliding π− beam
and nucleon target.

After defining the y- and z-axis, the x-axis can be carried out by:

x̂ = ŷ × ẑ (6.2)

Now the expression of Drell–Yan cross-section in terms of dimuon angular distribu-
tion can be presented in three different reference frames: Collins–Soper frame (CS), Got-
tfried–Jackson frame (GJ) and Helicity frame (HX).

Eur. Phys. J. C (2010) 69: 657–673 661

Fig. 3 Illustration of three
different definitions of the
polarization axis z (CS:
Collins–Soper, GJ:
Gottfried–Jackson, HX:
helicity) with respect to the
directions of motion of the
colliding beams (b1, b2) and of
the quarkonium (Q)

colliding beams (Gottfried–Jackson frame [24], GJ), the op-
posite of the direction of motion of the interaction point (i.e.
the flight direction of the quarkonium itself in the centre-of-
mass of the colliding beams: centre-of-mass helicity frame,
HX) and the bisector of the angle between one beam and the
opposite of the other beam (Collins–Soper frame [25], CS).
The motivation of this latter definition is that, in hadronic
collisions, it coincides with the direction of the relative mo-
tion of the colliding partons, when their transverse momenta
are neglected (the validity and limits of this approximation
are discussed in detail in Sect. 7). For our considerations, we
will take the HX and CS frames as two extreme (physically
relevant) cases, given that the GJ polar axis represents an
intermediate situation. We note that these two frames differ
by a rotation of 90◦ around the y axis when the quarkonium
is produced at high pT and negligible longitudinal momen-
tum (pT " |pL|). All definitions become coincident in the
limit of zero quarkonium pT. In this limit, moreover, for
symmetry reasons any azimuthal dependence of the decay
distribution is physically forbidden.

We conclude this section by defining the somewhat
misleading nomenclature which is commonly used (and
adopted, for convenience, also in this paper) for the polar-
ization of vector mesons. These particles share the quantum
numbers of the photon and are therefore said, by analogy
with the photon, to be “transversely” polarized when they
have spin projection Jz = ±1. The counterintuitive adjec-
tive originally refers to the fact that the electromagnetic field
carried by the photon oscillates in the transverse plane with
respect to the photon momentum, while the photon spin is
aligned along the momentum. “Longitudinal” polarization
means Jz = 0. By further extension, the same terms are also
used to describe the “spin alignment” of vector quarkonia
not only with respect to their own momenta (HX frame),
but also with respect to any other chosen reference direction
(such as the GJ or CS axes).

3 Dilepton decay angular distribution

Vector quarkonia, such as the J/ψ , ψ ′ and Υ (nS) states, can
decay electromagnetically into two leptons. The reconstruc-
tion of this channel represents the cleanest way, both from
the experimental and theoretical perspectives, of measuring
their production yields and polarizations. In this and the fol-
lowing sections we discuss how to determine experimentally
the “spin alignment” of a vector quarkonium by measuring
the dilepton decay angular distribution. For convenience we
mention explicitly the J/ψ as the decaying particle, but con-
siderations and results are valid for any J = 1−− state.

We begin by studying the case of a single production
“subprocess”, here defined as a process where the J/ψ is
formed as a given superposition of the three J = 1 eigen-
states, Jz = +1,−1,0 with respect to the polarization axis z:

|V 〉 = b+1|+1〉 + b−1|−1〉 + b0|0〉. (1)

The calculations are performed in the J/ψ rest frame, where
the common direction of the two leptons define the refer-
ence axis z′, oriented conventionally along the direction of
the positive lepton. The adopted notations for axes, angles
and angular momentum states are illustrated in Fig. 4. Be-
cause of helicity conservation for (massless) fermions in

Fig. 4 Sketch of the decay J/ψ → #+#−, showing the notations used
in the text for axes, angles and angular momentum states

Figure 6.1: Schematic view of three different definitions of the z-axis. (Adopted from [66].)
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6.2 Angular Resolutions
In the experiment, the measured kinematics variables are affected by several experimental

conditions (such as resolution of detectors, tracking algorithms and so on.) so that the value of
measurement are smeared with respect to it’s true value. A resolution of quantity represents
the smearing effect from the experimental measurement. In order to study the angular
resolution in the COMPASS experiment, one of the way is using a full chain MC simulation
framework (see Chapter 4). By comparing the reconstructed observable (xRec.) and generated
true value (xGen.)with certain amount ofMCsamples, one can get the distribution of difference
of observable:

∆x = xRec. − xGen. (6.3)

To evaluate the resolution for each observable, the standard deviation of ∆x distribution
has been chosen as an estimator. The resolution of cos θ and ϕ in three reference frames have
been estimated in both NH3 andW target. The ∆ cos θ and ∆ϕ distributions in three reference
frames and in NH3 and W target are shown in Fig. 6.2 and Fig. 6.3, respectively.
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Figure 6.2: The ∆ cos θ and ∆ϕ distributions in three reference frames and in NH3 target
estimated from high-mass Drell–Yan MC sample in P03 period condition.

The summary table of the standard deviation of ∆ cos θ and ∆ϕ distributions in different
reference frames and different targets are shown in Tab. 6.1. In general the resolution of
cos θ and ϕ are systematic worse in W target with respect to NH3 target. This is expected
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Figure 6.3: The ∆ cos θ and ∆ϕ distributions in three reference frames and in W target
estimated from high-mass Drell–Yan MC sample in P03 period condition.
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due to the multiple scattering effect in W target is more pronounced in NH3 target. The
resolution of ϕ is rather stable among three different reference frames in both targets because
of a good coverage at azimuthal angle direction in the COMPASS apparatus. The inconsistent
resolution of cos θCS, cos θGJ and cos θHX indicate the non-smooth acceptance coverage along
polar angle direction, which has been confirmed by the hodoscopes efficiencies study (see
Section 3.2).

Table 6.1: Summary of the standard deviation of ∆ cos θ and ∆ϕ distributions.

Target ∆ cos θCS ∆ cos θGJ ∆ cos θHX ∆ϕCS ∆ϕGJ ∆ϕHX

NH3 0.01 0.03 0.05 0.15 (rad) 0.15 (rad) 0.15 (rad)
W 0.05 0.09 0.08 0.36 (rad) 0.36 (rad) 0.38 (rad)

6.3 Angular Acceptance
The detailed information of acceptance have been provided in Section 4.3. By preparing

the full chain high-mass Drell–Yan MC simulation samples for the eight periods condition
from 2018 data taking, the period-by-period angular acceptances are estimated and used
for the extraction of Drell–Yan unpolarized asymmetries. Practically the two-dimensional
angular (cos θ-ϕ) distribution histogram is presented in a form of 16 × 8-binned histogram
ranging between [-1,3] for cos θ and [−π,π] for ϕ. Here the non-physical range of cos θ
between [1,3] is an extended region due to the implementation of the simultaneous fitting
from both LAST–LAST andOT–LAST triggers (see Section 6.4 for more detail information),
which is equivalent to a 8-binned histogram ranging between [-1,1] for cos θ. It is noted that
the resulting bin widths for both cos θ and ϕ are sufficiently larger than the experimental
resolutions which estimated fromMC simulation (see Tab. 6.1). This is a compromise due to
the fact that the extraction of Drell–Yan unpolarized asymmetries will be done in both period
basis and one-dimensional kinematics basis where statistics are significant limited (∼ 1000
events per histogram). The same binning for each reference frame is adopted.

An example of two-dimensional angular acceptance histogram (integrated with all phase-
space) in each reference frames and targets estimated from MC sample in P03 condition are
shown in Fig. 6.4.

The two-dimensional angular acceptance histogram in each reference frames and different
kinematics bins in NH3 andW targets estimated fromMC sample in P03 condition are shown
in Fig. 6.5-6.10, respectively.

6.4 Extraction Methods
Two different methods have been considered and tested to extract the unpolarized asym-

metries: one is the Two-Dimensional Ratio method (2DR), another is the Histogram Binned
Likelihood method (HBL).
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(d) Gottfried-Jackson frame in W target
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(e) Helicity frame in NH3 target
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Figure 6.4: The two-dimensional cos θ-ϕ acceptance (integrated with all phase-space) esti-
mated from MC sample in P03 condition. the range of cos θ between [-1,1] were filled by
events from LAST–LAST trigger, while the range of cos θ between [1,3] were filled by events
from OT–LAST trigger
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Figure 6.5: The two-dimensional angular acceptance histogram as function of different
kinematics variables in Collins–Spoer frame and in NH3 target estimated from MC sample
in P03 condition.
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Figure 6.6: The two-dimensional angular acceptance histogram as function of different
kinematics variables in Gottfried–Jackson frame and in NH3 target estimated from MC
sample in P03 condition.
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Figure 6.7: The two-dimensional angular acceptance histogram as function of different
kinematics variables in Helicity frame and in NH3 target estimated from MC sample in P03
condition.
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Figure 6.8: The two-dimensional angular acceptance histogram as function of different
kinematics variables in Collins–Spoer frame and in W target estimated from MC sample in
P03 condition.
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Figure 6.9: The two-dimensional angular acceptance histogram as function of different
kinematics variables in Gottfried–Jackson frame and in W target estimated from MC sample
in P03 condition.
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Figure 6.10: The two-dimensional angular acceptance histogram as function of different
kinematics variables in Helicity frame and in W target estimated from MC sample in P03
condition.
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6.4.1 Two-Dimensional Ratio Method
The two-dimensional ratio method is to fill the real data (RD) into a two-dimensional

(cos θ, ϕ) histogram NRD(cos θ,ϕ), which is later on corrected for acceptance dividing by the
acceptance-histogram A(cos θ, ϕ) extracted from MC simulation.

NCorr.
RD (cos θ, ϕ) =

NRD(cos θ,ϕ)

A(cos θ, ϕ)
(6.4)

The obtained ratio-histogram NCorr.
RD (cos θ, ϕ) is then fitted using the χ2 minimization.

While taking the ratio, the uncertainties on both data and acceptances are propagated assuming
Gaussian uncertainties:

σCorr.
RD (cos θ, ϕ) = NCorr.

RD (cos θ, ϕ)

√√√(
σstst.(cos θ, ϕ)

NCorr.
RD (cos θ, ϕ)

)2

+

(
σA(cos θ, ϕ)
A(cos θ, ϕ)

)2
(6.5)

The Gaussian assumption requires considerable statistics in each given bin. This re-
quirement is hardly satisfied at the edges of cos θ distribution, where the smallness of the
spectrometer-acceptance leads to a very low statistical population. The application of Poisso-
nian uncertainties is more appropriate in this case. For this reason, a modified 2DR method,
the so-called Histogram Binned Likelihood (HBL) method, was proposed.

6.4.2 Histogram Binned Likelihood Method
Similarly to the 2DR method, in the HBL method the angular distributions in each

kinematic bin are presented in a form of two-dimensional histograms (eight by eight bins over
[-1,1] for cos θ and [-π, π] for ϕ angular ranges). In case of HBL method the errors assigned
to each (cos θ, ϕ)-bin content (NRD) are Poissonian. The acceptance is also computed on 8×8
(cos θ, ϕ) grids using a sufficiently large amount of MC sample. In this way, the acceptance
uncertainties (σA(cos θ, ϕ)), estimated using the binomial formula

σA(cos θ, ϕ) =

√
NGen.

MC (cos θ, ϕ) · A(cos θ, ϕ) · [1 − A(cos θ, ϕ)]

NGen.
MC (cos θ, ϕ)

(6.6)

where NGen.
MC (cos θ, ϕ) represents the number of generated events in the considered region of

phase space, can be neglected in each bin. The real data histogram is then fitted using the
function f (cos θ, ϕ):

f (cos θ, ϕ) = A(cos θ, ϕ) · N · (1 + λ cos2 θ + µ sin 2θ cos ϕ +
ν

2
sin2 θ cos 2ϕ) (6.7)

with the acceptance entering as a scale-factor without any uncertainties assigned. The
minimization is done using the MINUIT-likelihood option and allows to extract all the three
unpolarized asymmetries (λ, µ, ν) simultaneously.
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6.4.3 Extended Histogram Binned Likelihood Method
The extended HBL method is base on HBL method but extended into three-dimensional

simultaneous fit, which is done by adding one more dimension: dimuon trigger. Due to
the different angular acceptance between LAST–LAST and OT–LAST triggers, and also the
missing input of simulated veto-life-time of two triggers in MC simulation, it’s not proper to
perform an acceptance correction by mixing both triggers together. One of the ways to get rid
of this bias is to extract unpolarized asymmetries trigger-by-trigger individually, but in this
way it will be difficult to combine the results from two triggers in the end, because of their
different coverage of phase-space. Another way which adopted is to perform a simultaneous
fit with both triggers together.

Similar to HBL method, only the definition of angular histogram is modified. The two-
dimensional angular histogram in x-axis (cos θ) is extended from eight bins over [-1,1] to
sixteen bins over [-1,3], where the original range [-1,1]will be filled by inclusive LAST–LAST
trigger events, while the extended range [1,3] will be filled by OT–LAST trigger events (no
LAST–LAST trigger fired). This modification of angular histogram is applied for both RD
and MC for acceptance. Furthermore, the fitting function f (cos θ, ϕ) has to be modified as
follows:

f (cos θ, φ) =


if −1 < cos θ ≤ 1:
A(cos θ, φ) · N0 · (1 + λ cos2 θ + µ sin 2θ cos φ + ν

2 sin2 θ cos 2φ),
if 1 < cos θ ≤ 3:
A(cos θ, φ) · N1 · (1 + λ cos2 θ′ + µ sin 2θ′ cos φ + ν

2 sin2 θ′ cos 2φ),

where cos θ′ = cos θ − 2.
There are five free parameters (N0, N1, λ, µ and ν) in the new fitting function, the two

additional normalization parameters N0 and N1 are not limited to be identical in order to
compensate the inconsistency of veto-life-time of two triggers.

After modifying these two parts in HBL method, one is able to extract unpolarized
asymmetries from two triggers simultaneously in each kinematics bin. The example of
two-dimensional histogram before and after extension of cos θ are shown in Fig. 6.11.
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Figure 6.11: The example of two-dimensional histogram before and after extension of cos θ.
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6.5 Extraction of Drell–Yan Unpolarized Asymmetries
The extraction of high-mass Drell–Yan unpolarized asymmetries from both NH3 and W

targets and three of reference frames is done in each periods and kinematics bins separately.
There are 8 of periods and 5 kinds of kinematics variables which divided into 5 bins for
extracting unpolarized asymmetries:

NFit = 8(period) × 5(variable) × 5(bin) = 200 (6.8)

In total there are 200 fits for each target and each reference frames. The fitting χ2/ndf in
each target and each reference frame are shown in Fig. 6.12. In general the fitting quality are
reasonable and stable without any failure fit.
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Figure 6.12: The fitting χ2/ndf during UAs extraction. x-axis represent different kinematics
variables bins, y-axis represent different periods.

After obtaining 200 fitting results from each targets and reference frames, each result
from 8 periods will be merged by the weighting averaged method:

Ā =
∑8

i=1 Aiwi∑8
i=1 wi

,wi =
1
σ2

i

(6.9)

where Ā is the average result (λ, µ, ν) from 8 periods, index i represent each period, Ai and
σi represent fitting result’s mean value and uncertainty from each periods, respectively.

The ratios of two normalization parameters N1/N0 are shown in Fig. 6.13. This ratio is
expected to reflect that the veto-live-time is not identical for the two dimuon triggers, and this
factor was not taken into account in theMC simulation. The deadtime of veto system entering
the physics triggers was studied in a dedicated analysis, to be around 0.24 for LAST–LAST
trigger, and around 0.3 for OT–LAST trigger. A ratio of N1/N0 ≈ 0.9 is thus expected. The
figure further illustrates that there is also a small kinematic dependence observed for this
ratio.

The extracted Drell–Yan UAs and Lam–Tung relation (λ, µ, ν and 2ν − (1 − λ)) as
function of different kinematics dependence (xN , xπ, xF , qT and Mµµ) from both NH3 and W
target in Collins-Soper, Gottfried-Jackson and Helicity frame are shown in Fig. 6.14- 6.16,
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Figure 6.13: The ratio of N1/N0 parameter during UAs extraction.

respectively. In general the λ and µ results are consistent between NH3 and W target, while
the average of ν result in NH3 target are a factor of two higher than the result from W target.
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Figure 6.14: The extracted high-mass Drell–Yan unpolarized asymmetries in Collins-Soper
frame.

The same extracted Drell–Yan unpolarized asymmetries and Lam–Tung relation (λ, µ, ν
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Figure 6.15: The extracted high-mass Drell–Yan unpolarized asymmetries in Gottfried-
Jackson frame.
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Figure 6.16: The extracted high-mass Drell–Yan unpolarized asymmetries in Helicity frame.
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and 2ν − (1 − λ)) as function of different kinematics dependence (xN , xπ, xF , qT and Mµµ)
from W target are also compared with the result from NA10 [43], E615 [44] collaborations
and also the NLO pQCD calculation from DYNNLO. The results from NH3 are shown in
Fig. 6.17-6.19, and those fromW target are shown in Fig. 6.20-6.22. In general the average of
λ and ν from COMPASS measurement is consistent with the two past measurements, while
the average of µ result from COMPASS measurement is in different sign with respect of two
past measurement. The sign change of µ result is due to the definition of y-axis [66] in the
reference frame (see Section 6.1 for the definition from the COMPASS experiment). The ν
result in large qT region from COMPASS measurement are also found to be deviated from
NLO pQCD calculation similar to two past measurements, which could indicated the effect
of non-perturbative TMD Boer–Mulders function.
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Figure 6.17: The comparison of extracted high-mass Drell–Yan unpolarized asymmetries
from NH3 target in Collins–Soper frame from COMPASS measurement (red close circle)
with NA10 (blue open square), E615 (green open circle) experiments and also DYNNLO
calculation (red line).

6.6 Discussion
The Drell–Yan unpolarized asymmetries have been studied by two fixed-target experi-

ments in the past. During the ’80s, NA10 at CERN was one of the pioneering Drell–Yan
experiments. The experiment performed a series of pion-induced Drell–Yan measurements
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Figure 6.18: The comparison of extracted high-mass Drell–Yan unpolarized asymmetries
from NH3 target in Gottfried–Jackson frame from COMPASS measurement (blue close
circle) with E615 (green open circle) experiments and also DYNNLO calculation (blue line).
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Figure 6.19: The comparison of extracted high-mass Drell–Yan unpolarized asymmetries
from NH3 target in Helicity frame from COMPASS measurement (green close circle) with
DYNNLO calculation (green line).
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Figure 6.20: The comparison of extracted high-mass Drell–Yan unpolarized asymmetries
from W target in Collins–Soper frame from COMPASS measurement (red close circle)
with NA10 (blue open square), E615 (green open circle) experiments and also DYNNLO
calculation (red line).
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Figure 6.21: The comparison of extracted high-mass Drell–Yan unpolarized asymmetries
from W target in Gottfried–Jackson frame from COMPASS measurement (blue close circle)
with E615 (green open circle) experiments and also DYNNLO calculation (blue line).
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Figure 6.22: The comparison of extracted high-mass Drell–Yan unpolarized asymmetries
from W target in Helicity frame from COMPASS measurement (green close circle) with
DYNNLO calculation (green line).
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using different beam energies (140, 194 and 286 GeV). A large sample of 152,000 DY events
for dimuon masses Mµµ > 4.05 GeV/c2, was collected using the 194 GeV beam and a tung-
sten target. In the meantime during the ’80s, unpolarized Drell–Yan measurements were also
performed by the E615 collaboration at Fermilab, using 252 GeV π− beam scattering off a
tungsten target. The E615 results were obtained from the analysis of 36,000 DY events with
Mµµ > 4.05 GeV/c2.

The study of Drell–Yan unpolarized asymmetries fromCOMPASSmeasurement by using
data from 2018 data taking is done in this Thesis. By comparing the COMPASS preliminary
result from W target with E615 and NA10 measurement and also NLO perturbative QCD
calculation, the consistency of COMPASS results with two past measurement is confirmed.
Tab. 6.2 summarized the unpolarized asymmetries result from two fixed-target pion-induced
Drell–Yan experiments (NA10, E615) with COMPASS preliminary result. The result of λ

Table 6.2: The summary of the unpolarized asymmetries result fromfixed-target pion-induced
Drell–Yan experiments and also COMPASS preliminary result.

Experiment COMPASS COMPASS NA10 E615
Interaction π− + NH3 π− +W π− +W π− +W

Beam Energy 190 GeV/c 190 GeV/c 194 GeV/c 252 GeV/c

〈λ〉 0.89 ± 0.06 0.89 ± 0.06 0.83 ± 0.04 1.17 ± 0.06
〈µ〉 −0.03 ± 0.02 −0.06 ± 0.02 0.008 ± 0.010 0.09 ± 0.02
〈ν〉 0.24 ± 0.02 0.14 ± 0.02 0.091 ± 0.009 0.169 ± 0.019

〈2ν − (1 − λ)〉 0.39 ± 0.07 0.21 ± 0.08 0.01 ± 0.04 0.51 ± 0.07
x1 range 0.2→ 0.9 0.2→ 0.9 0.2→ 1.0 0.2→ 1.0
x2 range 0.05→ 0.5 0.05→ 0.5 0.1→ 0.4 0.04→ 0.38

asymmetries are consistent between past experiments and COMPASS experiment, while the
average of µ asymmetries are in opposite sign between past experiments and COMPASS
experiment. The different sign of µ is possible since it depend on the definition of y-axis in
the reference frame. In this Thesis, the definition of y-axis in the reference frame follows the
COMPASS convention, defined in the COMPASS proposal [13] (see Section 6.1). Fig. 6.23
shows the impact of reverse y-axis definition on the extracted unpolarized asymmetries:

ŷ ≡
®pπ × ®pN

| ®pN · ®pπ |
(6.10)

The example shows that reversing the direction of y-axis brings a sign change for µ asymme-
tries, while having no impact for λ and ν asymmetries.

For the ν asymmetries, not only a deviation of ν as function of qT with respect to pQCD
calculation, but also the strong violation of Lam–Tung relation is observed as E615 and
NA10 measurement. Since the measurement of all experiments are much larger than the
perturbative QCD calculation, this suggests a room of positive sign of non-perturbative TMD
Boer–Mulders function contribution. Fig. 6.24 and Fig. 6.25 highlight the ν asymmetries
and Lam–Tung violation as a function of qT from three pion-induced Drell–Yan experiments,
respectively.
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Figure 6.23: An example of the impact of reverse y-axis definition in Collins–Soper frame
on the extracted unpolarized asymmetries. The result with the original y-axis definition are
labelled as "Original", while the result with the reverse y-axis definition are labelled as "Test".
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Figure 6.24: The ν asymmetries as a function of qT from three pion-induced Drell–Yan
experiments. Left panel: COMPASS NH3 data, right panel: COMPASS W data.
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Figure 6.25: The Lam–Tung violation as a function of qT from three pion-induced Drell–Yan
experiments. Left panel: COMPASS NH3 data, right panel: COMPASS W data.

6.6.1 Different Feynman-x Convention
The definition of xF , xπ and xN for the Drell–Yan unpolarized asymmetries from COM-

PASS in this Thesis follows the one from COMPASS-II proposal [13] (see Tab. 1.1):

xπ =
q2

2Pπ · q
(6.11)

xN =
q2

2PN · q
xF = xπ − xN

However, this definition of xF , xπ and xN is not the conventional definition used for Drell–Yan
kinematics [8], e.g. the one used by NA10 and E615 experiments:

xF =
2p∗L
√

s
(6.12)

xπ =

√
M2
µµ

s
+

x2
F

4
+

xF

2

xN =

√
M2
µµ

s
+

x2
F

4
−

xF

2

where p∗L represent the longitudinal momentum of virtual photon in the centre-of-mass frame.
The definition of xF , xπ and xN from COMPASS-II proposal is usually used in SIDIS

kinematics, which have been explored by the COMPASS experiment in the past. The ad-
vantage to keep using this definition is to study the sign change of Boer–Mulders function
between SIDIS and Drell–Yan process in the future. In order to perform a fair comparison
between COMPASS result and the past experiments, Fig. 6.26 shows the Drell–Yan unpolar-
ized asymmetries from COMPASS experiment by using Eq. (6.13) convention. The impact
of the Drell–Yan unpolarized asymmetries between two convention are shown in Fig. 6.27.
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The result shows visible difference for three unpolarized asymmetries as function of xF , xπ
and xN , but within one sigma deviation.
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Figure 6.26: The comparison of extracted high-mass Drell–Yan unpolarized asymmetries
from W target in Collins–Soper frame from COMPASS measurement (red close circle) by
using the same definition of xF , xπ and xN with NA10 (blue open square), E615 (green open
circle) experiments and also DYNNLO calculation (red line).

6.6.2 Unpolarized Asymmetries in Different Targets

The complete study ofDrell–Yan unpolarized asymmetries fromCOMPASS in this Thesis
is done for both NH3 and W targets. The first preliminary result of Drell–Yan unpolarized
asymmetries in W target from COMPASS measurement have been released at April 2021.
In principle the asymmetries λ and ν between NH3 and W target are consistent, but the ν
asymmetries result from NH3 target is observed a factor of two larger with respect to the
result from W target. (see Fig. 6.14-6.16).

It’s clear to see that the deviation of ν asymmetries are located in the large qT region and
in small xF region, while there is no theoretical prediction of nuclear dependence on the ν
asymmetries. Before the publication of Drell–Yan unpolarized asymmetries for both NH3
andW targets, there is still a room of improvement for MC simulation chain such as complete
period-by-period two-dimensional detectors efficiencies maps. Probably the puzzle of ν
asymmetries difference between NH3 and W targets will be answered after the improvement
of acceptance estimation.
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Figure 6.27: The impact of different definition of xF , xπ and xN in Collins–Soper frame
on the extracted unpolarized asymmetries. The result with the convention in Eq. (6.12) are
labelled as "Original", while the result with the Eq. (6.13) are labelled as "Test".

6.6.3 Rotational Invariant Quantities Check
The unpolarized asymmetries analysis from many past experiments (such as NA10 and

E615, and also COMPASS)were done in the Collins–Soper frame, as it was demonstrated that
this frame reflects an optimal average in approximating the hadronic to partonic frames when
describing Drell–Yan process. But the unpolarized asymmetries being frame-dependent,
this makes the comparisons and interpretation of results more difficult. Nevertheless, other
more recent experiments have published their angular dependent studies of Drell–Yan-like
processes (like Z0 or J/ψ production) using other reference frames. One can demonstrate the
existence of a number of independent rotational invariants describing the angular distribution
of the Drell–Yan (and Drell–Yan like) dileptons [67, 68]. Using these quantities, the values
of the unpolarized asymmetries become independent of the reference frame. Due to the
property of frame-invariant, these quantities are particularly useful as a check for possible
systematic effects. In particular the so-called λ̃ and F invariants, which are defined as

λ̃ =
2λ + 3ν

2 − ν
(6.13)

F =
1 + λ + ν

3 + λ
(6.14)

Constraints apply to these "natural" invariants describing Drell–Yan process to be −1 <
λ̃ < ∞ and 0 < F < 1. The λ̃ and F invariants are calculated in the three reference frames
(see Section 6.1) when analysing Drell–Yan. Results are shown in Fig. 6.28, for the two
targets, NH3 and W.
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Figure 6.28: Rotational invariant λ̃ extracted in Collins–Soper, Gottfried–Jackson and He-
licity frames, for the NH3 target and the W target.
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Figure 6.29: Rotational invariant F extracted in Collins–Soper, Gottfried–Jackson and He-
licity frames, for the NH3 target and the W target.
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The agreement among the different frames gives a measure of systematic errors related
to the acceptance correction. In the COMPASS data, λ̃ and F are compatible with 1 for
the W target, and above unity for the NH3 data. This result suggest the level of systematic
uncertainties in this analysis are in a reasonable value. More detail systematic uncertainties
checks are done and demonstrated in the Appendix C. The same type of analysis for the
published E615 data [44] on W target also shows λ̃ above 1 (see Fig. 6.30a).
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Figure 6.30: Rotational invariant λ̃ extracted in Collins–Soper and Gottfried–Jackson frames,
calculated from the E615 and NA10 published UAs results.

6.6.4 Estimation of Systematic Uncertainties
The study of overall systematic uncertainties of unpolarized asymmetries extraction have

been done carefully. There are many points have been checked and validated, which are
demonstrated in more detail at Appendix:

1. Compatibility of the results obtained from different periods.

2. Compatibility of the results obtained from different target cells (same material but
different location).

3. Compatibility of the results obtained from different trigger priority.

4. Systematic of different qT cut.

5. Systematic of different θµ− cut.

6. Systematic of different bin size of two-dimensional angular histogram.

7. Systematic of different xF cut.
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8. Systematic of different dead zone cut.

9. Impact of different MC-generator settings.

Base on the result, only first of three items are found some remaining systematic effects
so that they are included in the final systematic uncertainties. Three of relative systematic
uncertainties with respect to statistics error σStat.,i are extracted individually:

1. Relative systematic uncertainties of incompatibility from different periods
σPeriod

Syst.
σStat.

2. Relative systematic uncertainties of incompatibility from different target cells
σ

Target
Syst.
σStat.

3. Relative systematic uncertainties of incompatibility fromdifferent trigger priority
σ

Trigger
Syst.
σStat.

The total systematic uncertainties are summed up in quadrature in each kinematic bin i:

σTotal
Syst.,i

σStat.,i
≡

1
σStat.,i

√(
σPeriod

Syst.

)2
+

(
σ

Target
Syst.,i

)2
+

(
σ

Trigger
Syst.,i

)2
(6.15)

The result of total systematic uncertainties for unpolarized asymmetries extraction in
Collins–Soper, Gottfried–Jackson and Helicity frame are summarized in Fig. 6.31.
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Figure 6.31: The estimated total systematic uncertainties for unpolarized asymmetries result
in Collins–Soper, Gottfried–Jackson and Helicity frame.
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7.1 J/ψ Production
The J/ψmeson, as a bound state of charm and anti-charmquark (cc̄) from the charmonium

production, have been discovered since 1974. The production of charmonium attracted
people’s attention until now since it’s a good resource for understanding QCD framework in
both perturbative and non-perturbative aspects. To investigate the non-perturbative aspects
of QCD, one of the way is by studying the internal structure of pion, which is the lightest
QCD bound state. Despite the fact that the pion is theoretically simpler than the proton in
terms of partonic structure, the understanding of pion’s parton distribution functions (PDFs)
are not as plenty as proton due to experimental constrain. As a meson, too short lifetime
made a difficulty to study the partonic structure of pion via scattering off a pion target.
Building on that, the understanding of pion’s PDFs relies on the pion-induced Drell–Yan
data or charmonium production data. The pion-induced Drell–Yan data provide the valence
quark distribution in the pion since Drell–Yan process are dominated by quark-antiquark
annihilation, but cannot constrain the sea and the gluon distributions in the pion. The
pion-induced charmonium production data has some advantages: first is the large cross-
section compare with Drell–Yan process, second is detectable via dilepton decay channel
as Drell–Yan process, also the domination of gluon-gluon fusion in charmonium production
bring the constrain of gluon distribution in the pion. To constrain the remain component
in pion PDFs, sea quark distribution, which can be accessed by performing the Drell–Yan
measurement with π+ and π− beams on the isoscalar deuterium target.

Base on the global analysis with available pion-induced Drell–Yan data and J/ψ produc-
tion data which carried out more than two decades ago, the calculations of pion PDFs deter-
mined by Sutton–Martin–Roberts–Stirling (SMRS) [69] and Gluck–Reya–Vogt (GRV) [70]
are still widely used until now. Recently there are two global analysis have been performed
by Jefferson lab Angular Momentum Collaboration (JAM) [71] and xFitter [72].

In general, the theoretical procedure for a heavy quarkonium production consists two
steps: first is the production of heavy-quark pairs (QQ̄) at the parton level from the QCD
description, second is the hadronization from QQ̄ into the quarkonium states. In case of
the charmonium production from hadron collision, the cc̄ pair is produced via the quark-
antiquark annihilation (qq̄), gluon-gluon fusion (gg) or quark-gluon scattering (qg) at first.
Furthermore, the cc̄ pair will be formed into a charmonium bound state via hadronization
process, which is a non-perturbative process. Examples of heavy-quark pairs production
from hadron collision are shown in Fig. 7.1.

In order to describe this non-perturbative hadronization process, several theoretical ap-
proaches have been proposed:

1. Color Evaporation Model (CEM) [73]

2. Color-Singlet Model (CSM) [74]

3. Non-Relativistic QCD (NRQCD) [75]

The CEM assumes a constant probability for a cc̄ pair to hadronize into a given charmo-
nium state (J/ψ, ψ(2S), χc0 ... and so on). The CSM assumes the production of charmonium
state to be through the color-singlet cc̄ channel of the same quantum numbers as charmonium
state. The NRQCD expands the calculations by the powers of the average velocity of cc̄
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Figure 7.1: Examples of heavy-quark pairs (QQ̄) production from hadron collision.

pairs in the charmonium state rest frame, where the hadronization probability of each cc̄
pair depends on its color, spin state and angular momentum. Among three of theoretical
approaches, the NRQCD is the mainstream approach since it provides a good description
of experimental data taken at collider energies. But the failure of NRQCD approach in the
measurement at fixed-target energies remains.

7.2 Non-Relativistic QCD

In the NRQCD approach, the cross-section of quarkonium production is expanded with
the strong coupling constant αs and the velocity of heavy quark pair QQ̄. The factorization of
theQQ̄ pair proceeds through a short-distance partonic interaction is calculated perturbatively
as a series of αs in perturbative QCD. The probability of non-perturbative hadronization of
a QQ̄ pair into the quarkonium bound state depends on its color, spin state and angular
momentum, which is characterized by the so-called long-distance matrix elements (LDMEs)
for each state with different color, spin and angular momentum. The LDMEs are extracted
by a fit to the experimental data and assumed to be universal. The LDMEs can be divided
into two categories: color-singlet LDMEs and color-octet LDMEs. In case of charmonium
production, the color-singlet LDMEs can be extracted from the decay widths of charmonium
state or model calculations, while the color-octet LDMEs are determined from fits to the
cross-section and polarization of charmonium production data.

In the NRQCD, the general production cross-section for a quarkonium state H through
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two hadrons (A, B) colliding process A + B→ H + X can be described as following:

σH =
∑

i,j=q,q̄,g

∫ 1

0
dx1dx2 f A

i (x1) f B
j (x2)σ̂(i j → H) (7.1)

where the index i and j in the first sum extends over all partons (quark q, anti-quark q̄ and
gluon G) in the colliding hadrons, f A

i (x1) and f B
j (x2) represent the corresponding PDFs

in each hadrons as function of Bjorken-x x1 and x2. Here the production cross-section
σ̂(i j → H) is the sum of the products of the short-distance coefficients Ci j

QQ̄[n]
and LDMEs

〈OH
n 〉:

σ̂(i j → H) =
∑

n

Ci j
QQ̄[n]
〈OH

n 〉 (7.2)

The short-distance coefficients Ci j
QQ̄[n]

describe the production of a quark-antiquark pair QQ̄
in a specific color state [n] and calculated perturbatively in powers of αs(2mQ). The non-
perturbative parameters LDMEs 〈OH

n 〉 describe the hadronization of the QQ̄ pair into a
quarkonium state H. Because the LDMEs are non-perturbative parameters so that it can be
only determined by a fit to data, which assumed to be universal1.

In general, the leading-orderO(α2
s ) calculation of σ̂(i j → H) consists the quark-antiquark

annihilation and the gluon-gluon fusion diagrams:

q + q̄→ Q + Q̄ (7.3)
g + g → Q + Q̄

The next-to-leading-order O(α3
s ) calculation includes additional quark-gluon scattering and

virtual gluon correction diagrams:

q + q̄→ Q + Q̄ + g (7.4)
g + g → Q + Q̄ + g
q + g → Q + Q̄ + q

7.3 Charmonium Production in NRQCD Approach
In case of charmonium production, base on Eq. (7.1), the differential cross-section as a

function of Feynman-x (xF) for a charmonium state H through the collision of hadron h and
nucleon N: hN → H + X with the interpretation of NRQCD approach can be expressed as
following:

dσH

dxF
=

∑
i,j=q,q̄,g

∫ 1

0
dx1dx2 f h

i (x1, µF) f N
j (x2, µF)σ̂(i j → H) (7.5)

where the index i and j in the first sum extends over all partons in the colliding hadrons,
µF is the factorization scale and µR is the renormalization scales, f h

i (x1, µF) and f N
j (x2, µF)

1independent of beam or target hadrons and the energy scale
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represent the corresponding PDFs in beam hadron and target nucleon as function of µF and
Bjorken-x x1 and x2. Here the charmonium production cross-section σ̂(i j → H) is the sum
of the products of the short-distance coefficients Ci j

cc̄[n] and LDMEs 〈OH
n 〉:

σ̂(i j → H) =
∑

n

Ci j
cc̄[n](x1ph, x2pN, µF, µR,mc)〈O

H
n (

2S+1LJ)〉 (7.6)

The short-distance coefficients Ci j
cc̄[n] describe the production of a cc̄ pair in a specific color

state [n] (n = 8 represent color-octet state, while n = 1 represent color-singlet state) and
calculated perturbatively in powers of αs(2mc). The non-perturbative parameters LDMEs
〈OH

n (
2S+1LJ)〉 describe the hadronization of the cc̄ pair into a charmonium state H (J/ψ,

ψ(2S), χc0...) with specific color n, spin S, orbital angular momentum L and total angular
momentum J.

In the charmonium production, the calculation of production cross-section up to the
next-to-leading-order O(α3

s ) should considered qq̄, gg and qg processes, which shown in
Eq. (7.3) and Eq. (7.4). The processes in O(α2

s ) calculation will produce cc̄ pair in an S-wave
color-octet state or P-wave color-singlet state, while in O(α3

s ) calculation will produce cc̄ pair
in an S-wave or P-wave color-singlet state. The possible LDMEs in the different processes
for each charmonium state are summarized in Tab. 7.1.

H qq̄ gg qg

J/ψ, ψ(2S) 〈OH
8 (

3S1)〉 (O(α2
s )) ∆H

8 (O(α2
s ))

〈OH
1 (

3S1)〉 (O(α3
s ))

χc0 〈OH
8 (

3S1)〉 (O(α2
s )) 〈OH

1 (
3P0)〉 (O(α2

s ))

χc1 〈OH
8 (

3S1)〉 (O(α2
s )) 〈OH

1 (
3P1)〉 (O(α3

s )) 〈OH
1 (

3P1)〉 (O(α3
s ))

χc2 〈OH
8 (

3S1)〉 (O(α2
s )) 〈OH

1 (
3P2)〉 (O(α2

s ))

Table 7.1: Relationship of LDMEs and the associated orders of αs to different processes for
various charmonium states in the NRQCD framework of Ref. [76].

There are five kinds of charmonium state: J/ψ, ψ(2S), χc0, χc1 and χc2. It’s clear to see
that the cc̄ pair atO(α2

s ) in color-octet state can only hadronize into various charmonium states
with the LDMEs 〈OH

8 (
3S1)〉 in q + q̄ → c + c̄ process. The cc̄ pair at O(α3

s ) in color-singlet
state can only hadronize into χc1 with the LDME 〈OH

1 (
3P1)〉/m2

c in q+g → c+ c̄+q process.
In g + g → c + c̄ (at O(α2

s )) process, the cc̄ pair in color-octet state can hadronize into J/ψ
and ψ(2S) with the corresponding LDMEs ∆H

8 2, while the cc̄ pair in color-singlet state can
hadronize into χc0 and χc2 with the LDMEs 〈OH

1 (
3P0)〉/m2

c and 〈OH
1 (

3P2)〉/m2
c , respectively.

Finally, in g+g → c+ c̄+g (at O(α3
s )) process, the cc̄ pair in color-singlet state can hadronize

into J/ψ, ψ(2S) and χc1 with the LDMEs 〈OH
1 (

3S1)〉/m2
c and 〈OH

1 (
3P1)〉/m2

c , respectively.
Base on the spin symmetry relation, the total number of LDMEs listed in Tab. 7.1 can be

2∆H8 = 〈O
H
8 (

1S0)〉 +
3
m2

c
〈OH

8 (
3P0)〉 +

4
5m2

c
〈OH

8 (
3P2)〉
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further reduced:

〈O
J/ψ,ψ(2S)
8 (3PJ)〉 = (2J + 1)〈OJ/ψ,ψ(2S)

8 (3P0)〉 for J = 2
〈O

χcJ
8 (

3S1)〉 = (2J + 1)〈O χc0
8 (

3S1)〉 for J = 1,2
〈O

χcJ
1 (

3PJ)〉 = (2J + 1)〈O χc0
1 (

3P0)〉 for J = 1,2. (7.7)

With the information of LDMEs, the charmonium production cross-section can be cal-
culated as shown in Eq. (7.5). In case of J/ψ production cross-section calculation, one
should take into account not only the contribution of direct production of J/ψ itself, but also
feed-down J/ψ contribution from the hadronic decay of ψ(2S) and radiative decays of χc0,
χc1 and χc2 states. Therefore, the total J/ψ production cross-section should be estimated as
following:

σJ/ψ = σ
direct
J/ψ + Br(ψ(2S) → J/ψ + X)σψ(2S) +

2∑
J=0

Br(χcJ → J/ψ + γ)σχcJ (7.8)

where the Br(∗) represent the branching ratios of different decay channels related to J/ψ
product, these values from PDG 2020 [77] is shown as following:

Br(ψ(2S) → J/ψ + X) = 61.4% (7.9)
Br(χc0 → J/ψ + γ) = 1.4%
Br(χc1 → J/ψ + γ) = 34.3%
Br(χc2 → J/ψ + γ) = 19.0%

7.4 Long-Distance Matrix Elements Setting
By introducing the LDMEs in the NRQCD approach and its universality, the assumption

of the factorization should be holds [75]. In order to test this point, analysing the low pT
cross-section from fixed-target data is necessary. Some articles have performed such study,
which focusing exclusively on charmonium production from fixed-target experiments. One
is reported by Beneke and Rothstein [76], another is reported by Maltoni et al. [78].

In Ref. [76], the partial next-to-leading order (up to O(α3
s )) calculation in the NRQCD ap-

proach is performed. The color-singlet LDMEs 〈OH
1 (

3S1)〉 for J/ψ andψ(2S), and 〈OH
1 (

3P0)〉

for χc0 are taken from the potentialmodel calculation [79]. The color-octet LDMEs 〈OH
8 (

3S1)〉
for J/ψ, ψ(2S) and χc are taken from the fits to the pT differential cross-sections of char-
monium production in Tevatron collider data [80]. The ∆H

8 LDMEs for J/ψ and ψ(2S) were
determined by a fit of the NRQCD calculation to the proton-induced data. The obtained
LDMEs from Ref. [76] are summarized in Tab. 7.2.

After obtaining all of LDMEs, the proton- and pion-induced charmonium production
cross-section are both calculated and compared with experimental data. Fig. 7.2 shows
the J/ψ and ψ(2S) production cross-sections from proton-induced data and compare with
calculation for xF > 0 region which using the LDMEs setting in Tab. 7.2. Same exercise
has been done for pion-induced data and shown in Fig. 7.3. The comparison result of
proton-induced J/ψ and ψ(2S) production cross-sections shows a good agreement between
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H 〈OH
1 (

3S1)〉 〈O
H
1 (

3P0)〉/mc
2 〈OH

8 (
3S1)〉 ∆H

8

J/ψ 1.16 6.6 × 10−3 3 × 10−2

ψ(2S) 0.76 4.6 × 10−3 5.2 × 10−3

χc0 0.044 3.2 × 10−3

Table 7.2: NRQCD LDMEs for the charmonium production obtained in Ref. [76], all in units
of GeV3.

all cross sections in terms of the respective quarkonium
masses increases s(J/c)dir /sJ/c , because MxcJ

.MJ/c .
However, the total color singlet cross section then decreases
further and falls short of the data by about a factor 5. We
therefore consider the the combination of total J/c produc-
tion cross section and direct production ratio as convincing

evidence for an essential role of color octet mechanisms for
direct J/c production also at fixed-target energies.
The comparison of theoretical predictions with the E705

experiment @25# is summarized in Table III. Including color
octet production yields good agreement for direct J/C pro-
duction, as well as the relative contributions from all xcJ
states and c8. Note that the total cross section from @25# is
rather large in comparison with other data ~see Fig. 2!. In the
CSM, the direct production cross section of 7 nb should be
compared with the measured 89 nb, clearly demonstrating
the presence of an additional numerically large production
mechanism. Note also that our c8 cross section in the CSM
is rather large in comparison with the direct J/C cross sec-
tion in the CSM. A smaller value which compares more fa-
vorably with the data could be obtained if one expressed the
cross section in terms of quarkonium masses @2#. From the
point of view presented here, this agreement appears coinci-
dental since the cross sections are dominated by octet pro-
duction.
Perhaps the worst failure of the theory is the xc1 to xc2

ratio in the feeddown contribution that has been measured in
the WA11 experiment at E5185 GeV @26#. We see that the
prediction is far too small even after inclusion of color octet
contributions. The low rate of x1 production is due to the
fact, as already mentioned, that the gluon-gluon fusion chan-
nel is suppressed by as /p compared to xc2 due to angular
momentum constraints. Together with J/c ~and c8) polar-
ization, discussed in Sec. IV, the failure to reproduce this
ratio emphasizes the importance of yet other production
mechanisms, presumably of higher twist, which are naively
suppressed by LQCD /mc @2#.

C. Pion-induced collisions

The c8 and J/c production cross section in pion-nucleon
collisions are shown in Figs. 4 and 5. The discussion for

FIG. 2. J/c production cross sections in proton-nucleon colli-
sions for xF.0. The dotted line is the direct J/c production rate in
the CSM and the dashed line includes the contribution from the
color octet processes. The total cross section ~solid line! includes
radiative feeddown from the xcJ and c8 states. The solid line is
obtained with D8(J/c)53.031022 GeV3.

FIG. 3. Ratio of direct to total J/c production in proton-nucleon
collisions as a function of the charm quark mass in the CSM and
after inclusion of color octet processes at E5300 GeV. The experi-
mental value is 0.6260.04.

FIG. 4. Total ~solid! and singlet only ~dotted! c8 production
cross section in pion-nucleon collisions (xF.0 only!. The solid line
is obtained with D8(c8)55.231023 GeV3.
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is seen to be about a factor of 2 below the data and the fit,
including color octet processes, is obtained with

D8~c8!55.231023 GeV3. ~20!

The contribution from ^O8
c8(3S1)& is numerically irrelevant

because gluon fusion dominates at all c.m.s. energies consid-
ered here. The relative magnitude of singlet and octet contri-
butions is consistent with the naive scaling estimate
p/as•v4'1. @The color singlet cross section acquires an
additional suppression, because it vanishes close to threshold
when 4mc

2/(x1x2s)!1.#
It is important to mention that the color singlet prediction

has been expressed in terms of 2mc53 GeV and not the
physical quarkonium mass. Choosing the quarkonium mass
reduces the color singlet cross section by a factor of 3 com-
pared to Fig. 1, leading to an apparent substantial c8 deficit.2
As explained in Sec. II, choosing quark masses is preferred
but leads to large normalization uncertainties due to the
poorly known charm quark mass, which could only be par-
tially eliminated if the color singlet wave function were ex-
tracted from c8 decays. If, as in open charm production, a
small charm mass were preferred, the data could be repro-
duced even without a color octet contribution. Although this
appears unlikely ~see below!, we conclude that the total c8
cross section alone does not provide convincing evidence for
the color octet mechanism. If we neglect the color singlet
contribution altogether, we obtain D8(c8),1.031022 GeV
3. This bound is strongly dependent on the value of mc .
Varying mc between 1.3 GeV and 1.7 GeV changes the total
cross section by roughly a factor of 8 at As530 GeV and
even more at smaller As . Compared to this normalization
uncertainty, the variation with the choice of parton distribu-
tion and as(m) is negligible. This remark applies to all other
charmonium cross sections considered in this section.

B. J/c

The J/c production cross section in proton-nucleon col-
lisions is displayed in Fig. 2. A reasonable fit is obtained for

D8~J/c!53.031022 GeV3. ~21!

We see that the color octet mechanism substantially en-
hances the direct J/c production cross section compared to
the CSM, as shown by the dashed and dotted lines in Fig. 2.
The total cross section includes feeddown from xcJ states
which is dominated by the color singlet gluon fusion process.
As expected from the cross section in Sec. II, the largest
indirect contribution originates from xc2 states, because
xc1 production is suppressed by one power of as in the
gluon fusion channel. The direct J/c production fraction at
As523.7 GeV (E5300 GeV! is 63%, in excellent agree-
ment with the experimental value of 62% @25#. Note that this
agreement is not a trivial consequence of fitting the color
octet matrix element D8(J/c) to reproduce the observed to-
tal cross section since the indirect contribution is dominated
by color singlet mechanisms and the singlet matrix elements
are fixed in terms of the wave functions of @19#.
One could ask whether the large sensitivity to the charm

quark mass could be exploited to raise the direct production
fraction in the CSM, thus obviating the need for octet con-
tributions altogether? As shown in Fig. 3 this is not the case,
since the charm mass dependence cancels in the direct-to-
total production ratio. It should be mentioned that expressing

2This together with a smaller value for the color singlet radial
wave function could at least partially explain the huge discrepancy
between the CSM and the data that was reported in @23#.

FIG. 1. Total ~solid! and singlet only ~dotted! c8 production
cross section in proton-nucleon collisions (xF.0 only!. The solid
line is obtained with D8(c8)55.231023 GeV3.

TABLE III. Comparison of quarkonium production cross sections in the color singlet model ~CSM! and
the NRQCD prediction ~theor.! with experiment at E5300 GeV and E5185 GeV ~last line only!. The
‘‘x fraction’’ is defined by (J51,2B(xcJ!J/cX)sxcJ

/sJ/c . The ‘‘xc1 /xc2’’ ratio is defined by
B(xc1!J/cX)sxc1

/@B(xc2!J/cX)sxc2
# .

pN theor. pN CSM pN expt. p2N theor. p2N CSM p2N expt.

sJ/c 90 nb 33 nb 143621 nb 98 nb 38 nb 178621 nb
s(J/c)dir /sJ/c 0.63 0.21 0.626 0.04 0.64 0.24 0.566 0.03
sc8 /s(J/c)dir 0.25 0.67 0.216 0.05 0.25 0.66 0.236 0.05
x fraction 0.27 0.69 0.316 0.04 0.28 0.66 0.376 0.03
xc1 /xc2 ratio 0.15 0.08 - 0.13 0.11 1.46 0.4
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(b) ψ(2S) production cross-section

Figure 7.2: The J/ψ and ψ(2S) production cross-sections from proton-induced data and
compare with calculation for xF > 0 region. (Adopted from [76])
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proton-induced collisions applies with little modification to
the pion case. A breakdown of contributions to the J/c cross
section at E5300 GeV is given in Table III. The theoretical
prediction is based on the values of D8(H) extracted from
the proton data. Including color octet contributions can add
little insight into the question of why the pion-induced cross
sections appear to be systematically larger than expected.
This issue has been extensively discussed in @1#. The dis-
crepancy may be an indication that either the gluon distribu-
tion in the pion is not really understood ~although using pa-
rametrizations different from GRV LO tends to yield rather
lower theoretical predictions! or that a genuine difference in
higher twist effects for the proton and the pion exists.

D. Y„nS…
If higher twist effects are important for fixed-target char-

monium production, their importance should decrease for
bottomonium production and facilitate a test of color octet
production. Unfortunately, data for bottomonium production
at fixed target energies are sparse and do not allow us to
complete this test.
Because of the increase of the quark mass, bottomonium

production differs in several ways from charmonium produc-
tion, from a theoretical standpoint. The relative quark-
antiquark velocity squared decreases by a factor of 3; thus,
the color octet contributions to direct production of Y(nS)
are less important since they are suppressed by v4 @at the
same time as(2mQ) decreases much less#. The situation is
exactly the opposite for the production of P-wave bottomo-
nia. In this case the color singlet and octet contributions scale
equally in v2. The increased quark mass, together with an
increased relative importance of the octet matrix element

^O8
xb0(3S1)& ~extracted from Tevatron data in @9#! as com-

pared to the singlet wave function ~compare xc0 with xb0 in
Table II!, leads to domination of quark-antiquark pair initi-
ated processes. Consequently, the direct Y(nS) production
cross section is at least a factor 10 below the indirect contri-
butions from xb decays. This observation leads to the con-
clusion that the number of Y(3S) observed by the E772
experiment @27# can only be explained if xbJ(3P) states that
have not yet been observed directly exist below the open
bottom threshold. Such indirect evidence has also been ob-
tained from bottomonium production at the Tevatron collider
@18#.
To obtain our numerical results shown in Fig. 6, we as-

sumed that these xbJ(3P) states decay into Y(3S) with the
same branching fractions as the corresponding n52 states.
The total cross sections are compared with the experimental
value 195667 pb/nucleon obtained from @24# at
E5800 GeV for the sum of Y(nS), n51,2,3 and show very
good agreement. The color singlet processes alone would
have led to a 9 times smaller prediction at this energy. We
should note, however, that integration of the xF distribution
for Y(1S) production given in @27# indicates a cross section
about 2–3 times smaller than the central value quoted by
@24#. The theoretical prediction for the relative production
rates of Y(1S):Y(2S):Y(3S) is 1:0.42:0.30 to be com-
pared with the experimental ratio3 @27# 1:0.29:0.15. This
comparison should not be overinterpreted since it depends
largely on the rather uncertain octet matrix elements for
P-wave bottomonia. Because of lack of more data, we also
hesitate to use this comparison for a new determination of
these matrix elements.

3These numbers were taken from the raw data with no concern
regarding the differing efficiencies for the individual states.

FIG. 5. J/c production cross sections in pion-nucleon collisions
for xF.0. Direct J/c production in the CSM ~dashed line! and
after inclusion of color octet processes ~dotted line!. The total cross
section ~solid line! includes radiative feeddown from the xcJ and
c8 states. The solid line is obtained with D8(J/c)53.031022

GeV3.

FIG. 6. Total ~direct plus indirect! Y(nS) production cross sec-
tions ~for xF.0), consecutively summed over n . The data point
refers to the sum of n51,2,3.

54 2011HADROPRODUCTION OF QUARKONIUM IN FIXED- . . .

(a) J/ψ production cross-section

all cross sections in terms of the respective quarkonium
masses increases s(J/c)dir /sJ/c , because MxcJ

.MJ/c .
However, the total color singlet cross section then decreases
further and falls short of the data by about a factor 5. We
therefore consider the the combination of total J/c produc-
tion cross section and direct production ratio as convincing

evidence for an essential role of color octet mechanisms for
direct J/c production also at fixed-target energies.
The comparison of theoretical predictions with the E705

experiment @25# is summarized in Table III. Including color
octet production yields good agreement for direct J/C pro-
duction, as well as the relative contributions from all xcJ
states and c8. Note that the total cross section from @25# is
rather large in comparison with other data ~see Fig. 2!. In the
CSM, the direct production cross section of 7 nb should be
compared with the measured 89 nb, clearly demonstrating
the presence of an additional numerically large production
mechanism. Note also that our c8 cross section in the CSM
is rather large in comparison with the direct J/C cross sec-
tion in the CSM. A smaller value which compares more fa-
vorably with the data could be obtained if one expressed the
cross section in terms of quarkonium masses @2#. From the
point of view presented here, this agreement appears coinci-
dental since the cross sections are dominated by octet pro-
duction.
Perhaps the worst failure of the theory is the xc1 to xc2

ratio in the feeddown contribution that has been measured in
the WA11 experiment at E5185 GeV @26#. We see that the
prediction is far too small even after inclusion of color octet
contributions. The low rate of x1 production is due to the
fact, as already mentioned, that the gluon-gluon fusion chan-
nel is suppressed by as /p compared to xc2 due to angular
momentum constraints. Together with J/c ~and c8) polar-
ization, discussed in Sec. IV, the failure to reproduce this
ratio emphasizes the importance of yet other production
mechanisms, presumably of higher twist, which are naively
suppressed by LQCD /mc @2#.

C. Pion-induced collisions

The c8 and J/c production cross section in pion-nucleon
collisions are shown in Figs. 4 and 5. The discussion for

FIG. 2. J/c production cross sections in proton-nucleon colli-
sions for xF.0. The dotted line is the direct J/c production rate in
the CSM and the dashed line includes the contribution from the
color octet processes. The total cross section ~solid line! includes
radiative feeddown from the xcJ and c8 states. The solid line is
obtained with D8(J/c)53.031022 GeV3.

FIG. 3. Ratio of direct to total J/c production in proton-nucleon
collisions as a function of the charm quark mass in the CSM and
after inclusion of color octet processes at E5300 GeV. The experi-
mental value is 0.6260.04.

FIG. 4. Total ~solid! and singlet only ~dotted! c8 production
cross section in pion-nucleon collisions (xF.0 only!. The solid line
is obtained with D8(c8)55.231023 GeV3.
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(b) ψ(2S) production cross-section

Figure 7.3: The J/ψ and ψ(2S) production cross-sections from pion-induced data and com-
pare with calculation for xF > 0 region. (Adopted from [76])

experimental data and calculation, while the calculation for both J/ψ and ψ(2S) production
cross-section were found to be systematically below the experimental data.

In Ref. [78], the complete next-to-leading order (up to O(α3
s )) calculation [81] in the

NRQCD approach is performed. The S-wave color-octet LDMEs for J/ψ and ψ(2S) were
obtained by fitting to the proton-induced charmonium production cross-section from fixed-
target data, while the rest of color-octet LDMEs were taken from the Tevatron data [82, 83].
The obtained LDMEs from Ref. [78] are summarized in Tab. 7.3.

H 〈OH
1 (

3S1)〉 〈O
H
1 (

3P0)〉/mc
2 〈OH

8 (
3S1)〉 ∆H

8

J/ψ 1.16 1.19 × 10−2 1.0 × 10−2

ψ(2S) 0.76 5.0 × 10−3 0.42 × 10−3

χc0 0.11 3.1 × 10−3

Table 7.3: NRQCD LDMEs for the charmonium production adopted in Ref. [78], all in units
of GeV3.

The proton-induced J/ψ and ψ(2S) production cross-sections are calculated and found to
be agree with fixed-target experimental data. Fig. 7.4 shows the J/ψ and ψ(2S) production
cross-sections and also the cross-section ratio ofσψ(2S)/σJ/ψ fromproton-induced data, which
compare with the complete next-to-leading order NRQCD calculation by using the LDMEs
setting in Tab. 7.3. The comparison result of proton-induced J/ψ and ψ(2S) production
cross-sections shows a good agreement between experimental data and calculation, but the
comparison with pion-induced J/ψ and ψ(2S) production were not tested.
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tests resulted in values which are compatible with the Fermilab
proton–proton collision data, providing a consistent indication
of a reduced octet contribution. No significant variation of the
fit results is observed when we include in the fit, in addition to
σJ/ψ data, only σψ(2S) or only σψ(2S)/σJ/ψ measurements. In
the quoted uncertainties, the correlations between different ex-
perimental results, due to the dilepton decay branching ratios

and to the luminosity and efficiencies determinations for dif-
ferent measurements performed by the same experiment, have
been found to have a small impact.

Once the stability of the fit procedure and its precision have
been established, one can obtain predictions for other quanti-
ties. As a first application, in Fig. 3 we show the comparison
between the differential cross sections dσpN/dy at y = 0, as

Fig. 2. Fit results as a function of the cms-energy for the J/ψ cross section (top), the ψ(2S) cross section (bottom-left) and the σψ(2S)/σJ/ψ ratio (bottom-right).
The open circles in the two bottom plots represent the results calculated from the published papers which are not used in the fit.

Fig. 3. The J/ψ differential cross section dσpN/dy at y = 0, as a function of the cms-energy. The data shown here are not used in the fit. The theoretical prediction
with its uncertainty corresponds to the fit to the total cross sections, as shown in Fig. 2.

Figure 7.4: The J/ψ and ψ(2S) production cross-sections and also the cross-section ratio
of σψ(2S)/σJ/ψ from proton-induced data, which compare with the complete next-to-leading
order NRQCD calculation. (Adopted from [78])
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7.5 Proton- and Pion-induced Charmonium Production
Although the failure of describing the pion-induced charmonium production from the

fixed-target data by the set of LDMEs obtained fromRef. [76, 78] is contradict the universality
of LDMEs between pion- and proton-induced processes, some improvements are suggested
and to be tested.

To explore the possibility of a set of LDMEs can be identified to achieve a good description
for both proton- and pion-induced data in charmonium production, a global analysis with
several fixed-target experimental data from both proton- and pion-induced processes in the
NRQCD framework is performed. Following the NRQCD framework in Ref. [76], the same
exercise can be repeated. But a possible new set of LDMEs from a global fit can be re-
evaluated by including the cross-section for J/ψ, ψ(2S) and their ratios Rψ = σψ(2S)/σJ/ψ
from both proton-induced data [78, 86, 87] and pion-induced data [84, 85, 88, 89] in the same
time. Furthermore, the color-octet LDMEs 〈OH

8 (
3S1)〉 should allowed to vary in the global

fit.
The partial next-to-leading order NRQCD calculation is done base on the usage of

the nucleon CT14nlo PDFs [90] and the pion GRV NLO PDFs [70] under the LHAPDF
framework [91, 92] and also the necessary parameters setting: a charm quark mass mc = 1.5
GeV/c2and renormalization and factorization scale µR = µF = 2mc.

Fig. 7.5 shows the comparison of J/ψ and ψ(2S) production cross-sections in both
proton- and pion-induced processes and also the cross-section ratio of σψ(2S)/σJ/ψ from
proton-induced data with the NRQCD calculation. The data in Fig. 7.5 are compared with
the NRQCD calculation by using the different set of LDMEs, which obtained in three different
approaches and labelled as: "Fit-R", "Fit-1" and "Fit-2", respectively. The definition of three
different global fit approaches are defined as following:

1. Fit-R: (Reference fit)
Fixed the LDMEs values which determined in Ref. [76] (see Tab. 7.2) in the global fit.
By using the same set of LDMEs as Ref. [76], the whole global fit framework can be
validated.

2. Fit-1: (Fit of proton-induced data)
Leaving 〈OH

8 (
3S1)〉 and ∆H

8 for both J/ψ and ψ(2S) as free parameters, while the
color-octet LDME for χc0 is fixed as shown is Tab. 7.2 in the global fit and only fit with
the proton-induced data. The 〈OH

8 (
3S1)〉 LDMEs are responsible for the qq̄ process,

which plays an important role in pion-induced J/ψ production near threshold because
the parton density at large x region is dominated by the valence antiquarks in pions.
The observed underestimation of low-energy pion-induced data in "Fit-R" approach
could caused by the too small value of 〈OH

8 (
3S1)〉 LDMEs.

3. Fit-2: (Fit of proton- and pion-induced data)
Leaving 〈OH

8 (
3S1)〉 and ∆H

8 for both J/ψ and ψ(2S) as free parameters, while the color-
octet LDME for χc0 is fixed as shown is Tab. 7.2 in the global fit and fit with both proton-
and pion-induced data. The "Fit-2" approach is quite similar with "Fit-1" approach,
only the data is different by including also pion-induced data. The combination of
including both proton- and pion-induced data in the global fit should further constrain3

3Under the assumption that higher-twist effects are negligible
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color-octet LDMEs because of the different nature of valence quarks in the protons and
pions, which lead to the different energy dependence of the relative contributions of
qq̄ and gg processes for J/ψ and ψ(2S) production.

The reduced χ2/ndf of the whole data sets and the χ2 divided by the number of data
point (ndp) for each single data set in "Fit-R", "Fit-1" and "Fit-2" approaches for NRQCD
calculations and the best-fit result of LDMEs are summarized in Tab. 7.4. Compare to the
production cross-section result in "Fit-R" approach, the result in "Fit-1" approach for both
proton- and pion-induced data are significantly enhanced (the overall χ2/ndf is reduced
from 16.8 to 6.0). The improvement of the global fit from "Fit-1" approach is due to the
new values of LDMEs 〈OH

8 (
3S1)〉 for J/ψ and ψ(2S) are increased from 6.6 × 10−3 and

4.6 × 10−3 to (1.47 ± 0.07) × 10−1 and (2.5 ± 0.2) × 10−2, respectively. Despite an improved
description of data in "Fit-1" approach, the color-octet LDME ∆H

8 for both J/ψ and ψ(2S)
are found to be vanished from the global fit. This fitting result suggest that these LDMEs
cannot be determined from the proton-induced J/ψ and ψ(2S) production data alone, the
"Fit-2" approach might necessary by including pion-induced J/ψ and ψ(2S) production data
as well.

After including the pion-induced J/ψ and ψ(2S) production data in the global fit, "Fit-2"
approach shows better agreement between experimental measurement and calculation. The
color-octet LDMEs∆H

8 for both J/ψ andψ(2S) are also better constrained in "Fit-2" approach,
which are found to be (1.8 ± 0.2) × 10−2 and (4 ± 6) × 10−4, respectively. The new value
of color-octet LDMEs ∆H

8 for both J/ψ and ψ(2S) with respect to the one determined from
collider data are reduced by a factor of 2 and 10, which might indicate that the qq̄ contribution
determined by the fixed-target data is much larger than the contribution at collider energies.

Table 7.4: The reduced χ2/ndf of the whole data sets and the χ2 divided by the number of
data point (ndp) for each data set in "Fit-R", "Fit-1" and "Fit-2" NRQCD calculations and the
corresponding input or best-fit LDMEs. All of LDMEs are in units of GeV3.

Fit-R Fit-1 Fit-2

χ2
total/ndf 16.8 6.0 3.3
χ2/ndp|p

σ(J/ψ) 9.2 4.1 5.4
χ2/ndp|p

σ(ψ(2S)) 2.2 1.4 1.7
χ2/ndp|pR(ψ(2S)) 1.1 0.7 1.0
χ2/ndp|π

−

σ(J/ψ) 46.8 15.3 3.7
χ2/ndp|π

−

σ(ψ(2S)) 2.8 0.9 0.7

〈O
J/ψ
8 (3S1)〉 6.6 × 10−3 (1.47 ± 0.07) × 10−1 (9.5 ± 0.4) × 10−2

∆
J/ψ
8 3 × 10−2 (0 ± 8) × 10−4 (1.8 ± 0.2) × 10−2

〈O
ψ(2S)
8 (3S1)〉 4.6 × 10−3 (2.5 ± 0.2) × 10−2 (2.6 ± 0.2) × 10−2

∆
ψ(2S)
8 5.2 × 10−3 (0 ± 8) × 10−4 (4 ± 6) × 10−4

Some of possible systematic effects in the global fit analysis are the initial setting value of
charm quark mass mc and the normalization scale µ = µR = µF . An systematic uncertainties
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Figure 7.5: The J/ψ and ψ(2S) production cross-sections in both proton- and pion-induced
processes and also the cross-section ratio of Rψ = σψ(2S)/σJ/ψ from proton-induced data. The
dashed (black), dot-dashed (blue) and solid (red) curves represent the NRQCD calculation by
using LDMEs obtained in "Fit-R", "Fit-1" and "Fit-2" approaches, respectively. The reduced
χ2/ndf for all data are displayed in the bottom-right. The values of χ2 divided by the number
of data point (ndp) for each data set are also shown.
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study for the J/ψ production cross-section in different mc and µ setting are shown in Fig. 7.6.
It’s clear to see that the initial setting of charm quark mass mc plays a significant role in the
global fit analysis of the NRQCD calculation. The gg contribution is enhanced to much with
mc reduced to 1.2 GeV/c2, which means the color-octet LDMEs as free parameters cannot
not well constrained. In the mc set to 1.5 GeV/c2, the global fits are stable in different set of
normalization scale µ among mc, 2mc and 3mc.
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Figure 7.6: The J/ψ production cross-sections as a function of
√

s in pion-induced data
compare with the NRQCD calculation under variation of charm quark mass mc, renormal-
ization scale µR and factorization scale µF . The total cross sections in qq̄, gg, qg and total
contributions are denoted as blue, red, green and black lines, respectively. The values of mc,
µ = µR = µF in the NRQCD calculation as well as the best-fit χ2/ndp are displayed in each
plot.

7.6 Individual Contributions in Charmonium Production
In order to better understand the reasons for the improvement of the J/ψ and ψ(2S) pro-

duction cross-sections consistency between measurement and calculation, the decomposition
of the J/ψ production cross-sections into individual contributions is a good start point. The
individual contributions can be described in three fashions:

1. Different sub-processes: qq̄, gg and qg sub-processes.

2. Different color state: color-singlet and color-octet states.

3. Different charmonium state: direct production of J/ψ and feed-down J/ψ from
ψ(2S) or χc

Fig. 7.7 shows the decomposition of J/ψ production cross-sections for both proton- and
pion-induced interactions into the qq̄, gg and qg sub-processes. The qg contributions remain
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unchanged in the "Fit-2" approach since the LDMEs for χc0 are identical between "Fit-R"
and "Fit-2". It’s clear to see that the gg contribution is dominant in the J/ψ production
with proton-induced data at all energies, except near the threshold. Additionally, the qq̄
contribution for pion-induced data is significantly increased due to the enhancement of
antiquark contribution in pion’s valence region, which proof that the global fit will provides
additional constraints on those qq̄ contribution related LDMEs by including the pion-induced
data. In particular, the low-energy fixed-target pion-induced data are very important for the
determination of the color-octet LDMEs 〈OH

8 (
3S1)〉.
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Figure 7.7: The total J/ψ production cross-sections (black) and contributions from qq̄ (blue),
gg (red) and qg (green) processes as a function of

√
s in (a) proton- and (b) pion-induced

interactions. The dashed and solid curves represent the "Fit-R" and "Fit-2" results. The
bottom of each plot displayed the fractions of each sub-process cross-section to the total
cross-section.

Fig. 7.8 shows the decomposition of J/ψ production cross-sections for both proton- and
pion-induced interactions into the color-singlet and color-octet states. The color-singlet state
contributions remain unchanged in the "Fit-2" approach since the LDMEs for color-singlet
state are identical between "Fit-R" and "Fit-2". It’s clear to see that the color-octet state
contribution is increased at low energies but decreased at high energies, which are caused by
the enlarged LDMEs 〈OH

8 (
3S1)〉 and reduced LDMEs ∆H

8 in "Fit-2" approach, respectively.
Fig. 7.9 shows the decomposition of J/ψ production cross-sections for both proton- and

pion-induced interactions into the contributions from direct production of J/ψ or feed-down
from ψ(2S) or χc states. The feed-down contributions from χc states remain unchanged in
the "Fit-2" approach since the LDMEs for χc0 are identical between "Fit-R" and "Fit-2". The
most significant changes between the calculations with "Fit-R" and "Fit-2" approaches is the
enhancement of the direct J/ψ production in pion-induced data at low energies, which caused
by the enlarged LDMEs 〈OH

8 (
3S1)〉.
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Figure 7.8: The total J/ψ production cross-sections (black) and contributions from color-
singlet (blue) and color-octet (red) states as a function of

√
s in (a) proton- and (b) pion-

induced interactions. The dashed and solid curves represent the "Fit-R" and "Fit-2" results.
The bottom of each plot displayed the fractions of each sub-process cross-section to the total
cross-section.
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Figure 7.9: The total J/ψ production cross-sections (black) and contributions from direct
production of J/ψ (red) and feed-down from ψ(2S) (green) or all χc states (blue) as a function
of
√

s in (a) proton- and (b) pion-induced interactions. The dashed and solid curves represent
the "Fit-R" and "Fit-2" results. The bottom of each plot displayed the fractions of each
sub-process cross-section to the total cross-section.
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7.7 Sensitivity to the Pion PDFs in the NRQCDCalculation
Using the new set of LDMEs from the improved global fit in "Fit-2" approach, the

sensitivity of the J/ψ production cross-section to the pion PDFs in the NRQCD calculation
can be reviewed.

Fig. 7.10 shows the J/ψ production cross-section in pion-induced data compare with the
NRQCD calculation by using four different pion PDFs: SMRS [69], GRV [70], JAM [71] and
xFitter [72]. In general, the total J/ψ production cross-section in pion-induced interaction
for the four different pion PDFs shows similar result as a function of

√
s. However, the

individual terms contribution are quite different. In case of SMRS and GRV pion PDFs, the
gg contribution starts to dominate the total J/ψ cross-section around

√
s = 20 GeV, while

in case of JAM and xFitter pion PDFs, the gg contribution starts to dominate the total J/ψ
cross-section around

√
s = 35 GeV. This is cause by the relatively reduced gluon strength in

the valence region in JAM and xFitter pion PDFs with respect to SMRS and GRV. The gg

contributions are similar for GRV and SMRS, while those for xFitter and JAM are 50-80%
smaller due to their weaker gluon density, which lead to an underestimation of the NRQCD
calculations by using JAM and xFitter pion PDFs.
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Figure 7.10: The J/ψ production cross-sections at xF > 0 for the pion-induced data compare
with the NRQCD calculation, which calculated form four different pion PDFs (SMRS, GRV,
JAMand xFitter) using LDMEs of "Fit-2". The black, blue, red and green curves represent the
calculated total cross-sections, and the qq̄, gg, and qg contributions, respectively. The shaded
bands on the JAM and xFitter calculations come from the uncertainties of the corresponding
PDF sets. The SMRS and GRV PDFs contain no information on uncertainties.
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CHAPTER 8
Conclusion and Future Prospect

COMPASS is a high-energy physics fixed-target experiment at the CERN M2 beam line.
The exploration of the transverse spin structure of the nucleon is one of the main topics of
the COMPASS phase-II experiment. In 2015 and 2018 COMPASS performed Drell–Yan
measurements using a 190 GeV π− beam interacting with a transversely polarized NH3 target
and unpolarized W target. Preliminary results on the Sivers asymmetry are consistent with
the QCD prediction for a sign-change of Sivers functions in Drell–Yan process. The angular
coefficients λ, µ and ν that describe the unpolarized part of the Drell–Yan cross-section have
been extracted from the data collected with W target. The preliminary results on the angular
coefficients indicate the violation of the Lam–Tung relation, consistent with the observation
in earlier Drell–Yan experiments with pion beams. A comparison between the COMPASS
preliminary results on the ν coefficient with perturbative QCD calculation suggests possible
contributions from other non-perturbative QCD sources, such as the Boer–Mulders functions.
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This thesis performs a complete study ofDrell–Yan unpolarized asymmetriesmeasured by
COMPASS for both NH3 andW targets. The first preliminary result of Drell–Yan unpolarized
asymmetries in W target from COMPASS measurement have been released at April 2021.
But the result from NH3 target is not released yet because of the observation of a factor
of two difference in the ν asymmetries. Before the publication of Drell–Yan unpolarized
asymmetries for both NH3 and W targets, there is still a room of improvement for MC
simulation chain such as complete period-by-period two-dimensional detectors efficiencies
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maps. Probably the puzzle of ν asymmetries difference between NH3 and W targets will
be answered after the improvement of acceptance estimation. Furthermore, this analysis
framework can be extended for the study of J/ψ unpolarized angular coefficients.
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APPENDIX A
Estimation of Hodoscopes Efficiencies

The smoothed two-dimensional hodoscope efficiencies from all of periods in 2018 are
shown in Fig. A.1-A.10.
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Figure A.1: The HG01Y1 hodoscope efficiencies during 2018 data taking.
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Figure A.2: The HG02Y1 hodoscope efficiencies during 2018 data taking.
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Figure A.3: The HG02Y2 hodoscope efficiencies during 2018 data taking.
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Figure A.4: The HO03Y1 hodoscope efficiencies during 2018 data taking.
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Figure A.5: The HO04Y1 hodoscope efficiencies during 2018 data taking.
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Figure A.6: The HO04Y2 hodoscope efficiencies during 2018 data taking.
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Figure A.7: The HM04Yd hodoscope efficiencies during 2018 data taking.
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Figure A.8: The HM04Yu hodoscope efficiencies during 2018 data taking.
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Figure A.9: The HM05Yd hodoscope efficiencies during 2018 data taking.
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Figure A.10: The HM05Yu hodoscope efficiencies during 2018 data taking.



APPENDIX B
Estimation ofCoincidenceMatrixEfficien-
cies

The coincidence matrix efficiencies from all of periods during 2018 data taking are shown
in Fig. B.1-B.4.
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Figure B.1: The efficiencies of LAST1 coincidence matrices during 2018 data taking.
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Figure B.2: The efficiencies of LAST2 coincidence matrices during 2018 data taking.
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Figure B.3: The efficiencies of OT coincidence matrices during 2018 data taking.
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Figure B.4: The efficiencies of MT coincidence matrices during 2018 data taking.
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APPENDIX C
Estimation of Systematic Uncertainties

In this chapter, the possible systematic uncertainties on the extraction of Drell–Yan
unpolarized asymmetries will be demonstrated, as their are assessed up to now. Certain
aspects of the data analysis (including the evaluation of systematic uncertainties) require
considerable computing resources and processing time and are not fully accomplished yet.
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C.1 Compatibility of the results obtained from different
periods

For test-8 production data the compatibility of the results from different periods is checked
using period-by-period MC samples for acceptance evaluation to correct each of periods
individually. This study is meant to account not only for detector and trigger performances
that change from period to period, but also for the variations of beam properties, detectors
alignment etc. The definition of pull distribution for the compatibility of the unpolarized
asymmetries results obtained from different periods and different kinematics bins are:

Pull =
(Ai − Ā)√
σ2

A,i − σ
2
Ā

(C.1)

where A represent each unpolarized asymmetries value and the index i represent the period
and kinematics bin. To include also different kinematics bin is because only 8 out of 9
periods (P01,P02, P03, P04, P05, P06, P07 and P08) are considered in this study which is
too limited to perform a pull distribution. The definition of overall systematic uncertainties
over statistical uncertainties by the pull method is:

σPeriod
Syst.

σStat.
≡

√[
Max(1, σpull) + dσpull

]2
− 1 (C.2)

where ppull represent the mean value of pull distribution, σpull represent the sigma width of
pull distribution, dσpull represent the uncertainty of sigma width of pull distribution given
by the Gaussian fit. The results of pull distribution form NH3 and W targets are shown in
Figure C.1a and Figure C.1b, respectively.

However, the pull method for the estimation of systematic uncertainties remains some
difficulties and doubts. For instance, how to deal with the additional systematic effect
caused by the bin size of pull distribution and also the lack of entries? How to properly
define the expected true value for the pull distribution? Is it true that the overall systematic
uncertainties are equally contributed to each kinematics bins? Building on that, a new
method, unconstrained averaging, for the estimation of systematic uncertainties from period
variation is proposed.

As mention in Eq 6.9, the final reported asymmetries from different periods are merged
by weighting average method. An example of measured λ in certain kinematics bin, in NH3
target and in Collins–Soper, Gottfried–Jackson and Helicity frame from each period is shown
in Figure C.2.

The propagated error from the weighting averaged method is defined as following:

δ Ā =
1√∑
i wi

(C.3)

The compatibility of each measurement i can be tested and calculated by χ2 test:

χ2/(N − 1) =
∑

i wi(Ā − Ai)
2

N − 1
(C.4)
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Figure C.1: The pull distribution and estimated systematic uncertainties for λ, µ and ν
extraction in Collins–Soper, Gottfried–Jackson and Helicity frame from period compatibility.
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Figure C.2: An example ofmeasured λ inNH3 target and inCollins–Soper, Gottfried–Jackson
and Helicity frame from each period.

where N is the total number of measurement, which in this case is number of periods (N = 8).
The value χ2/(N − 1) represents the expectation value of χ2 from N measurements if the
measurements are from a Gaussian distribution.

If χ2/(N − 1) <= 1, the result are merged as no known problem existed, so there is NO
systematics effect should be reported. If χ2/(N −1) � 1, some serious problems existed and
it’s better to understand the caused instead of merging the result. If χ2/(N − 1) > 1, some
systematic effect existed but not so serious, in this case the systematic uncertainties can be
estimated by a scale factor S defined as following:

S ≡
σSyst.

σStat.
=

√
χ2/(N − 1) (C.5)

This scale factor S will correct the original statistics error δxi in case of underestimation
(χ2/(N − 1) > 1). If one scale up all the input statistics errors by this scale factorS, the
propagated total average error scales up by the same factor so that χ2/(N − 1) = 1.

The estimated systematic uncertainties for unpolarized asymmetries result inCollins–Soper,
Gottfried–Jackson and Helicity frame from periods compatibility in NH3 and W targets are
summarized in Figure C.3a and Figure C.3b, respectively. The estimated systematic uncer-
tainties are extracted frame-by-frame and bin-by-bin for each angular coefficient, where 8 out
of 9 periods are considered in this study. The result shows that the overall systematic effect
from period compatibility is quite small, only certain kinematics bins are visible. This result
is adopted and included as the one of contribution of systematic uncertainties.

C.2 Compatibility of the results obtained from different
target cells

Providing that the experimental apparatus is satisfactorily well described in MC and
assuming that acceptance corrections are done properly, the asymmetries extracted separately
for the upstream and downstream cells are expected to be the same. (In the case of W target,
the upstream cell refer to the first 10 cm, while the downstream cell refer to the second
10 cm.) Thus, comparing these asymmetries allows to determine if there are biases due
to an improper description of the acceptance of the spectrometer in the MC. The result
of unpolarized asymmetries for NH3 and W target in Collins–Soper frame are shown in
Figure C.4a and Figure C.4b, respectively.
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Figure C.3: The estimated systematic uncertainties for unpolarized asymmetries result in
Collins–Soper, Gottfried–Jackson and Helicity frame from periods compatibility.
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Figure C.4: The result of unpolarized asymmetries for λ, µ and ν extraction in Collins–Soper
frame from target cells compatibility.
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Due to the significant deviation of λ result between two target cells at some certain kine-
matics bins, the systematic effect form the incompatibility of different target cells should be
taken into account in the final systematic uncertainties. The estimation of systematic uncer-
tainties form the incompatibility of unpolarized asymmetries results obtained from different
target cells is following the same approach as period compatibility, namely unconstrained
averaging test (see Eq. C.5).

The estimated systematic uncertainties for NH3 and W target are summarised in Fig-
ure C.5a and Figure C.5b, respectively.

C.3 Compatibility of the results obtained from different
trigger priority

Providing that the experimental apparatus, especially trigger system, is satisfactorily well
described in MC and assuming that acceptance corrections are done properly. Base on the
extended histogram binned likelihood extraction method (see Section 6.4), the events from
two triggers are separately filled into different cos θ region. If an event satisfied both triggers
criteria (both triggers fired), it will filled into only one of cos θ region base on trigger priority
setting. The asymmetries extracted separately for the different trigger priority setting are
expected to be the same. The result of unpolarized asymmetries for NH3 and W target in
Collins–Soper frame from different trigger priority setting are shown in Figure C.4a and
Figure C.4b, respectively.

Due to the visible deviation of λ result between two trigger priority approach in W
target, the systematic effect form the incompatibility of different trigger priority should be
taken into account in the final systematic uncertainties. The definition of relative systematic
uncertainties form the incompatibility of unpolarized asymmetries results obtained from
different trigger priority is:

σ
Trigger
Syst.

σStat.
≡

��aLAST−LAST,i − aOT−LAST,i
��

σLAST−LAST,i
(C.6)

where index i represent kinematics bin, aLAST−LAST,i and aOT−LAST,i represent the mean value
of unpolarized asymmetries from LAST–LAST trigger priority and OT–LAST trigger pri-
ority, σLAST−LAST,i and σOT−LAST,i represent the statistical error of unpolarized asymmetries
from LAST–LAST trigger priority and OT–LAST trigger priority.

The estimated relative systematic uncertainties for NH3 and W target are summarised in
Figure C.7a and Figure C.7b, respectively.

C.4 Systematic of different qT cut
As mention in Chapter 5, the dimuon qT have been applied a maximum cut: 3 GeV/cin

order to keep a good agreement between real data and MC. Compare the final unpolarized
asymmetries extraction result with applying lower qT cut: 2.5 GeV/c, the comparison plots
are shown in Figure C.8a for NH3 target and Figure C.8b for W target. The comparison plot
shows the result are stable with lower qT limit for both targets. In conclusion, there is no
systematic uncertainties from this test.
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Figure C.5: The estimated systematic uncertainties for unpolarized asymmetries result in
Collins–Soper, Gottfried–Jackson and Helicity frame from target cells compatibility.



Systematic of different qT cut 161

1−10
Nx

0

1

2

3

λ

COMPASS Drell-Yan
preliminary

 0.06± = +0.87 A
 0.06± = +0.91 A

1−10
Nx

0.5−

0

0.5

µ

 0.02± = -0.02 A
 0.02± = -0.02 A

1−10
Nx

0

0.5

1

ν

 0.02± = +0.24 A
 0.02± = +0.24 A

1−10
Nx

1−

0

1

2)
λ

-(
1-

ν2

 0.07± = +0.37 A
 0.07± = +0.42 A

0.5 1
πx

0

1

2

3

λ

3, NHc 190 GeV/− π2018, 
) < 8.5 2c/(GeV/ µµM4.3 < 

 0.06± = +0.86 A
 0.06± = +0.90 A

0.5 1
πx

0.5−

0

0.5

µ

 0.02± = -0.02 A
 0.02± = -0.03 A

0.5 1
πx

0

0.5

1

ν

 0.02± = +0.24 A
 0.02± = +0.24 A

0.5 1

πx

1−

0

1

2)
λ

-(
1-

ν2

 0.07± = +0.39 A
 0.07± = +0.44 A

0 0.5
Fx

0

1

2

3

λ

 0.06± = +0.89 A
 0.06± = +0.94 A

Test
Original

0 0.5
Fx

0.5−

0

0.5

µ

 0.02± = -0.02 A
 0.02± = -0.02 A

0 0.5
Fx

0

0.5

1

ν

 0.02± = +0.24 A
 0.02± = +0.24 A

0 0.5

Fx

1−

0

1

2)
λ

-(
1-

ν2

 0.07± = +0.40 A
 0.07± = +0.46 A

1 2 3
)c(GeV/

T 
q

0

1

2

3

λ

 0.06± = +0.87 A
 0.06± = +0.90 A

1 2 3
)c(GeV/

T 
q

0.5−

0

0.5

µ

 0.02± = -0.03 A
 0.02± = -0.03 A

1 2 3
)c(GeV/

T 
q

0

0.5

1

ν

 0.02± = +0.24 A
 0.02± = +0.24 A

1 2 3
)c(GeV/

T 
q

1−

0

1

2)
λ

-(
1-

ν2

 0.07± = +0.39 A
 0.07± = +0.42 A

4 5 6 7 8
) 2c(GeV/ µµM

0

1

2

3

λ

 0.06± = +0.86 A
 0.06± = +0.89 A

Collins-Soper Frame

4 5 6 7 8
) 2c(GeV/ µµM

0.5−

0

0.5

µ

 0.02± = -0.03 A
 0.02± = -0.03 A

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

ν

 0.02± = +0.23 A
 0.02± = +0.24 A

4 5 6 7 8
) 2c(GeV/ µµM

1−

0

1

2)
λ

-(
1-

ν2

 0.07± = +0.36 A
 0.07± = +0.39 A

(a) NH3 target

1−10
Nx

0

1

2

3

λ

COMPASS Drell-Yan
preliminary

 0.06± = +0.83 A
 0.06± = +0.92 A

1−10
Nx

0.5−

0

0.5

µ

 0.02± = -0.04 A
 0.02± = -0.05 A

1−10
Nx

0

0.5

1

ν

 0.02± = +0.14 A
 0.02± = +0.14 A

1−10
Nx

1−

0

1

2)
λ

-(
1-

ν2

 0.08± = +0.14 A
 0.08± = +0.24 A

0.5 1
πx

0

1

2

3

λ

, Wc 190 GeV/− π2018, 
) < 8.5 2c/(GeV/ µµM4.7 < 

 0.06± = +0.84 A
 0.06± = +0.91 A

0.5 1
πx

0.5−

0

0.5

µ

 0.02± = -0.04 A
 0.02± = -0.05 A

0.5 1
πx

0

0.5

1

ν

 0.02± = +0.14 A
 0.02± = +0.14 A

0.5 1

πx

1−

0

1

2)
λ

-(
1-

ν2

 0.08± = +0.17 A
 0.08± = +0.24 A

0 0.5
Fx

0

1

2

3

λ

 0.06± = +0.83 A
 0.06± = +0.88 A

Test
Original

0 0.5
Fx

0.5−

0

0.5

µ

 0.02± = -0.04 A
 0.02± = -0.05 A

0 0.5
Fx

0

0.5

1

ν

 0.02± = +0.14 A
 0.02± = +0.14 A

0 0.5

Fx

1−

0

1

2)
λ

-(
1-

ν2

 0.08± = +0.16 A
 0.08± = +0.23 A

1 2 3
)c(GeV/

T 
q

0

1

2

3

λ

 0.06± = +0.89 A
 0.06± = +0.94 A

1 2 3
)c(GeV/

T 
q

0.5−

0

0.5

µ

 0.02± = -0.05 A
 0.02± = -0.05 A

1 2 3
)c(GeV/

T 
q

0

0.5

1

ν

 0.02± = +0.14 A
 0.02± = +0.14 A

1 2 3
)c(GeV/

T 
q

1−

0

1

2)
λ

-(
1-

ν2

 0.08± = +0.18 A
 0.08± = +0.24 A

4 5 6 7 8
) 2c(GeV/ µµM

0

1

2

3
λ

 0.06± = +0.82 A
 0.06± = +0.88 A

Collins-Soper Frame

4 5 6 7 8
) 2c(GeV/ µµM

0.5−

0

0.5

µ

 0.02± = -0.05 A
 0.02± = -0.06 A

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

ν

 0.02± = +0.14 A
 0.02± = +0.14 A

4 5 6 7 8
) 2c(GeV/ µµM

1−

0

1

2)
λ

-(
1-

ν2

 0.08± = +0.14 A
 0.08± = +0.20 A

(b) W target

Figure C.6: The comparison of unpolarized asymmetries between LAST–LAST priority
(labelled as "Original") and OT–LAST priority (labelled as "Test") in Collins–Soper frame.



162 Estimation of Systematic Uncertainties

1−10
Nx

0

0.5

1

1.5

2
st

at
.

σ/
sy

st
.

λ
σ

COMPASS Drell-Yan
preliminary

1−10
Nx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

1−10
Nx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

1−10
Nx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

0.5 1
πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

3, NHc 190 GeV/− π2018, 
) < 8.5 2c/(GeV/ µµM4.3 < 

0.5 1
πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

0.5 1
πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

0.5 1

πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

0 0.5
Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

Collins-Soper Frame
Gottfried-Jackson Frame

0 0.5
Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

0 0.5
Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

0 0.5

Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

Helicity Frame

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

(a) NH3 target

1−10
Nx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

COMPASS Drell-Yan
preliminary

1−10
Nx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

1−10
Nx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

1−10
Nx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

0.5 1
πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

, Wc 190 GeV/− π2018, 
) < 8.5 2c/(GeV/ µµM4.7 < 

0.5 1
πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

0.5 1
πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

0.5 1

πx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

0 0.5
Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

Collins-Soper Frame
Gottfried-Jackson Frame

0 0.5
Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

0 0.5
Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

0 0.5

Fx

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

Helicity Frame

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

1 2 3
)c(GeV/

T 
q

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
λ

σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
µ

σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
ν

σ

4 5 6 7 8
) 2c(GeV/ µµM

0

0.5

1

1.5

2

st
at

.
σ/

sy
st

.
)
λ

-(
1-

ν2
σ

(b) W target

Figure C.7: The estimated systematic uncertainties for unpolarized asymmetries result in
Collins–Soper, Gottfried–Jackson and Helicity frame from trigger priority compatibility.
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Figure C.8: The comparison of UAs extraction between original selection cut (labeled as
"Original") and lower qT limit cut (labeled as "Test").
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C.5 Systematic of different θµ− cut

As mention in Chapter 5, the polar angle of muon with negative charged θµ− have been
applied a lower cut: 0.02 rad for NH3 in order to keep a good agreement between real data and
MC. Compare the final unpolarized asymmetries extraction result with applying larger θµ−
cut: 0.03 rad, the comparison plots are shown in Figure C.9 for NH3 target. The comparison
plot shows the result are stable with larger θµ− limit for NH3 target. In conclusion, there is
no systematic uncertainties from this test.
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Figure C.9: The comparison of unpolarized asymmetries extraction between original selec-
tion cut (labeled as "Original") and larger θµ− limit cut (labeled as "Test").

C.6 Systematic of different bin size of two-dimensional an-
gular histogram

In the current unpolarized asymmetries extraction adopted 16 bins for extended cos θ
and 8 bins ϕ to perform two-dimensional angular histogram. Compare the final unpolarized
asymmetries extraction result with using larger binning (20 bins for extended cos θ and 10
bins ϕ), the comparison plots are shown in Figure C.10a and Figure C.10b for both NH3 and
W targets. The comparison plot shows the result are stable with smaller bin size for both
targets. In conclusion, there is no systematic uncertainties from this test.
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Figure C.10: The comparison of unpolarized asymmetries extraction between original bin-
ning: 16x8 (labeled as "Original") and larger binning: 20x10 (labeled as "Test").
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C.7 Systematic of different xF cut
As mention in Chapter 5, the lower limit cut of xF > −0.1 have been applied in order to

remove too low acceptance region. Compare the final unpolarized asymmetries extraction
result with using larger limit: xF > 0 which is only select positive xF events, the comparison
plots are shown in Figure C.10a and Figure C.10b for both NH3 and W targets. The
comparison plot shows the result are stable with tighter cut. In conclusion, there is no
systematic uncertainties from this test.

C.8 Systematic of different dead zone cut
The enlargement of dead zone size by 2.5 cm in each side of dead zone edge and both

XY direction have been applied for all of HG and HO hodoscopes in order to remove the
region that cannot properly described in MC simulation. Compare the final unpolarized
asymmetries extraction result with using larger limit cut: 3 cm. The comparison plots are
shown in Figure C.10a and Figure C.10b for both NH3 and W targets. The comparison plot
shows the result are stable with larger dead zone size. In conclusion, there is no systematic
uncertainties from this test.

C.9 Impact of different MC-generator settings
In first approximation, extracted asymmetries should not depend on the shape of the

generated kinematic and angular distributions1, since the information of the generator cancels
out in the definition of the acceptance. But this approximation is only valid when we extracted
the result in multi-dimensional method. Nevertheless, possible acceptance and phase-space
edge effects can be convoluted in a complicated manner with the experimental resolutions
and may introduce some correlations between the properties of generated distributions and
evaluated angular acceptances. Different MC samples are being generated to study eventual
correlations between evaluated angular acceptance distributions and event generator options
and settings.

Produce one test MC sample where the generated events only include higher-order
Drell–Yan process (Compton-scattering, qG → γ∗q) and compared with the original high-
mass Drell–Yan MC with leading-order Drell–Yan process. The kinematics mean values
comparison between this test MC and real data (P02) in both targets is shown in Figure C.13.
The test MC shows a large mean of qT and xF , fromwhich a big impact on angular acceptance
estimation is expected. The comparison of unpolarized asymmetries extraction between us-
ing original MC and test MC is shown in Figure C.14. The impact of extremely different
model on unpolarized asymmetries extraction is visible in λ and µ but not in ν. But this
impact is expected since the kinematics variables are too deviated from our measurement.
The extraction of λ̃ by using this test MC which shown in Figure C.15 also suggest a large
systematic uncertainties with this angular acceptance. Here the main message is that even
in such extreme case, the extraction of ν is still quite stable in both targets. In conclusion,

1Assuming that generated distributions cover the same phase space as the experimental data.
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Figure C.11: The comparison of unpolarized asymmetries extraction between original xF
cut: xF > −0.1 (labeled as "Original") and larger xF cut: xF > 0 (labeled as "Test").
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Figure C.12: The comparison of unpolarized asymmetries extraction between original dead
zone cut: 2.5 cm (labeled as "Original") and larger dead zone cut: 3 cm (labeled as "Test").
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the systematic uncertainties due to not proper angular acceptance correction which was in-
troduced by the input model is taken care by λ̃, so in the end this is not included in the final
systematic uncertainties.
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Figure C.13: The kinematics mean value comparison between the test MC and real data
(P02).
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Figure C.14: The comparison of UAs extraction between test MC (higher-order Drell–Yan)
and original MC.
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Figure C.15: Rotation invariant λ̃ extracted in Collins–Soper, Gottfried–Jackson and Helicity
frames with the MC test and real data (P02).
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