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1 Introduction

“Where, oh where is the proton’s spin?” [4]

The article going by this title was issued in a journal in 1988. The title
expresses the surprise that one was unable to explain the proton’s spin tak-
ing into account the contribution of the spins of valence quarks. Even today,
30 years later, the question of how the proton’s spin is assembled by its con-
stituents, remains unanswered. So, what do we know so far?

In the fifties, the invention of particle accelerators as a source of parti-
cles other than cosmic rays introduced a new era of experimental particle
physics. By colliding particle beams or impinging a particle beam on a target,
the structure of matter could be probed in growing detail. Experiments found
evidence for a large number of (unstable) particles they grouped into mesons
and baryons. With the quark model, Gell-Mann [5], Zweig [6] and Peter-
mann [7] brought order into the Zoo of particles by introducing non-integer
spin elementary particles (three quarks) that act as the building blocks of
mesons and baryons. It took time and an even increasing experimental effort
to verify and establish the quark model. In the sixties, the SLAC experiment
performed deep inelastic scattering (DIS) with an electron beam on protons
and found evidence for point-like objects in the proton. Although confirmed
in DIS experiments with neutrinos at CERN, these particles were not yet
conclusively identified as “the quarks”. Only with the discovery of the J/Ψ
meson in 1974 and the fact that it seamlessly integrated into the quark model
through the introduction of a fourth quark, the quark model was raised to
wide acceptance.
The quark model as we know of today has grown by another two quarks
where the latest one, the top quark, was unambiguously verified in 1995 at
the Tevatron.

Once it was established that the fundamental constituents of mesons and
baryons are quarks, the content of compound particles was elaborately stud-
ied in DIS experiments. In the current picture, mesons and baryons are com-
posed of valence quarks that are embedded in a sea of quarks, antiquarks
and gluons. These constituents are usually referred to as partons. A for-
malism to describe the partonic contents was established by Feynman who
introduced density distributions for partons inside the nucleon to describe
said DIS experiments at SLAC. These distributions, however, are not calcu-
lable by first principles but are determined empirically by measurements of
(semi-inclusive) DIS and cross-section measurements of W and Z bosons.
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Still, the question begs how the large-scale properties of compound parti-
cles, here the properties of the proton, are generated from its constituents. It
is known, for instance, that for the proton’s rest mass, the rest masses of the
partons are almost irrelevant, as they make up only ∼ 1 % of the mass. The
bulk of the mass is generated through internal dynamics and interactions be-
tween (anti-)quarks mediated by gluons.
Other important properties of the proton are charge and size. On a large
scale (i.e. in an atom), the proton’s charge of +1 (in units of the electron
charge) results from the sum of valence quark charges, since the gluons have
no charge and the charge of the (anti-)quarks in the sea is neutralized. How-
ever, charge and size are (somehow) connected, since the size of objects is
(usually) probed within electromagnetic interactions. Thus, elastically prob-
ing the proton with an electron, it sees the net charge of the constituents of
the proton. Such measurements of the charge distribution, encoded in form
factors, allow quoting a charge radius of the proton. There are other options
to measure the charge radius such as studying energy levels in atoms. In fact,
recently, “What is the true charge radius of a proton?” has become one of the
unsolved problems in physics when first results for the charge radius using
muonic hydrogen where found incompatible with world data [1, 8].

Coming back to the initial question, the spin-1
2

nature of the proton has to
be discussed. Naively, one may assume that like the charge, adding the spins
of the valence quarks closes this chapter. However, when the EMC exper-
iment at CERN tried to decompose the proton’s spin, things turned out to
be more complicated. The staggering conclusion, that quarks and antiquarks
stem only a very small fraction of the proton’s spin finally lead to the article
cited at the beginning and started what is sometimes referred to as the “spin
crises” [4, 9]. Since then, much effort was put into the determination of in-
dividual quark helicity distributions, yet still not inconsistent with the early
conclusions. The reasoning, that the missing contribution must be attributed
to gluons was first rejected in measurements by COMPASS [10] and remains
so in current world data [11].
This leaves only one unknown component - the contribution of the orbital
angular momenta of (anti-)quarks and gluons. However, experimental ac-
cess to this contribution is to-date not known and the question “How do the
quarks and gluons carry the spin of protons?” remains another one of the
unsolved problems in physics.

Since the late nineties, it became more and more evident that a general-
ization of the known concepts is needed. As such, generalized parton distri-
bution functions (GPDs) were found to be objects with interesting properties
that allow a comprehensive description of the partonic structure of the nu-
cleon. The relevance of GPDs is evident due to their sensitivity to the total
angular momentum of partons inside the nucleon [12]. The motivation to
study GPDs is even increased by their interpretation in the impact parameter
space [13], allowing to generate a tomographic picture of the nucleon and
adding another view of the proton’s size.
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Like Feynman’s parton distributions, GPDs are objects to be determined by
empirical data. The most prominent processes that are sensitive to GPDs are
deeply virtual Compton scattering (DVCS) and hard exclusive meson pro-
duction (HEMP). Such processes are studied at the COMPASS experiment us-
ing a high energetic polarized muon beam with a momentum of 160 GeV/c
impinging on a 2.5 m long liquid hydrogen target. The two staged open
field spectrometer and the target time-of-flight system CAMERA allow for
the reconstruction of the scattering process by detecting and identifying all
involved particles.

This thesis accompanies the progression of the COMPASS experiment from
the 2012 DVCS pilot run to the dedicated DVCS data taking period in 2016
and 2017. Based on the data recorded in 2012, the recoil proton detector CAM-
ERA and its readout are thoroughly studied. Methods for the calibration of
the detector are developed and executed. The stability of the detector and its
readout are assessed. The FPGA firmware of the detector readout is further
developed so that a smooth data taking in 2016 and 2017 is accomplished.
The status of the FPGA firmware and the improvements are reviewed in
great detail.
The 2012 DVCS pilot run data allow the pioneering measurement of the ex-
clusive π0 muoproduction cross-section at COMPASS conducted in the course
of the thesis. This particular channel of HEMP is of special interest for dif-
ferent reasons. First, there is few availability of data for exclusive pion pro-
duction in the DIS region, while COMPASS sits at a unique kinematic spot not
accessible by others. Compared to charged pion production, π0 production
is theoretically more clean, since here, the pion pole contribution is absent.
Additionally, the process is especially sensitive to the weakly constrained
transversity GPDs. Beyond that, exclusive π0 muoproduction emerges as
one of the major backgrounds in the DVCS measurement that was studied
in a companioned thesis. In order to have the most precise measurement of
DVCS, a comprehensive knowledge of backgrounds is imperative.

The structure of this thesis is as follows. In Chapter 2, a detailed pic-
ture of the formalism for GPDs is drawn and their connection to HEMP is
explained. The chapter closes by formulating the exclusive π0 muoproduc-
tion cross-section and a discussion of available data. It follows a broad re-
view of the 2012 setup of the COMPASS experiment and an overview over the
GANDALF-framework in Chapter 3. A detailed description of the GANDALF-
module transient analyzer firmware is given in Chapter 4. Many improve-
ments in the firmware followed by the thorough commissioning and calibra-
tion of the CAMERA detector that included studies of the readout which are
addressed in the subsequent Chapter 5. Finally, the extraction of the exclu-
sive π0 muoproduction cross-section is outlined in Chapter 6. The chapter
closes with an interpretation of the measurement and putting it into the con-
text of a particular model for GPDs. Chapter 7 concludes the thesis with a
summary and an outlook.
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2 Theoretical context

This chapter is supposed to establish the theoretical context for the experi-
ments studied at COMPASS with regards to GPDs. For this, the theoretical
framework for the description of the structure of nucleons using GPDs is
outlined. While the fundamental concepts are introduced in Section 2.1 to-
gether with important properties of the GPDs, a specific channel that allows
accessing GPDs is highlighted in Section 2.2. Measurements of this particular
channel using the COMPASS experiment are then subject of Chapter 6.

2.1 Generalized Parton Distribution functions

Today, the common description of nucleons comes with form factors that
describe the spatial charge distribution of the nucleons and with parton dis-
tribution functions (PDFs) that describe the probability to find a parton with
a certain longitudinal momentum fraction inside the nucleon (in the infinite
momentum frame). Form factors express the matrix elements of currents
between unequal nucleon states. For example, choosing appropriate wave
forms ψ(p) and Dirac spinors u(p) and with p (p′) denoting the nucleon mo-
mentum in the initial (final) state [14]

〈p′|ψ̄(0)γµψ(0)|p〉 = ū(p′)

[
F1(t)γµ + i

1

2mp

F2(t)σµν∆ν

]
µ(p),

with t the square of four-momentum transfer to the nucleon, γu and σµν the
gamma respectively Pauli matrix, mp the mass of the nucleon and ∆ν the
covariant derivative. Here, F1 and F2 correspond to the Dirac and Pauli elec-
tromagnetic form factors.
In light-cone coordinates and in the infinite momentum frame, the defini-
tion of PDFs follows from the Fourier transform of matrix elements between
equal nucleon momenta. For instance, the unpolarized quark distribution
q(x) is obtained with [14]

q(x) =
1

2p+

∫
dz−

2π
eixp

+z− 〈p|ψ̄(0)γ+ψ(z)|p〉|z+=z⊥=0,

where x is the longitudinal momentum fraction carried by the parton. Dif-
ferent PDFs follow by inserting other gamma matrices than γ+.

GPDs appear by generalizing the above concepts. They simultaneously
describe the spatial and the momentum distribution of the partons inside a
nucleon. Their leading twist definition follows from the matrix elements of
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GPDp p′

t

GPDp p′

t

GPDp p′

t

ξ − x −ξ − x x+ ξ ξ − x x+ ξ x− ξ

x0−ξ ξ−1 1

FIGURE 2.1: The three different regions for the momentum x± ξ.

gluon and quark field operators between unequal nucleon states. The quark
GPDs for flavor q are generated by [15]

F q
Γ(x, ξ, t) =

1

2

∫
dz−

2π
eixP

+z− 〈p′, SN ′ |ψ̄(−z/2)Γψ(z/2)|p, SN〉|z+=~z⊥=0,

where Γ represents one of the gamma matrices. The helicity of the nucleon
is denoted by SN (SN ′) in the initial (final) state and P = 1

2
(p + p′) while the

fractional momentum ξ is explained later. With this, Fγ+ defines the GPDs
H and E while Fγ+γ5 defines the GPDs H̃ and Ẽ. Finally, Fσ+iγ5 generates
the GPDs HT , H̃T , ET and ẼT . The same quantities follow for gluons using
appropriate operators [15]. The GPDs denoted by H , H̃ , E, Ẽ are parton he-
licity conserving (chiral even), while for HT , H̃T , ET , ẼT the parton helicity
flips (chiral odd).
In the past decades, GPDs have been extensively studied after their attention
was brought up in the original papers [12, 16–18]. For major reviews on the
topic one may refer to [14, 19–21].

The GPDs are functions of three kinematic variables (Fig. 2.1):

• the (average) longitudinal momentum fraction of the quark x,

• the square of the four momentum transfer to the nucleon t = (p− p′)2,

• the skewness parameter ξ = p+−p′+
p++p′+

.

Negative values of x correspond to an antiparticle. The GPDs are required to
be real valued because of time reversal invariance [21].
With ξ > 0 (analog for ξ < 0), three distinct regions exist for the interval
x ∈ [−1, 1] (Fig. 2.1).

1. x ∈ [ξ, 1]: GPDs describe emission and reabsorption of a quark.

2. x ∈ [−ξ, ξ]: GPDs describe emission of quark-antiquark pair.

3. x ∈ [−1,−ξ]: GPDs describe emission and reabsorption of antiquark.

In the regions 1 and 3, the GPDs evolve according to modified DGLAP equa-
tions [22–25], hence, the regions are referred to as “DGLAP region”. On the
other hand, region 2 is comparable to the situation of the emission of meson.
Here, the GPDs evolve according to modified ERBL equations [26, 27]. This
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region is especially interesting since it does not exist in the description using
PDFs and it allows to study the mesonic structure of the nucleon. Because
gluons are their own antiparticles, the gluon GPDs are symmetric functions
in x.

When arranging the quark and gluon operators OSq′q in a particular way,
the GPDs helicity structure is revealed and it is possible to form objects that
are similar to helicity amplitudes

AqSN′Sq′ ,SNSq =
∫

dz−

2π
eixP

+z− 〈p′, SN ′ |OqSq′q(z)|p, SN〉|z+=z⊥=0,

AgSN′Sq′ ,SNSq = 1
P+

∫
dz−

2π
eixP

+z− 〈p′, SN ′|OgSq′q(z)|p, SN〉|z+=z⊥=0. (2.1)

The indices Sq (Sq′) denote the helicity of the parton before (after) the reaction.
The amplitudes obey the following relation [15]

A−SN′−Sq′ ,−SN−Sq = (−1)SN′−Sq′−SN+Sq(ASN′Sq′ ,SNSq)
∗,

as a result of parity invariance. The GPDs H and E correspond to the sum
of parton helicity and are therefore referred to as “unpolarized” while the
GPDs H̃ and Ẽ are called “polarized” since they correspond to the difference
of parton helicity states. The helicity structure of the GPDs is also illustrated
in Fig. 2.2.
Explicitly, the amplitudes for quarks and gluons in case of parton helicity
conservation can be expressed as linear combinations of GPDs [15]

A++,++ =
√

1− ξ2

(
H + H̃

2
− ξ2

1− ξ2

E + Ẽ

2

)
,

A−+,−+ =
√

1− ξ2

(
H − H̃

2
− ξ2

1− ξ2

E − Ẽ
2

)
,

A++,−+ = −e−iϕ
√
t0 − t
2mp

E − ξẼ
2

,

A−+,++ = eiϕ
√
t0 − t
2mp

E + ξẼ

2
, (2.2)

where the helicities +1
2

and −1
2

are abbreviated by their sign. All other am-

plitudes follow from parity invariance. The quantity −t0 =
4ξ2m2

p

1−ξ2 denotes the
minimal value for −t. The angle ϕ denotes the azimuthal angle of the vector
D = p′

1−ξ −
p

1+ξ
, i.e. eiϕ = (D1 + iD2)/|D| [21].
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⇒ ⇒

+ + − −
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⇐ ⇐

GPD⇒ ⇒

⇐ ⇐
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⇐ ⇐

H E H̃ Ẽ

FIGURE 2.2: The different helicity states of the nucleon and parton with their
corresponding GPDs. The arrows indicate the respective helicity state, while
the blue arrows indicate a helicity flip of the nucleon. The same scheme applies
for parton helicity flip GPDs, with the difference of the opposing direction of the
parton helicities.

The amplitudes involving quark helicity flip read1 [15]

Aq++,+− = eiϕ
√
t0 − t
2mp

(
H̃q
T + (1− ξ)E

q
T + Ẽq

T

2

)
,

Aq−+,−− = eiϕ
√
t0 − t
2mp

(
H̃q
T + (1 + ξ)

Eq
T − Ẽq

T

2

)
,

Aq++,−− =
√

1− ξ2

(
Hq
T +

t0 − t
4m2

p

H̃q
T −

ξ2

1− ξ2
Eq
T +

ξ2

1− ξ2
Ẽq
T

)
,

Aq−+,+− = −e2iϕ
√

1− ξ2
t0 − t
4m2

p

H̃q
T . (2.3)

The inversion of the amplitudes in Eq. 2.2 and Eq. 2.3 allows the extraction of
the GPDs. An essential feature of the GPDs is that the mismatch between the
initial and final helicity can be compensated by orbital angular momentum
when t > t0. This is visible in the prefactors of the above equation, which are

in general given by
√
t0 − t|SN′−Sq′−SN+Sq|.

The GPDs have various important properties that allow gaining a deeper
understanding of their physical meaning. The relations also allow to restrict
the number of possible functions applicable for the GPDs and lead to con-
straints for the modeling of GPDs.

Forward Limit:
The forward limit is given with ξ = t = 0. In this case, x → xBj where xBj
denotes the Bjorken scaling variable. The GPDs then reduce to the parton

1The corresponding amplitudes for gluons receive an additional factor
eiϕ
√

1− ξ2√t0 − t/(2mp)).
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distribution functions [15]

Hq(xBj, 0, 0) = q(xBj),

H̃q(xBj, 0, 0) = ∆q(xBj),

Hq
T (xBj, 0, 0) = ∆T q(xBj),

Hg(xBj, 0, 0) = xBjg(xBj),

H̃g(xBj, 0, 0) = xBj∆g(xBj).

The quantities q(xBj), ∆q(xBj) and ∆T q(xBj) are the unpolarized, helicity and
transversity (anti)quark distribution functions, with the corresponding ones
for gluons g(xBj) and ∆g(xBj). For the E, Ẽ, ET , H̃T and Hg

T no such relation
exists since they decouple from their defining equations [21, p. 10].

Moments and polynomiality:
The polynomiality property of the GPDs states, that their n’th Mellin mo-
ments are polynomials in ξ with the highest power n. For example, for even
n and GPD H [12]∫ 1

−1

dxxn−1Hq(x, ξ, t) = h
(n)
0 (t)ξ0 + h

(n)
2 (t)ξ2 + ...+ h(n)

n (t)ξn.

The polynomiality property allows decomposing the n’th Mellin moment of
the GPDs as a set of form factors, here denoted by h. The case of n = 1 is par-
ticular illustrative, since here the connection of the parton helicity conserving
GPDs to the hadronic form factors is revealed [12]∑

q

eq

∫ 1

−1

dxHq(x, ξ, t) = F1(t),
∑
q

eq

∫ 1

−1

dx Hq(x, ξ, t) = gA(t), (2.4)

∑
q

eq

∫ 1

−1

dxEq(x, ξ, t) = F2(t),
∑
q

eq

∫ 1

−1

dx Eq(x, ξ, t) = hA(t), (2.5)

where eq denotes the charge of the quark. Here, F1 is the Dirac-, F2 the Pauli-,
gA the axial and hA the pseudoscalar formfactor. The dependence on ξ is lost
in the integration.
Another important property comes with the second Mellin moment of the
sum of GPDs H and E which is connected to the total angular momentum Jq

carried by the quark of flavor q [12]

1

2
lim
t→0

∫ 1

−1

dx x [Hq(x, ξ, t) + Eq(x, ξ, t)] = Jq. (2.6)

A similar relation exists for gluons. The relations are also referred to as “Ji’s
sum rule”.

Positivity:
The GPDs are found to obey a hierarchy of inequalities in relation to the three
quark distributions. They were studied in several papers, while a summary
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of the conditions can be found for instance in [20].

Impact parameter space:
For ξ = 0, where no longitudinal momentum transfer occurs, a very descrip-
tive picture of the GPDs exists. Now, the GPDs H(x, 0, t) may be interpreted
as the probability density for the spatial distribution of partons. With V the
center of momentum

V =

∫
x

∑
q

x · q(x)dx (2.7)

the Fourier transform of H(x, 0, t) results in the probability of finding a par-
ton with longitudinal momentum fraction x at the position~b relative to V [28].
This is illustrated in Fig. 2.3 which shows the assumed spatial distribution of
quarks at different values of the momentum fraction x. This feature is some-
times referred to as “nucleon tomography”.

FIGURE 2.3: Tomography of the nucleon: (a) Spatial distribution of quarks with
longitudinal momentum xP at a distance b from the center of momentum.
(b) Tomographic pictures at different values of the momentum fraction x. ([29],
based on [28, 30])

2.2 Hard Exclusive Meson Production

When probing GPDs, two processes are especially important. The cleanest
channel is DVCS where in the scattering process, a virtual photon is absorbed
by the nucleon and a real photon is produced. Comprehensive material for
the DVCS process and the measurement at COMPASS can be found in [31,
32]. The other process is hard exclusive meson production (HEMP), where
instead of a real photon, a meson is produced.
The hard exclusive production of a meson can be described in terms of the
handbag model as depicted in Fig. 2.4. A lepton with initial (final) four-
momentum k (k′) scatters off a (anti-)quark of the target nucleon with ini-
tial (final) four-momentum p (p′) by the exchange of a virtual photon γ∗ with
four-momentum q. The creation of the meson M with four-momentum q′ is



2.2. Hard Exclusive Meson Production 11

l
k

l′

k′

γ?q

x+ ξ x− ξ

D
A q′

M

p

N

p′

N ′

GPDs

t

FIGURE 2.4: Schematic diagram for the hard exclusive meson production pro-
cess l N → l′N ′M in the handbag model. The initial (final) state lepton is de-
noted by l (l′) while the initial (final) state nucleon is denoted by N (N ′). The
produced meson is denoted by M .

described by a distribution amplitude (DA). The GPDs describe the soft dy-
namics of the nucleon emitting and absorbing a (anti-)quark or gluon. The
factorization into the partonic subprocess γ∗g → Mg, where g denotes a par-
ton of the nucleon, and the GPDs was proven strictly only for the case with
longitudinally polarized virtual photons [17, 33]. In the case of transversely
polarized virtual photons, infrared singularities appear in the collinear fac-
torization that may be overcome only by phenomenological arguments in a
model-dependent way [34].

The amplitudes for the production of a meson can be written in terms of
helicity amplitudesMSγ∗SN ,SMSN′

with Si the helicity of the particle i, while
in case of the π0, SM = 0 in the following.
In the picture of the factorization, the helicity amplitudes can be decomposed
as [35]

MSγ∗SN ,0SN′
=
∑
SqSq′

∫ 1

−1

dxgSγ∗Sq ,0Sq′ (x, ξ, t, Q
2)ASN′Sq′ ,SNSq(x, ξ, t), (2.8)

where the sum runs over the unobserved spins of the parton Sq (Sq′) before
(after) the reaction. Here, gSγ∗Sq ,SMSq′ describes the partonic subprocess while
ASN′Sq′ ,SNSq are the amplitudes containing the GPDs to describe the “soft”
part given in Eq. 2.2 and Eq. 2.3. The separation into the two components
and the involved spins are also illustrated in Fig. 2.5. The integral and the
sum over the parton spins in Eq. 2.8 can be propagated down to the GPDs
appearing in Eq. 2.2 and Eq. 2.3 and new items are defined [35]

F =
∑
SqSq′

∫ 1

−1

dx gSγ∗Sq ,0Sq′ (x, ξ, t, Q
2) F (x, ξ, t), (2.9)
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γ?

Sγ∗

gSγ∗Sq ,SMSq′

Sq Sq′

SM

M

SN SN ′
ASN′Sq′ ,SNSq

t

FIGURE 2.5: Schematic diagram of factorization and involved spins for the hard
exclusive meson production process in the handbag model.

where F substitutes one of the GPDs. The items F are called meson produc-
tion form factors (MPFFs) which are the analog to the Compton form factors
(CFFs) that appear in DVCS. The MPFFs involve the calculations of relevant
Feynman graphs in conjunction with an appropriate meson waveform [34].
In the case of the π0 production, only the valence quarks contribute, so that
the items replacing the GPDs in Eq. 2.2 and Eq. 2.3 read [36]

Fπ0

=
1√
2

(euFu − edFd).

The structure of the amplitudes in Eq. 2.2 and Eq. 2.3 persists, though. In case
of other mesons, other flavor combinations enter and different (anti)quark or
gluon GPDs can be probed.

The cross-section for exclusive π0 muoproduction, µN → µ′ π0N ′, on an
unpolarized nucleon can be decomposed in terms of polarized photoabsorp-
tion cross-sections or interference terms σSγ∗Sγ∗SNSN

. They are proportional to
bi-linear combinations of helicity amplitudes [37]

σ
Sγ∗Sγ∗
SNSN

∝
∑
SN′

(MSγ∗SN ,0SN′
)∗MSγ∗SN ,0SN′

. (2.10)

The reduced cross-section, omitting terms depending on the target spin di-
rection, reads [37, 38]

1

Γ

d4σ

dQ2dνdtdφ
=

1

2π

[1

2

(
σ++

++ + σ−−++

)
+ εσ++

00 − ε cos (2φ) Reσ++
+− (2.11)

−
√
ε (1 + ε) cosφRe

(
σ++

+0 + σ−−+0

)
− Pl

√
ε (1− ε) sinφIm

(
σ++

+0 + σ−−+0

) ]
.

The cross-section depends on the invariants Q2 = −q2 and ν = (p · q)/mp,
the square of the four momentum transfer to the target nucleon t and the
angle φ, while mp denotes the mass of the nucleon. The quantity Pl denotes
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the polarization of the incident muon. The transverse virtual photon flux Γ
reads when using Hand’s convention2 [40]

Γ(Q2, ν) =
αem(1− xBj)

2πQ2yEµ

[
y2

(
1− 2m2

µ

Q2

)
+

2

1 +Q2/ν2

(
1− y − Q2

4E2
µ

)]
,

(2.12)
where y is the fractional energy of the virtual photon. The virtual photon
polarization parameter ε can be approximated by

ε =
1− y − 1

4
y2γ2

1− y +
1

2
y2 +

1

4
y2γ2

. (2.13)

in the considered kinematics where the mass of the incoming lepton mµ �
Q2. The angle φ is defined in the target rest frame and denotes the angle be-
tween the leptonic and hadronic plane as illustrated in Fig. 2.6.

p′

M
q′

k

k′

γ∗

q

φ

x
z

y

FIGURE 2.6: The angle φ defined as the angle between the leptonic plane (grey)
and the hadronic plane (blue).

The last term in Eq. 2.11, which represents the imaginary part of the inter-
ference term between amplitudes for longitudinal and transverse photons,
is strongly suppressed by the factor

√
ε (1− ε), which is very small for the

data sample analyzed in Chapter 6. In any case, this term of the cross-section
cancels when averaging cross-sections for µ+ and µ− beams with opposite
polarizations. Hence, the term is neglected in the following.

Usually, the explicit notation with the photoabsorption cross-sections and
interference terms in Eq. 2.11 is omitted. Instead, an abbreviated notation is
used that was introduced in [36]

d2σ

dtdφπ0

=
1

Γ

d4σ

dQ2dνdtdφπ0

=
1

2π

[dσT
dt

+ ε
dσL
dt

+ ε cos (2φπ0)
dσTT

dt
+
√

2ε (1 + ε) cos (φπ0)
dσLT

dt

]
, (2.14)

2 The formula results from [39] by replacing k = ν(1 − xBj) according to the Hand’s
convention.
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where σT , σL, σTT , σLT are called structure functions. In this notation, the sub-
script T(L) denotes the contribution from transversely (longitudinally) polar-
ized virtual photons, while the subscripts TT and LT denote the contributions
from the interference between transversely-transversely and longitudinally-
transversely polarized virtual photons. Also, in the analysis of exclusive π0

muoproduction, the angle φ will be called φπ0 .
The goal of the analysis performed in Chapter 6 is to extract the virtual-
photon proton cross-section for exclusive π0 muoproduction (Eq. 2.14) from
the COMPASS 2012 DVCS data sample. To draw the connection to the GPDs,
the result of the measurement is discussed in the context of a particular
model for GPDs in Section 6.8.



2.3. Availability of data 15

2.3 Availability of data

The availability of measurements of exclusive production of pions is rather
limited. There are two facilities with notable results. The HERMES collab-
oration measured exclusive production of π+ mesons, while experiments at
JLab report measurements of π+ as well as π0 production. Both measure-
ments were picked up wondrous by GPD phenomenologists, as current mod-
els were unable to describe the data. The following will shortly summarize
the measurements at the two facilities. Note, that there exist also data in the
domain Q2 < 1 (GeV/c)2, but since for the application of the factorization
and the interpretation in terms of GPDs, at least Q2 > 1 (GeV/c)2 is required,
these measurements are not included here3.

The HERMES collaboration reports measurements of exclusive electropro-
duction of π+ mesons. First measurements in 1997 used a longitudinally po-
larized hydrogen gas target and 27.6 GeV positron beam. The HERMES spec-
trometer was used to reconstruct the scattered positron and the produced
meson. Since the recoiling target nucleon was not detected, the exclusivity
was ensured using the missing mass of the reaction. This setup allowed the
first measurement of an azimuthal single-spin asymmetry in exclusive π+

electroproduction [42].
Subsequently, the HERMES collaboration conducted a similar measurement
in 2002-2005, however using a transversely polarized target [43]. The extrac-
tion of Fourier amplitudes of single-spin azimuthal asymmetries allowed to
draw first conclusions on the impact of certain GPDs.
Next to asymmetries, the HERMES collaboration also presented the measure-
ment of the exclusive π+ electroproduction cross-section using a combined
data set covering data taking periods from 1996 to 2005 [44]. The virtual-
photon proton cross-section was extracted in bins of Q2, xBj and t′ = t0 − t,
where t0 denotes the minimal possible transfer of the square of four-momentum
to the proton. A result plot of HERMES is depicted in Fig. 2.7. It was found

FIGURE 2.7: Result of HERMES for the differential virtual-photon proton cross-
section for exclusive π+ electroproduction as a function of −t′ for bins in Q2.
The markers represent the measurement while the lines are different theoretical
computations. [44]

that theoretical GPD based calculations were lacking to describe the data.

3For example MAMI [41]
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A first attempt to tackle this issue and forge a comprehensive description
for π+ production was performed in the framework of the Goloskokov and
Kroll (GK) model [36]. It was concluded, that the dominant part of the
cross-section at small −t′ comes from longitudinally polarized virtual pho-
tons while a major part originates from the pion pole exchange.

The absence of the pion pole contribution in the production of π0 mesons
makes it appealing to study this channel as well. However, the detection
of the two decay photons of the π0 makes this channel experimentally more
challenging. In addition, the cross-section for π0 production is expected to be
much smaller compared to π+ production.
The π0 production channel was first probed by the CLAS collaboration (JLab
Hall B) in the measurement of beam-spin asymmetries [45]. In this experi-
ment, a 5.77 GeV polarized electron beam and a liquid hydrogen target was
used. The CLAS setup allowed the reconstruction of both decay photons
of the π0 as well as the scattered target proton and the scattered electron.
The measurement of asymmetries was later complemented by the measure-
ment of the cross-section for exclusive π0 electroproduction [46, 47]. The
vast amount of statistics allowed the CLAS collaboration to perform com-
prehensive studies in a variety of kinematic bins as well as to dissect the
cross-section as a function of φπ0 in bins of t′, Q2 and xBj . An excerpt of re-
sults from CLAS is depicted in Fig. 2.8. The results were found compatible
with calculations from a more evolved GK model [48] which incorporates
changes needed to fit the π+ data. Another approach to handle the π+ in the
framework of GPDs was advocated by GL [49, 50]. Their ansatz results in a
different behavior for the cross-section at small −t. However, the available
data do not favor one approach over the other.

Complementary to the rather large kinematic coverage of CLAS, the JLab
Hall A collaboration have presented measurements at small values of t′, rang-
ing from 0.01 (GeV/c)2 to 0.206 (GeV/c)2. For this, the JLab Hall A experi-
ment used a 5.75 GeV electron beam impinging on a liquid hydrogen target.
The kinematic was fixed at xBj = 0.37 with two values for Q2, 1.9 (GeV/c)2

and 2.3 (GeV/c)2. The experimental setup allows to detect the photons and
the scattered beam electron, thus the exclusivity of the events is ensured us-
ing the missing mass technique [51].
The JLab Hall A experiment also conducted measurements using different
beam energies. This allows for determining each individual structure func-
tion of the cross-section (i.e. separate dσT/dt and dσL/dt) using Rosenbluth
separation [52]. Their measurement is depicted in Fig. 2.9. While dσT/dt +
εdσL/dt and dσTT/dt are compatible with the measurements at CLAS and
well described by models, the result adds another issue to the picture, since
the structure function dσLT/dt is found to be negative.

The JLab Hall C collaboration has results for the electroproduction of
π+ [54] and π0 [55] mesons, too. However, with measurements performed
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FIGURE 2.8: Excerpt of results for the structure functions as a function of −t
at CLAS. The data and curves are as follows: black (filled circles) - dσU/dt =
dσT /dt + εdσL/dt, blue (triangles) - dσTT /dt, and red (squares) - dσLT /dt. The
error bars are statistical only. The curves are theoretical predictions produced
with the GK model [48] (solid) and the Goldstein and Liuti (GL) model [49, 50]
(dashed). In particular: black (positive) - dσU/dt = dσT /dt + εdσL/dt, blue
(negative) - dσTT /dt and red (small) - dσLT /dt. [47]

close to the ∆(1232) resonance, the physics topic of the experiment is not di-
rectly targeting GPDs.

Measurements of HEMP in order to access GPDs have been performed at
the COMPASS experiment in the past already. By using polarized targets, the
observables have been asymmetries for different configurations of target and
beam polarization. That way, asymmetries have been measured for the ρ and
ω mesons [56, 57].
With the direct measurement of a meson production cross-section, here, a
novel observable is studied at the COMPASS experiment. The measurements
will add knowledge in an up to now uncharted kinematic domain. The spe-
cific setup of the experiment is detailed in the following chapter while the
extraction of the cross-section is subject of Chapter 6.
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FIGURE 2.9: Result for the structure functions as a function of tmin − t mea-
sured at JLab Hall A for Q2 = 1.5 (GeV/c)2 (left), 1.75 (GeV/c)2 (center) and
2 (GeV/c)2 (right) at xBj = 0.36. In particular: dσT /dt (full circles), dσL/dt
(open circles), dσLT /dt (triangles) and dσTT /dt (squares). The full lines are
predictions from the GK model [48] while the long-dashed lines are from the
GL model [49, 50]. The short-dashed line for dσL/dt are predictions from the
VGG model [53] . Bands connecting the data points show normalized system-
atic uncertainties on the experimental data, which are strongly anti-correlated
for dσL/dt and dσT /dt. [52]
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3 COMPASS experiment

The COMPASS experiment continues the long history of high energy fixed-
target experiments with muon beam conducted at CERN. It succeeds EMC,
NMC and SMC and is set up in the same facilities, even still using the same
strong bending magnet used in the experiments before. The COMPASS ex-
periment, especially the target area and the spectrometer, are build in very
modular fashion. The specific setup of the experiment highly depends on
the physics program that is executed.
In the following section a description of the setup of the COMPASS experi-
ment as it is used for the DVCS program will be given. For further reading
and a more detailed description of the various detectors one may refer to [58].

3.1 Beam

Through the location at the end of the M2 beamline, the COMPASS exper-
iment has different kinds of particle beams at its disposal. In the hadron
program, pion and kaon beams are used for hadron spectroscopy and to in-
vestigate Drell-Yan or Primakov type processes. For tests and calibrations, a
low-energy, low-intensity tertiary electron beam can be used. To study the
spin structure of nucleons and in particular for the DVCS program, muon
beams are used.

Initially, protons from the Super Proton Synchrotron (SPS) with a mo-
mentum of up to 450 GeV/c are collimated on a beryllium target (T6). Sec-
ondary particles, mainly pions with an admixture of about 3.6 % kaons, are
produced. By varying the length of the T6 target, the intensity of the sec-
ondary particle beam can be adjusted. The beam is channeled into a decay
tunnel with a length of about 600 m where a fraction of the particles decays
via a weak interaction process into muons. The remaining hadrons are ab-
sorbed. The muon beam is then directed to the surface and shaped by vari-
ous magnets before it arrives at the COMPASS target. About 23 % of the beam
particles are found outside the center of the beam distribution with distances
greater than 4 cm in the so-called halo.

Due to parity violation of the weak interaction, the muon beam is natu-
rally polarized. The amount of polarization depends on the fraction of mo-
mentum of secondary to tertiary particles. For the COMPASS data taking, the
beam parameters are optimized for beam intensity and an average polariza-
tion of 80 %. This is achieved with a pion momentum of 172 GeV/c and a
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momentum for the positive muon beam of 160 GeV/c, still reaching the max-
imum allowed flux1 of 2 · 108 positive muons per SPS cycle [58].

3.2 Beam momentum and direction reconstruction

The beam optics allow a momentum spread of the muons by approximately
5 %. As a consequence, for DIS like measurements, the momentum of each in-
dividual beam particle has to be known to determine the scattering kinemat-
ics and the beam polarization. For this, the beam momentum station (BMS)
uses six measurement stations that are located in the beam line about 100 m
upstream of the COMPASS target. The BMSs surround three dipole magnets

B6 Q31 Q32 MIB3
Q30

Q29
BM01

BM02

BM03 BM04

BM05

BM06
beam

distance to target [m]
-137.2

-130.5

-123.8 -73.7

-70.8

-61.3

FIGURE 3.1: Beam momentum stations (BM01 to BM06) and beam magnets
(Q29 to Q32) along the beamline. The beam momentum stations together
with the bending magnet B6 are used for the beam momentum measurement.
(adapted from [58])

(B6) that deflect the beam vertically as shown in Fig. 3.1. Each BMS is ver-
tically segmented to measure the curvature and therefore the momentum of
the particle.
In addition, to determine the interaction vertex in the space and time domain
of the spatially extended COMPASS target, the direction and time of the beam
particles are determined using the beam telescope (BT). The detectors used in
the BT are built from scintillating fibers with planes in horizontal and verti-
cal direction for good time and moderate space resolution. In addition, there
are silicon detectors with planes in horizontal, vertical and two inclined di-
rections (−45° and 45°), which feature excellent spatial and moderate time
resolution.

3.3 Target area

3.3.1 Target

For the DVCS program, the COMPASS-II setup includes an unpolarized liquid
hydrogen (LH2) target. This leaves enough room in the target surrounding
to install a detector for the reconstruction of the recoiling target proton, see

1Due to radiation protection. The intensity of negative muon beam is approximately three
times lower.
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Subsection 3.3.2. In the 2012 DVCS pilot run this setup was used successfully
for the first time.
The key features of the LH2 target are a high luminosity and a low material
budget, so that final state particles, especially the proton, are not stopped. In
addition to the precise knowledge of the muon flux, a good homogeneity of
the LH2 density is required for the determination of the luminosity with an
uncertainty of a few percents.
The target cell is 250 cm long with a diameter of 40 mm to match the trans-
verse size of the beam. With this target, a luminosity of up to ∼1032 cm−2s−1

can be reached with the µ+ beam.
The target cell is built from thin Kapton layers. It is surrounded by super-
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FIGURE 3.2: Schematic drawing of the LH2 target used for the DVCS program
(adapted from [3] by [59]).

insulation aluminum foils and inserted into a carbon fiber vacuum cryostat.
Both end caps of the target cell and the vacuum cryostat are made from
biaxially-oriented polyethylene terephthalate (BoPET) film. The target tem-
perature of 18 K is reached after 15 h of cooling with a SHI CH-110 cryocooler
with an isolation vacuum of 7 · 10−7 mbar. A detailed description of the target
can be found in [3].

3.3.2 Target Time-of-Flight system

The target time-of-flight (ToF) system, called Apparatus for Measurement of
Exclusive ReActions (CAMERA), consists of two concentric barrels of scin-
tillating slats around the target. Each barrel is build from 24 slats readout
with photomultiplier tubes (PMTs) on both ends, see Table 3.1 and Fig. 3.3
for more details. Particles originating from the target pierce through the scin-
tillators and a ToF and path length can be measured between the barrels. The
ToF goes down to the order of few nanoseconds for a particle traveling at
the speed-of-light. Since the scintillators are more than 2 m long, the light
yield of a particle hitting a scintillator can vary notably depending on the
distance to the photomultiplier. Therefore, the readout of the detector needs
to provide not only a very good time resolution, but must also cover a wide
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TABLE 3.1: Properties of the scintillators and photomultipliers of the inner (A)
and outer (B) barrel of the CAMERA detector.

Property A B

length 275 cm 360 cm
depth 0.4 cm 5 cm
width 6.55 cm 29.65 cm
radius 25 cm 110 cm
material BC408
refraction index 1.58
PMT HR10533 [60] ET9823B [61]
PMT window ∅ 51 mm 130 mm

dynamic range. This is achieved by the application of the GANDALF-module
equipped with analog-to-digital converters (ADCs). The readout electronics
is described in more detail in Section 3.7. In particular, the description of the
GANDALF-ADC firmware is subject of Chapter 4. The CAMERA detector was
commissioned in a five weeks pilot run in 2012. Chapter 5 gives a detailed
description of the modus operandi of the detector. Also, together with [31],
the calibration and performance studies are carried out. First physics results
using the detector are available in [31] and in Chapter 6.

3.4 Spectrometer

COMPASS uses a two-staged open field spectrometer. The Large Angle Spec-
trometer (LAS) covers angles of up to 180 mrad, while the acceptance of the
Small Angle Spectrometer (SAS) amounts to≈ 30 mrad. Strong bending mag-
nets in each spectrometer stage, SM1 and SM2, allow momentum and charge
measurements using the radius of curvature of charged particles. Their path
is measured by tracking detectors, see Subsection 3.4.1. For particle identifi-
cation and energy measurements, electromagnetic and hadronic calorimeters,
a ring-imaging Cherenkov (RICH) and the muon system are used, see Sub-
section 3.4.2. Fig. 3.4 shows the setup of the COMPASS-II spectrometer for the
DVCS program.

3.4.1 Tracking

The purpose of tracking detectors is to allow the reconstruction of the trajec-
tory of a charged particle. Depending on the radial distance to the beam axis,
different detector types are employed. In the very small area tracker (VSAT)
section, close to the beam, detectors with very good timing or spatial resolu-
tion are used. Due to immediate proximity to the beam, these detectors need
a high rate and radiation stability.
In the Small Area Tracker (SAT) area at distances of about 2.5 cm to 40 cm, a
compromise between covered area and time respectively spatial resolution
is made. For the very outer part, the Large Area Tracker (LAT) is equipped
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FIGURE 3.3: Photograph of the CAMERA detector during assembly. The inner
barrel, here in the foreground build around a support structure, is inserted into
the outer barrel. The support structure is then removed and the LH2 target is in-
serted. The long light guides allow for positioning the photomultipliers outside
of the spectrometer acceptance. The light guides of the outer ring make a turn
by 90° to minimize the space requirements. A picture of the fully assembled
detector positioned in the COMPASS beamline is available in Appendix B.1.

with large-area detectors. The various detectors in the different stages to-
gether with their spatial coverage and resolutions are listed in Table 3.2.

3.4.2 Particle identification

To identify the particle species of a reconstructed track, the RICH detector,
the muon filters and the calorimeters are used. The first stage of the spec-
trometer hosts the RICH detector. It is filled with C4F10 gas, so that particles
that pervade the detector emit Cherenkov radiation under a characteristic
angle. The radii of the detected rings together with a separate momentum
measurement allow for discrimination of pions, protons and kaons.
For the identification and energy measurement of photons a total of three
electromagnetic calorimeters are installed. ECal0 is placed directly down-
stream of the target, before the SM1 magnet. This calorimeter is part of the
COMPASS-II spectrometer update. A schematic picture of the calorimeter is
depicted in Fig. 3.5. Its dimensions of about 204× 206 cm2 allow the detection
of photons under very large angles. ECal1 and ECal2 are placed at the end
of the two spectrometer stages, respectively. They are built mainly from lead
glass, hence the absorbing and detecting material is the same. Photons are
slowed down by the material and create an electron-positron shower. The
shower emits Cherenkov radiation which is detected with photomultipliers.
ECal0 and the central part of ECal1/ECal2 close to the beam use the sampling
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FIGURE 3.4: Overview of the COMPASS-II spectrometer [59]. The beam enters
from the lower left and hits the LH2 target which is surrounded by the CAMERA

detector (yellow barrel). The final state particles are detected by CAMERA and
in the two spectrometer stages LAS and SAS. Each stage includes a bending
magnet (SM1 and SM2), various tracking detectors (Subsection 3.4.1) and means
for particle identification (Subsection 3.4.2). The construction is approximately
50 m long.

calorimeter principle. Here, absorbing lead layers are combined alternating
with scintillating layers to enhance radiation stability.
ECal1 and ECal2 are accompanied by their hadronic counterparts HCal1 and
HCal2. They are sampling calorimeters with iron as absorbing material.
The detection of muons by the muon system uses a combination of absorbers
(MF1, MF2 and MF3) and trackers. Due to sufficient material in the ab-
sorbers, only muons are able to pass and create correlated hits in the trackers
before and after the absorbers. The absorbers, called muon filters, are build
from iron (MF1, MF3) or concrete (MF2).

3.5 Trigger

As a consequence of the high intensity of the beam crossing the active region
of the spectrometer, a trigger system has to be set up for the selection of in-
teresting physics events. The COMPASS trigger was initially installed for the
measurement of DIS physics in a wide kinematic domain. Information from
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TABLE 3.2: Listing of various detectors used to track the path of particles. σx
denotes spatial, σt denotes time resolution.

Type active area (cm2) σx (µm) σt (ps) tracker stage

Scintillating Fibers (3, 9)2 − (12, 3)2 130− 210 0,4 VSAT
Silicon strips 5× 7 7− 11 2,5 VSAT
Pixel-GEM 10× 10 95 9,9 VSAT
GEM 31× 31 70 12 SAT
MicroMeGas 40× 40 90 9 SAT
MWPC 178× (90− 120) 1600 LAT
drift chambers (DCs) 180× 127 110− 170 LAT
Straw Chambers 280× 323 190 LAT
Large Area DCs 500× 250 500 LAT

FIGURE 3.5: Visualization of the new electromagnetic calorimeter ECal0 [59].
The left picture shows the partially set up calorimeter as it was used in the 2012
DVCS pilot run while the right picture shows the fully assembled detector. The
black color indicates inactive areas.

different detectors are combined to form a First Level Trigger (FLT). The trig-
ger decision is then distributed to the readout and front-end electronics via
the COMPASS Trigger Control System (TCS). Because of the finite memory of
the readout and front-end electronics, the latency between initial muon in-
teraction and the trigger decision has to be in the order of 1 µs. At COMPASS,
there exists no higher level trigger and there is even the plan to run the ex-
periment in future with a trigger-less setup [62].
For the DVCS program, only a few changes had to be made to the existing
setup. However, in addition to the muon triggers a new type of trigger was
developed, which allows discriminating on the recoiling proton. Studies for
this trigger and the principle considerations were already started when plan-
ing the electronics framework for CAMERA [63, 64]. For the concrete realiza-
tion and a detailed description of the mode of operation refer to [65].
The COMPASS muon trigger uses two different techniques for the detection of
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the scattered muon based on the energy loss or based on estimating the track
origin. For both, two hodoscope stations with scintillating strips are put in
coincidence while at least one of the hodoscopes is placed downstream of a
muon filter. Additional triggers are the Veto Trigger and a true random trigger.
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Figure 47: Location of the components relevant for the trigger (schematically), see also
Table 15. The inner trigger system (H4I and H5I) will not be used for DVCS and DY
data taking.

In order to guarantee triggering on muons only, at least one of the two hodoscopes is
located behind an absorber (muon filter). In each case, the hodoscopes are put as close
as possible to the absorber to minimise effects due to multiple Coulomb scattering in the
absorber. Details on the hodoscopes are given in Table 15 and a sketch of their positions
is shown in Fig. 47.

Ladder trigger (H4L, H5L): The ladder trigger selects muons with small scattering angles
but high energy losses. To achieve this selection, both hodoscopes are located behind the
spectrometer magnets bending particles in the horizontal plane. Both hodoscopes consist
of short vertical strips read out on both sides by PMTs. Using a coincidence of two
hodoscope strips in H4L and H5L, muons with a large deflection in the magnets but very
small scattering angle are selected yielding events with a large energy loss, but small Q2.

Middle trigger (H4M, H5M): The middle trigger combines the features of an energy
loss trigger using vertical elements with a target pointing trigger using a second layer of
horizontal strips for each of the two hodoscopes. The vertical strips are readout on one
side by PMTs while the horizontal ones are read on both sides. The middle system covers
a relative energy transfer y from 0.1 to 0.7 at small scattering angles.

Outer trigger (H3O, H4O): The outer system consists of a horizontal hodoscope plane
at the exit of the second spectrometer magnet (H3O) and a second one behind the hadron
absorber in the SAS (H4O) to obtain vertical target pointing. It is divided into two halves
to avoid very long strips. The size of the second hodoscope is matched to the size of the
muon wall MW2 chambers used to reconstruct muon tracks. All strips are read out by
two PMTs. The outer system covers all y and large Q2 up to 10 (GeV/c)2.

85

FIGURE 3.6: Illustration of the COMPASS trigger system. The hodoscopes (H*)
for the trigger on the scattered muons are placed upstream and downstream of
the muon filters. The veto system is positioned upstream of the target. [66]

Energy loss trigger: The energy loss trigger uses the deflection of the muons
in the dipole fields of the spectrometer magnets to determine the energy loss
of the muon. For this, a coincidence matrix of vertically oriented strips in two
hodoscope stations is used. This approach is realized in the Ladder Trigger
(LT) system where both stations (H4L, H5L) are located behind muon filters
close to the end of the spectrometer.

Target pointing trigger: The target pointing trigger uses coincidences in hodo-
scope stations with horizontally arranged strips to determine the scattering
angle of the muon along the direction of the non-bending plane in the mag-
netic field. By extrapolating the track to z = 0, the compatibility with the
target in vertical direction is tested. This approach is used for relatively
large scattering angles (or Q2) by the Outer Trigger (OT) and the LAS Trigger
(LAS). The Middle Trigger (MT) uses a combination of the target pointing and
the energy loss approach.

Veto Trigger: As mentioned in Section 3.1, the beam is surrounded by a
halo of particles. To reduce the trigger rate by muons that are not interacting
with the target, the Veto Trigger (VT) upstream of the target is used. By com-
bining two hodoscope stations, particles that are deflected from the beam axis
can be detected. The VT is then put in anti-coincidence with the other trig-
gers. However, using the VT system leads to a dead time for the whole spec-
trometer as discussed in [66]. For the determination of the effective muon
flux, a precise knowledge of the veto dead time (VDT) is vital.
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Random trigger: The random trigger is generated by the dominant β+ decay
of a 22

11Na source. The decay positron annihilates with an electron and the two
photons are detected by two scintillators. The coincidence of the scintillators
is connected as a logical signal to the COMPASS trigger system.

3.6 Readout and DAQ

The acquisition, digitization and finally the recording of the detector data is
a key task of a high energy experiment.
The raw detector information, mainly voltage or current pulses, are gathered
by so-called front-end electronics. Their purpose is to convert the analog
pulse into a digitized information containing its relevant properties. The dif-
ferent front-end types are

1. combination of discriminator and time-to-digital converter (TDC) to
record timestamps,

2. combination of discriminator and scaler to record hit rates,

3. sampling and digitization of the analog pulse using analog-to-digital
converters (ADCs).

Depending on the detector type, the front-end electronics is situated directly
at the detector and the digital data is sent to a readout board. Alternatively,
the front-end electronics is mounted to readout motherboards directly via
mezzanine cards.
Taking the CAMERA readout as an example for a specific detector readout
which has to satisfy a number of constraints. For digitizing the fast pulses
of the plastic scintillators with rise-times in the order of nanoseconds, ADCs
with very high sampling rate and sophisticated pulse shape analysis are re-
quired. No splitters should be used for distributing the signal to readout and
trigger to not diminish the signal quality. Hence, the integration of readout
and trigger into one homogeneous system is needed. Such system would
also offer the possibility to use the amplitude in the trigger decision.
Finally, these considerations lead to the design and development of a well
adapted, yet versatile framework for next-generation detector readout, see
Section 3.7. It consists of two mainboards called GANDALF-module and
TIGER-module, various mezzanine cards and the VXS-backplane switched
serial fabric for fast communications.

All readout boards are connected to the COMPASS TCS. The TCS dis-
tributes triggers together with metadata (e.g. spill and event numbers) to
identify the event. When the readout boards receive a trigger, they collect
data from different front-end modules and form data packages containing
the front-end data as well as the TCS metadata. The data packages are then
transmitted via optical links to readout buffers. They package information of
one event from different readout modules. The final event data containing
all detector information is built by eventbuilders. They gather the event data
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FIGURE 3.7: Overview of the components of the COMPASS data acquisition sys-
tem (DAQ) used in the DVCS pilot run 2012 (adapted from [3] by [67]).

of different readout buffers and allow further filtering of the events. Finally,
for long-term storage, the data is saved by the CERN advanced storage man-
ager (CASTOR). The structure of the COMPASS readout is also illustrated in
Fig. 3.7.

3.7 GANDALF framework

3.7.1 GANDALF-module

The GANDALF-module [63] is a versatile electronic device developed at the
University Freiburg. For the motherboard, the 6U-VXS/VME64x formfactor
was chosen. The board features two Virtex-5 FPGAs [68] complemented with
large memory. Two mezzanine card slots and numerous interfaces allow the
board to be adapted to a large number of applications. An overview of the
GANDALF-module is given in Fig. 3.8. For more information and technical
details one may refer to [63].
The GANDALF-modules are operated in the payload slots of the VXS-back-
plane. For configuration and monitoring, a CPLD is installed on the module.
It allows for communication over the VME-backplane with the VME-CPU or
with a PC using the front side USB interface.
As of now, mezzanine cards of three flavors are available. The optical mezzanine-
card (OMC) offers data communication by means of four optical or copper
transceivers. The digital mezzanine-card (DMC) provides 64 LVDS input or
output connections for logic signals. The ADC mezzanine-card (AMC) hosts
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Figure 4.1: General overview of a GANDALF module used as transient analyzer. In this

overview two AMCs are mounted for a connection of up to 16 analog input signals (blue arrows).

The VME64x, VITA41.0, S-LINK and USB2.0 interfaces are shown in orange colored arrows and

described in detail in section 4.1.1. The green boxes give an overview of the hardware components

and technologies used with the GANDALF module and which are explained in this chapter. The

white dashed lines surrounding the mounted AMCs represent the mezzanine card sockets up and

down.

detailed description of the different interfaces is given below. In Fig. 4.2 the location of
the different interfaces on the GANDALF module can be found.

• VME Interface

The module was designed to be mainly operated in two environments, a multi
module crate environment or in a standalone single module mode. For the op-

FIGURE 3.8: Overview of the GANDALF-module configured as transient
recorder (without heat sinks). In this configuration, the two ADC mezzanine-
cards (AMCs), marked by the white dashed lines, allow to readout 16 detector
channels (light blue arrows). The available interfaces are depicted by orange
arrows, hardware components by green boxes. [63]

eight ADC chips to digitize up to eight analog signals. The different mezza-
nine cards allow the GANDALF-module to be deployed as scaler [69], TDC
[70] or as transient recorder [63, 71, 72]. The description of the firmware de-
sign for the transient recorder is subject of Chapter 4 of this thesis.

3.7.2 TIGER-module

The TIGER-module [64] is another electronic device recently developed at the
University Freiburg. The module embodies a 6U-VXS switch board. Through
the double-star routing of the VXS-bus, the two VXS switch-slots are con-
nected to each GANDALF-module as well as to each other.
The main feature of the TIGER-module, apart from the VXS interface, is the
very large dimensioned Virtex-6 FPGA [73]. It offers the possibility to im-
plement sophisticated logic circuits to tackle complex tasks. Moreover, the
computing power can be enhanced by using a GPU that can be mounted on
the boards MXM socket. Since the TIGER-module cannot communicate with
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the VME-CPU, it is equipped with a computer-on-module. This allows inter-
facing the FPGA via the PCIe bus. More details are available in Fig. 3.9, [64].

MXM v3.0
GPU Slot

GIMLI Slot

DDR3 RAM

Computer
on Module

Virtex-6
SX315T

2x SFP

dual VHDCI

USB 2.0

Gigabit
Ethernet

2x LEMO

VXS Switch
Connector

VXS Sideband
Connector

SATA

Platform
Flash XL

Backplane Power
Connector

JTAG

PCIe

PC
Ie

FIGURE 3.9: Overview of the TIGER-module and its most important compo-
nents. The board may be divided into two subsystems. On the on hand, there is
the FPGA with its related components (grey boxes), on the other hand, there is
the computer-on-module with its related parts (red). The two systems commu-
nicate via the PCIe bus. The GPU, which can be used to assist the FPGA with
heavy calculations, is not mounted in this picture. The GPU communicates also
with the FPGA via PCIe bus. [67]

3.7.3 VXS-backplane

The VXS-backplane offers a double star bus fabric for interconnection be-
tween GANDALF and TIGER-modules. It offers space for 18 GANDALF and
two TIGER-modules with the ability to implement high-speed connections
between the modules, see also Fig. 3.10. The data-link developed in [67] al-
lows sending data with 1 GB s−1 per GANDALF-module to each of the TIGER-
modules.
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FIGURE 3.10: Structure of the double-star bus fabric of the VXS-backplane. The
payload modules (GANDALF-modules) are placed in the slots 2 to 10 and 13 to
21. The switch modules (TIGER-modules) are placed in slots 11 and 12. Each
payload slot has two buses with eight differential lanes. For TIGER A, the eight-
bit wide bus is split into two RX and six TX lanes to allow bidirectional commu-
nication. The buses to TIGER B are operated unidirectional, hence are eight bit
wide. The communication between the TIGER-modules is possible via the VXS
sideband bus. It offers one differential RX- respectively TX-lane. [67, 74]
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4 GANDALF-ADC firmware

The following chapter is devoted to the description of the firmware design
for the GANDALF-module. As described in Subsection 3.7.1, the GANDALF-
module was designed in a very flexible way. By mounting different mezza-
nine cards, it offers the possibility to fulfill many different purposes when it
comes to the acquisition of detector data. One of the key applications of the
GANDALF-module comes with its configuration with the ADC mezzanine-
card (AMC), enabling the module to sample eight analog channels with 1 GHz
and an amplitude resolution of 12 bit. Such GANDALF-ADCs were deployed
for the readout of the CAMERA detector already for the 2012 DVCS pilot run.
Studies of the readout and the CAMERA detector using this data are sub-
ject to the subsequent Chapter 5. The studies lead to important changes and
improvements in the VHDL firmware design of the GANDALF-ADC. This
chapter gives a comprehensive overview of the improvements and the gen-
eral state of the design.

The challenging task to process the digitized data stream, extract pulse
features and dispose them for further processing is performed in a special-
ized firmware for the GANDALF-module main FPGA, further referred to as
the DSP-FPGA. The firmware design is arranged very flexible itself to adapt
to the different operating environments and ways to distribute the gathered
data. In the course of the development of the GANDALF-ADC firmware, the
base design for the GANDALF-module ([63, p. 77]) was completed with inter-
faces to all relevant auxiliary components such as I2C, configuration memory,
clock distribution, data input and output.

The chapter opens with a rough overview of the structure of the DSP-
FPGA firmware design, where Section 4.1 gives a crude description of the
general structure. Then, some key components are described in a more gen-
eral way. First, Section 4.2 summarizes the most relevant hardware compo-
nents of the AMC. Then, a description of the implementation of the I2C bus
is given in Section 4.3 followed by an explanation of the treatment of the
Si5326 clock multiplier chip (further referred to as “SI chip”) in Section 4.4.
In Sections 4.5 to 4.8, detailed descriptions of important logic modules are
given. The chapter closes with a description of the design verification using
testbenches in Section 4.9.

The scope of the chapter is to give vital information for those who want
to operate the GANDALF-ADC and give them also an idea of the effect of the
settings they can or have to modify. On the other hand, the chapter shall
also allow developers to understand where things are done so that they may
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modify or revise the code. For this, specific parts of the firmware are de-
scribed in greater detail.
The directory structure of the GANDALF-ADC project together with a de-
scription of important files is given in Appendix A.1.

4.1 DSP-FPGA firmware structure

The firmware design is composed of different logic modules that are respon-
sible for specific tasks. These logic modules may contain further logic mod-
ules themselves. In the language of VHDL, the top-most logic modules are
connected to each other in the so-called toplevel-module. The toplevel-module
inputs and outputs correspond to the pins of the FPGA. A sketch of the top-
level-module for the DSP-FPGA is given in Fig. 4.1 together with a simplified
summary of the inputs and outputs. The design of the toplevel-module con-
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FIGURE 4.1: Overview of the DSP-FPGA firmware toplevel-module with associ-
ated logic modules. The logic modules can be grouped according to their pur-
pose into four categories. The interconnections of the logic modules are indi-
cated with arrows. The inputs to the DSP-FPGA (i.e. FPGA pins) are indicated
on the left-hand side and are connected to the logic module group where they
are needed.

sists of interconnected logic modules that can be classified by four different
categories.

Clocking Involves handling the different possibilities to acquire the oper-
ating clock by means of different GIMLI cards, hence GIMLI interface, de-
scribed in Section 4.5. It is also responsible of interfacing the SI chips mounted
on the GANDALF-module as well as those mounted on the AMCs. This so-
called SI interface is described in Section 4.4. Also, the TCS module is allo-
cated to this category. It consumes the TCS clock and decodes the TCS data
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which are modulated on the TCS clock. For a detailed description of the TCS
decoding logic refer to [71].

Configuration and Monitoring The configuration memory is a block random
access memory (BRAM) inside the DSP-FPGA where special registers are re-
served for the run-time configuration of the firmware, described in Subsec-
tion 4.6.1. In addition, the DSP-FPGA uses so-called fast-registers for one-bit
configuration settings and to trigger certain processes. The interface with the
CPLD allows for access of the configuration memory and to issue fast-registers.
For this, the command line tool vme_write is used. The syntax to access the
configuration memory register with address addr of a GANDALF-module with
hex-id1 XY is

$ vme_write e0XY2addr data

where data is the base 16 notation of a 32 bit number which will be written to
the configuration memory. When data is ommited, the command returns the
value stored in the configuration memory.
The syntax to access a fast-register with address addr of a GANDALF-module
with hex-id XY is

$ vme_write e0XY7addr arg

where arg = 0 and arg = 1 set the register to the respective constant value
and arg = 2 raises the register value to a logical one for a short time period.

The sections in this chapter that make use of the configuration memory or
the fast-registers are prepended with blocks describing the registers relevant
for the operation of the module described in the particular section. The tem-
plate for blocks describing configuration memory registers looks like the fol-
lowing:

configuration memory registers

identifier / addr_vhdl / addr_vme short description or table with
short description for bit(s)

The identifier is used to reference the register in the text. addr_vhdl gives the
register address in the BRAM from within the VHDL code, while addr_vme
gives the address of the register to be used in conjunction with the vme_write
command. In general, the two addresses are related by address_vme_write =
4 · address_vhdl. Both addresses are stated using base 16 notation.
The template for blocks describing fast-registers looks like the following:

fast-registers

fr_x / y / z short description

1The hex-id of a GANDALF-module is set using two hardware switches, see also [63,
p. 50].
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where ’fr_x’ is used to reference the register in the text and also the name of
the register in the VHDL code. Here, y is the position of the register in the
VHDL fast-registers vector and z is the address to be used together with the
vme_write command. While y is given with base 10, the notation of z is in
base 16. Their relation is z = hex(4 · y).

For monitoring, the stat interface and general purpose (GP) interface gather
various status information about the DSP-FPGA and the AMC which is stored
in the configuration memory, see Subsection 4.6.2.

AMC The handling of the ADC information is performed by a dedicated
logic module, the AMC interface. It is responsible of interfacing the ADCs,
sampling/reading the ADC bits, extracting pulse features and packing of
event information for further processing. This task is described in detail in
Section 4.7.

Readout The data can be sent by means of different output channels, such
as the VXS interfaces to the TIGER-modules or through the VME-backplane
with an S-LINK drain card. The different possibilities to distribute the data
are managed by the data out module and described in Section 4.8. The CPLD
interface is also related to the data out module since it offers a connection to
a special FIFO, the so-called spy_fifo, which can be used for readout via the
VME-CPU or USB.

4.2 ADC mezzanine card (AMC)

The ADC mezzanine-card (AMC) was designed to establish a transient an-
alyzer within the GANDALF-framework [71]. The card has eight SMC input
connectors and eight ADS5463 ADCs [75]. The input voltage range covers
either 0 V to −2 V or 0 V to −4 V. An offset voltage can be adjusted for each
ADC input using digital-to-analog converters (DACs) [76] as illustrated in
Fig. 4.2. The ADCs allows sampling their input with 500 MHz and 12 bit am-
plitude resolution. The sampling clock for the ADCs is provided by the SI
chip mounted on the card. One output of the clock multiplier serves the
even ADCs while the odd ADCs are connected to the other output. The two
outputs of the SI chip can be configured to have a phase difference of π. This
allows to operate two ADCs in the so-called interleaved mode where they
read a common source2 and a sampling of 1 GHz is achieved, see also Fig. 4.2.
In this configuration, it is mandatory to adjust the DAC of both ADCs such
that without a load, both ADCs yield the same value. The yield when there is
no input signal from the detector is further referred to as baseline, sometimes
also called pedestal.
The SI chip is controlled by an I2C bus. Connected to a second I2C bus, the
card hosts an EEPROM to store configuration and calibration values and a

2In this configuration, only the even numbered front panel input connectors are opera-
tional.
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FIGURE 4.2: Schematic of the ADC mezzanine card configured in interleaved
mode. Depicted are two of the eight ADCs. Three more interleaved ADC pairs
are located on the ports two to seven. The odd ports are functionless in inter-
leaved mode. Here, the SI chip is labeled by “Jitter Attenuating Clock Multi-
plier”. [71]

TMP175 [77] temperature sensor which senses the temperature in the area of
the ADCs. This bus is referred to as the general purpose (GP) I2C bus and is
also used to set the values of the DACs.
The I2C buses and the reference clock for the SI chip as well as the outputs
of the ADCs are connected to the pins of the mezzanine card connector and
are therefore available to the GANDALF-module board respectively the DSP-
FPGA.

4.3 I2C

I2C is a standard serial computer bus commonly used for intra-board com-
munication. On the GANDALF-module, multiple I2C buses are present. The
so-called SI I2C bus interfaces the on-board SI chip. This I2C chain extends
to the SI chips of the mounted AMCs as well and allows their configuration
and control. Also, each AMC exposes a general purpose (GP) I2C bus to the
DSP-FPGA, as described in Section 4.2. In order to communicate with these
I2C slaves, each bus needs an I2C bus master implemented in the DSP-FPGA
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firmware.
Yet being from the hardware perspective very simple, the usage of the I2C
bus from within a hardware description language is not very comfortable
and the implementation of the protocol offers numerous pitfalls. This is why
a module from opencores ([78]) is used to implement the three I2C bus mas-
ters to guarantee a reliable communication with the I2C slaves. It handles the
(de)serialization of the I2C traffic, the initialization and timing requirements
of the bus. The module is operated as a wishbone slave, see [79] for a detailed
description of the wishbone protocol.
Still, accessing the I2C bus consists of several steps. To further ease usage and
maintenance of the I2C bus, the I2C wishbone interface is wrapped into more
user-friendly modules to serve specific tasks. This results in hiding much of
the boilerplate I2C operation commands, like the need of putting each access
in between start/stop commands. Also, slave register selection is simplified.
In case of the SI I2C bus, a bit vector is used for the selection of the target SI
chip which reads ’001’, ’010’ and ’100’ for SIG, SIA and SIB.
In case of the GP I2C bus, the two I2C masters are merged and a single bit
is used to switch between the two AMCs. Also, the read/write data port is
extended to 32 bit3. Accessing the I2C is then possible using very simple state
machines as depicted in Fig. 4.3.

3Internally, the I2C communication with the slave uses 8 bit, meaning the wrapper logic
executes four read/write cycles in order to read/write a 32 bit word.
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set registers

data_port⇐ data

address_port⇐ address

stb_port⇐ 1

we_port⇐ 1

si_port⇐ [001, 010, 100]

or

amc_port⇐ [0, 1]

slave_addr_port⇐ slave_addr

ack_port

set registers

address_port⇐ address

stb_port⇐ 1

we_port⇐ 1

si_port⇐ [001, 010, 100]

or

amc_port⇐ [0, 1]

slave_addr_port⇐ slave_addr

read data

data_port⇒ data

ack_port

FIGURE 4.3: State machine for writing (top) and reading (bottom) from the SI
respectively GP I2C bus. Input/Output signals of the I2C module are indicated
by the suffix ’_port’. The set registers state is used to setup the input signals of
the I2C master for the specific operation. The stb_port signal is used to notify
the module that the user wants to perform an operation. The we_port signal
determines if the operation is a read or a write operation to (from) the address
addr_port. In case of the SI I2C bus, the target SI chip is determined by the
si_port register. In case of the GP I2C bus, the target AMC is chosen with the
amc_port signal where the logical ’0’ (’1’) selects the lower (upper) AMC. The
I2C slave on the AMC is selected using the slave_addr_port register. For the
possible slave addresses refer to [71], Appendix C. The I2C module acknowl-
edges that the operation succeeded with the signal ack_port. When reading, the
requested data is then available at the data_port.
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4.4 SI chips

configuration memory registers

SI configuration / 0x000 .. 0x00b / 0x000 .. 0x02c 45 1 B register, each
configuration memory word contains 4 register. Refer to [80] for
a description of the individual registers.

SI phase configuration / 0x00c / 0x030

bit(s) ident description

31 apply_phase whether to apply the phase set-
tings

30 lop_val set loss-of-phase bit active low

29 mon_val expected value for monitoring
process

15 .. 8 n_coarse coarse-steps
7 .. 0 n_fine fine-steps

SI sweep configuration / 0x00d / 0x034

bit(s) ident description

31 .. 16 n_samples_-
sweep

number of samples to take at each
step

15 .. 8 n_coarse_sweep number of coarse-steps to process

0 no_wait_tcs

whether to skip waiting for
TCS channel discovery (see also
GANDALF-module status word
’tcs sync’, Subsection 4.6.2).
Needed when GANDALF-ADC
is operated in an environment
where no TCS information is
encoded on the TCS clock.

Note: the GANDALF-ADC hosts three SI chips. To allow their
individual configuration, each has its own space in the configura-
tion memory using the following address offsets to be added to the
above-stated addresses:

0x080 / 0x200 for SI chip on upper mezzanine-card (SIA),

0x180 / 0x600 for SI chip on upper mezzanine-card (SIB),

0x280 / 0xA00 for SI chip on GANDALF-module (SIG).

However, the sweep configuration commonly stored in the
GANDALF-module SI chip configuration block for all SI chips.
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fast-registers

fr_conf_si / 10 / 0x 0 28 Trigger the SI configuration process.

fr_sweep_si / 60 / 0x 0 F0 Trigger the SI sweep process.

fr_phase_align_si / 61 / 0x 0 F4 Trigger the SI phase alignment pro-
cess.

In this section, the mode of operation of the SI chip is described in a general
way. The objective is to configure the SI chip and to have a deterministic
phase between the clock outputs and the reference clock input. To interface
the SI chips, the SI I2C bus is used as described in Section 4.3.

4.4.1 Configuration

The SI chips are configured by sending a stream of configuration values via
I2C when fast-register fr_conf_si is toggled. The configuration values are read
from the configuration memory, where each SI chip has its own space. In the
default configuration4 a reference clock of ftcs = 155.52 MHz is assumed. The
SI chip outputs can then be configured by means of a division and multi-
plication factor that is applied to the reference clock. The outputs of the
GANDALF-module SI chip are configured as

fvxs = 466.56 MHz = 3/1 · ftcs and
faurora = 77.76 MHz = 1/2 · ftcs

while the SI chips on the AMCs are configured to output

fadc = 466.56 MHz = 3/1 · ftcs

with a phase of π between the outputs. Appropriate values for the configu-
ration registers for different clock setups can be obtained by using the SI chip
configuration tool provided by the manufacturer [81].

4.4.2 Phase alignment

Due to the fact that after loading the SI chip, the phase of the synthesized
clock is at a random position with respect to the reference clock, a special
phase alignment procedure is needed. It uses the possibility of the SI chip to
move the phase by using coarse-steps with∼220 ps and fine-steps with∼5 ps,
dividing the space between two coarse-steps into 44 segments5. The idea is
to determine the phase of the synthesized clock to the reference clock as a
function of SI chip steps. With the knowledge of this function, the phase can
be set to a predefined value.

4The default configuration is stored in the G_PARAMETERS.vhd, see project directory
structure Appendix A.1

5The size of the fine-steps and the number of segments depends on the SI chip configu-
ration and are reported by the SI chip configuration tool.
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Why is a deterministic phase important ?

Clock domain crossing: In the implementation step of hardware design, the
router program is able to safely route signals from one clock domain
into another only if the clocks are related. The relation exists if the one
clock is replicated from the other one or if the designer specifies the
relation6. The router is then able to consider these paths in the tim-
ing analysis and reports possible timing violations. In the Xilinx tools
default configuration, signals crossing unrelated clock domains are not
reported at all and are in many cases source for weird behavior of the
logic. It is the designers own responsibility to take care of such clock
domain crossings properly and best practice is to avoid them as far as
possible, for instance by synchronizing the clocks and defining their
relation.

Sampling of source-synchronous signals: Usually, when sampling a source-
synchronous signal at the FPGA input, the phase between clock and
signal has to be accounted for by using a calibration procedure. This
calibration procedure either shifts the signal or (and) the clock. If the
phase between clock and signal does not change after re-initialization
of the electronics, the calibration values are static and have to be ob-
tained only once.

Time measurement: Comparing the measured point in time of two devices
that use a clock generated from a common reference clock is only mean-
ingful when the phase of the generated clocks to each other is constant,
i.e. the phase to the reference clock is constant. This phase has to be
restored after re-initialization. The uncertainty of the method to restore
the phase directly affects the accuracy of the time measurement.

The alignment of the synthesized clock to the reference clock can be mea-
sured with a flip-flop. The flip-flop is driven by the reference clock while the
flip-flop data-in port is connected to the synthesized clock. Thus, the flip-flop
can sweep the synthesized clock using the reference clock. The flip-flop data-
out port represents the value of the synthesized clock sensed at the flip-flop
input at the time of the clock transition of the reference clock. Depending on
the current phase of the clocks, there are different outcomes for the flip-flop
data-out value where in the extreme case the clock transition of the synthe-
sized clock coincides with the flip-flop readout. The flip-flop, however, being
a binary device, will only yield either one or zero. This means, that in this sce-
nario, the flip-flop value is unstable when monitored over time. The window
in which the flip-flop value is unstable is enhanced even more due to jitter
of either clock. Moving away from this extreme position, the flip-flop value
gets more stable. By monitoring the flip-flop value over a period of time for a
specific phase setting, it is possible to discriminate stable areas from unstable
areas.

6In particular, for two clocks that enter the FPGA, the designer has to specify the possible
relation.
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The procedure can be improved by using two flip-flops both wired similarly
like above, as illustrated in Fig. 4.4. All in all, three outcomes for the values
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FIGURE 4.4: Schematic circuit used to sweep the synthesized clock of a SI chip.
The SI chip generates the synthesized clock (blue lines) using the reference clock
(red lines). The synthesized clock is routed in the FPGA to the data-in ports
of two flip-flops. The flip-flops are driven by the reference clock. The sweep-
control module monitors the flip-flop yields with respect to the reference clock
and adjusts the phase of the SI chip. After the phase alignment procedure, the
synthesized clock has a deterministic phase with respect to the reference clock.

sensed by the two flip-flops are now possible:

• both flip-flops read a logical zero (’00’),

• both flip-flops read a logical one (’11’),

• flip-flop values differ.

Even though the two flip-flops receive the same input, due to jitter and dif-
ferent clock and data paths inside the FPGA, the flip-flops tend to sense dif-
ferent values especially in the area where the transition of the synthesized
clock coincides with the sampling of the flip-flops7. Counting the different
outcomes over time as a function of the phase setting leads to a pattern such
as shown in Fig. 4.5. The figure displays the data received on the CPU read-
ing the spy_fifo. For each SI chip fine-step, the phase alignment logic writes
a header to identify the step followed by three words that contain the counts
for the three outcomes, as illustrated in Table 4.1. The process is toggled us-
ing the fast-register fr_sweep_si.

7One flip-flop already sees the ’new’ value, while the other still senses the ’previous’
value.
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FIGURE 4.5: The yield of the flip-flops was monitored for ten thousand clock
cycles of the reference clock for each phase setting before incrementing the phase
setting by one fine-step. The blue (green) line represents the number of counts
for ’00’ (’11’). The red line represents the number of counts where the flip-flop
values differed. A clock transition from ’0’ -> ’1’ (’1’ -> ’0’) is visible at a delay
setting of 200 ( 700). Note, that even though the logic illustrated in Fig. 4.4
is fixed in the FPGA, the manifestation of this picture varies when building a
new firmware. A build-by-build check of the sweep performance is therefore
required.

With a program analyzing the measurement on a CPU, the precise delay set-
ting of the clock transition of the synthesized clock can be determined and
with this the mapping between delay setting to phase is found. The phase of
the SI chip output can now be set by programming a specific delay setting in
the configuration register ’SI phase configuration’. The settings are applied by
using fast-register fr_phase_align_si.
The position of an edge can be determined with an accuracy of ∼3 ps as also
illustrated in Fig. 4.6. As stated earlier, the uncertainty of the phase align-
ment procedure directly affects the time measurement. With the presented
method, an accuracy better than 9 ps is achieved for a single phase align-
ment. For most applications, such as the readout of scintillators with an in-
herent time resolution in the order of hundreds of picoseconds, this precision
is well enough. A detailed description of the analyses, as well as comprehen-
sive stability tests, are given in [31, p. 163].
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TABLE 4.1: Data format used in the phase alignment procedure.

bit(s) ident description

word0

31 mark marks a header word
30 .. 29 si_no SI chip identification
15 .. 8 i_coarse current coarse-step
7 .. 0 i_fine current fine-step

word1 31 .. 16 - -

15 .. 0 n_differ counts where flip-flops read dif-
ferent values

word2 31 .. 16 - -

15 .. 0 n_zero counts where both flip-flops read
a logical zero

word3 31 .. 16 - -

15 .. 0 n_one counts where both flip-flops read
a logical one

SI chip fine-step [~5 ps]
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FIGURE 4.6: Resolution of the phase alignment procedure. For a few 100 phase
alignment attempts, the difference of the positions for two succeeding rising
edges is determined. The resolution is at the order of one SI chip fine-step.
(adapted from [31, p. 168])
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4.5 Clocking and clock distribution

For the operation of the GANDALF-ADC, different clocks are needed to drive
specific components. The main clock of the DSP-FPGA is generated by an
oscillator that is mounted on the GANDALF-module with fosc = 40 MHz. This
clock is available without further configuration and is used for the start-up
routine of the system and for the communication with the CPLD.
In addition, the GANDALF-module hosts a Si5326 clock multiplier chip (SIG)
whose two outputs are connected to the DSP-FPGA. In the firmware, the out-
puts are used to generate the reference clock for the VXS DDR link8 and to
generate the clock for the aurora primitive. The reference clock for SIG as well
as for the clock multipliers on the AMCs is provided by a GIMLI mezzanine
card. The GIMLI mezzanine socket is connected to a clock buffer which dis-
tributes the reference clock to the SI chips. The socket is also connected to
the DSP-FPGA with two differential lanes. The reference clock, further re-
ferred to as tcs_clk, is usually generated by an external source, such as the
Trigger Control System (TCS). Using this clock ensures that all devices in the
experiment are synchronous to each other and the comparison of timestamps
between different modules is made possible. For this, derived clocks have to
have a deterministic phase with respect to the tcs_clk. In case of the SI chips
this is achieved by a sweep procedure as described in the preceding Section
4.4.

The tcs_clk can enter the GANDALF-module through different routes and
different GIMLI cards (Fig. 4.7) are used to deliver the reference clock to the
SI chips. The DSP-FPGA firmware design has to adjust accordingly. From

FIGURE 4.7: GIMLI mezzanine cards used with the GANDALF-ADC. From left
to right: Fiber GIMLI, copper GIMLI, VXS GIMLI.

FPGA view, i.e. electrical circuits, the different setups are not compatible with
each other. Therefore, a generic switch allows executing the different design
builds. The different clock circuits with different GIMLI cards are illustrated
in Figures 4.8 to 4.10.

8For the operation of the VXS DDR link it is important that the operating clocks on both
sides (GANDALF-module and TIGER-module) react very similar to jitter. It was found, that
the most stable result is achieved when at the GANDALF-module end, the VXS DDR clock
(fvxs) is generated directly by the SI chip as opposed to using a PLL inside the FPGA.
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FIGURE 4.8: The fiber GIMLI offers an optical connection to the TCS fiber. A
microprocessor is used to recover clock and data, which are then passed to the
DSP-FPGA directly. Also, the recovered clock is sent to the clock buffer to serve
as the reference clock for the clock multipliers.
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FIGURE 4.9: The VXS GIMLI is used together with a TIGER-module. The TIGER-
module uses a fiber GIMLI to receive data and clock from the TCS and dis-
tributes the signal via the VXS-backplane directly to the DSP-FPGA. To deliver
the reference clock to the SI chips, the VXS GIMLI receives the tcs_clk from the
DSP-FPGA and reroutes it to the clock buffer.
The usage of this technique simplifies the setup of the readout with multiple
GANDALF-modules dramatically, since only one TCS fiber is needed.
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FIGURE 4.10: The copper GIMLI is used when the GANDALF-module is oper-
ated as an autonomous measuring device. The GIMLI hosts an oven controlled
oscillator to generate a high quality, highly stable and low jitter clock with a
frequency of focxo = 20 MHz. Again, the clock is distributed to the SI chips. A
trigger may be connected to the second LEMO connector of the GIMLI and both
trigger and data are routed to the DSP-FPGA.
Since in this setup no TCS information is available, the design uses a TCS en-
coder to generate valid TCS information from the trigger input. This informa-
tion is then served to the TCS decoder so that most of the logic modules can re-
main unchanged. The TCS encoder is controlled using fast-registers to generate
TCS commands such as Begin of Spill (BoS) or End of Spill (EoS), see Subsection
4.8.3.
A different clock may be used through a LEMO connector. In this case, the
configuration of the SI chips has to be adapted to the adjust for the changed
reference clock frequency.
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4.6 GANDALF-module configuration
and monitoring

The CPLD mounted on the GANDALF-module is used to interface the FPGA.
The CPLD itself can be interfaced via the VME-backplane or using the USB
interface. A set of standard tools exist for seamless communication using
either option. The tools allow to transmit the firmware to the FPGA, gain
read/write access to the configuration memory (see Subsection 4.6.1) and to is-
sue fast-registers.
In addition, the CPLD can read values off a special FIFO instantiated in the
FPGA, the so-called spy_fifo. This spy_fifo can be used for data readout as de-
scribed in Subsection 4.8.3 and is also used in the phase alignment procedure
(Subsection 4.4.2).

4.6.1 Configuration memory

The configuration memory is a dedicated BRAM block in the DSP-FPGA. It is
used to store run-time configuration settings. One of its two ports is con-
nected to the CPLD logic to allow the CPLD priority access to the configura-
tion memory.
In the FPGA, different modules need access to the configuration memory. In
order to grant access to the BRAM in an ordered and controlled way and to
omit problems due to concurrent access, the modules are connected to the
second port of the configuration memory as wishbone slaves. The implemen-
tation is based on a logic module published on opencores [82]. The access
to the configuration memory from within a particular module is then possible
using very simple state machines, see Fig. 4.11. Note the similarity to operat-
ing the I2C bus illustrated in Fig. 4.3. A great portion of the GANDALF-ADC
logic consists of a concatenation of these two kinds of state machines.
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set registers

data_port⇐ data

address_port⇐ address

stb_port⇐ 1

we_port⇐ 1

ack_port

set registers

address_port⇐ address

stb_port⇐ 1

we_port⇐ 1

read data

data_port⇒ data

ack_port

FIGURE 4.11: State machine for writing (top) and reading (bottom) from the
configuration memory. Input/Output signals of the configuration memory module
are indicated by the suffix ’_port’. The set registers state is used to setup the
input signals of the configuration memory module for the specific operation. The
stb_port signal is used to notify the module that the user wants to perform an
operation. The we_port signal determines if the operation is a read or a write
operation to (from) the address addr_port. The I2C module acknowledges that
the operation succeeded with the signal ack_port. When reading, the requested
data is then available at the data_port.
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4.6.2 Status and general purpose (GP) interface

configuration memory registers

GANDALF-module status word / 0x203 / 0x80c

bit(s) ident description
31 .. 24 header fixed to 0xdf
22 vccaux alarm VCCAUX - sensor alarm output
21 vccint alarm VCCINT - sensor alarm output

20 temp alarm SysMon temperature - sensor
alarm output

18 bit_err alert on bit-error in the sampling of
ADC bits

17 flt_err alert on unexpected FLT
16 ev_num_err alert on unexpected event number
15 readout not ready no endpoint for processed data set
14 link full flag overfull buffers in readout

13 tcs sync synchronized TCS channels, sig-
naled by TCS interface

12 tcs lock lock to TCS system acquired, sig-
naled by the GIMLI

10 SIA lop phase to TCS clock not set
9 SIA lol SI chip loss-of-lock
8 SIA los SI chip loss-of-signal
6 .. 4 SIB status analog to SIA
2 .. 0 SIG status analog to SIA

AMC up info / 0x000 / 0x000

bit(s) ident description
15 .. 12 type AMC type
11 .. 0 sn AMC serial number

AMC up temperature / 0x010 / 0x040 temperature reading of TMP175
sensor

AMC down info / 0x100 / 0x400 see AMC up info

AMC down temperature / 0x110 / 0x440 see AMC up temperature

DSP-FPGA info / 0x200 / 0x800 see [63, p. 181]

DSP-FPGA temperature / 0x210 / 0x840 temperature reading of the
System Monitor

DSP-FPGA VCCAUX / 0x218 / 0x860 reading of the System Monitor

DSP-FPGA VCCINT / 0x220 / 0x880 reading of the System Monitor
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fast-registers

fr_update_temps / 4 / 0x 0 10 Read temperature information and
write to configuration memory.

fr_write_status / 22 / 0x 0 58 Read status information and write to
configuration memory.

fr_init_gp / 44 / 0x 0 B0 initialize the GP interface

The status interface offers a simple way to retrieve general information about
the state of the GANDALF-module. The FPGA System Monitor ([83]) is in-
stantiated here as well. Its status registers are readout on using the fast-
register fr_write_status and the values are stored in the configuration memory.
In addition, the GP interface offers an ADC specific status word that can be
requested using fast-register fr_update_temps. The GP interface also handles
the communication between DACs and configuration memory for the AMC
baseline configuration (Subsection 4.7.3).
For information on the interpretation of the temperature and voltage read-
ings refer to [63, p. 64].

4.7 Treatment of ADC

Each ADC of an AMC is connected to the FPGA via 14 differential data lanes
and one data-ready lane9. For a time measurement, it is crucial that the phase
of the SI chip with respect to the input clock is constant. Therefore, the tech-
nique described in Subsection 4.4.2 is applied for the SI chip on each mezza-
nine card. The particularities are described in the following section.

4.7.1 ADC clock distribution

The ADCs sampling clock is generated by the SI chip located on the AMC.
As outlined in Subsection 4.4.2, the phase of the clock generated by the SI
chip can be measured using two flip-flops and the reference clock. In case of
the AMC cards, however, the generated clocks of the SI chip are not directly
accessible by the DSP-FPGA and the data-ready signal of the ADCs is used
as a substitute. The data-ready signal indicates, that the ADC has finished
the digitization of the input in the current clock cycle and that the data bits
are valid. Since the ADCs sends the data with DDR, the data-ready clock
frequency amounts to half the clock frequency generated by the SI chip, i.e.

famc = fadc/2 = 233.28 MHz.

The next subsection describes the processing of the ADC data bits and the
data-ready signals in the DSP-FPGA.

9The ADS5463 ADCs only use 12 data lanes. However, it is foreseen to solder different
yet pin compatible ADCs which use all data lanes.
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4.7.2 ADC bit sampling and bit error monitoring

configuration memory registers

AMC delay setting / 0x0c0 .. 0x0ce / 0x300 .. 0x338 Forms a table of
ADC bits, whose IODelays are incremented when fr_read_gta_-
delay is toggled. The IODelay is selected by ADC number and
bit number. The memory address selects the bit number while the
data word selects the ADC number. The upper (lower) 16 bit of
the data word control the CE (INC) port of the IODelay. Multi-
ple bits can be enabled at once.
For example, to activate bit2 of ADC5 and ADC8 the following
address and data word is used: vhdl_address = 0x0c2, data =
0x01200120.

AMC edge status / 0x264 .. 0x274 / 0x990 .. 0x9d0 16 words with bit-
error status for ADCs starting from ADC0; the lower 12 bit of the
word contains the bit-error status for the 12 ADC bits where a high
bit indicates a bit-error.

fast-registers

fr_clear_biterr_flag / 31 / 0x 0 7C Reset edge status of ADC bits.

fr_read_gta_delay / 51 / 0x 0 CC Increment the IODelays as speci-
fied in configuration register ’AMC delay setting’.

fr_read_adc_edge_info / 52 / 0x 0 D0 Write the configuration register
AMC edge status.

Each differential data lane of the ADC enters the FPGA through a DDR input
buffer. The current value of the signal is evaluated by a clock that drives the
DDR input buffer. This clock has to be in phase to the clock that generates
the data. Therefore, the data-ready signal is used to drive the buffers and the
forthcoming logic, where the signal yields are processed. Since the phase of
SIA and SIB has been adjusted (Subsection 4.7.1), both data-ready signals are
also in phase with respect to each other. Thus, one may decide to use the one
or the other to sample all ADC bits.
Due to differences in the lane length of the data signals, the timing of the
data signals has to be adjusted. For this, each input buffer is appended with
an IODelay component, as illustrated in Fig. 4.12. With this, the data signal
can be moved in time such that the signal is aligned correctly with respect
to the sampling clock. The delay setting has to be found for each IODelay
component of each data lane individually. Again, the values of two flip-flops
sampling the data signal are used to find the correct position as depicted in
Fig. 4.12. However, since the phases of the data signals with respect to the
data-ready signal are fixed, this procedure has to be performed only once in
order to find the constant delay settings. In first order, the delay constants
also do not depend on GANDALF-module or AMC.
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FIGURE 4.12: Circuitry for the edge detection. The setting for the delay elements
differs by two steps, which results in a delay of the signal by 148 ps between the
outputs of the delay elements. This window can be moved by incrementing N .
When the edge of the ADC bit falls into the window, the inputs of the two flip-
flops differ and the XOR-gate switches to logic one. The following RS-flip-flop
is set to logic one and keeps the value until it is reset. In normal operation, N
is determined such that the edge of the ADC bit never falls into the window. If
the RS-flip-flop ever yields logic one, a bit error occurred and an error signal is
issued. (adapted from [84])

It is also worth noting that opposed to the phase alignment of the SI chip,
these delay settings have no influence on the time measurement. The only
consequence of a bad delay setting is a possible wrong sampling of the bit
leading to bit-errors on the specific channel. At first order, the quality of the
sampling can be monitored with the circuit illustrated in Fig. 4.12. After cal-
ibration, the two flip-flops should always read the same value. In case they
do not, the ’bit_err’ flag in the GANDALF-module status word is raised. The
calibration procedure of the IODelay values for the ADC bits is described in
detail in [84]10.
The ADC data bits are grouped according to their channel source to form
the digitized voltage bit vectors. Since the input buffers are DDR and the
AMC input of one channel is stripped to two ADCs, at each clock cycle, four
digitized voltage values are present. They are stored in shift registers for
immediate processing and stored additionally into a ring buffer for later pro-
cessing, see Subsection 4.7.4.

10 The proposed implementation in [84] uses SIG for the sampling of the ADC bits. This
is a valid option when the phase alignment procedure for this SI chip is performed, i.e. it
is synchronous to the SI chips on the AMCs respectively synchronous to the ADC sampling
clock. The clock output of SIG, however, has to be connected to the VXS DDR link logic
directly and is not available anymore. Despite the concerns in [84], the data-ready signal is
used for the sampling of the ADC bits as described in the text, so far without any issues.
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4.7.3 Baseline adjustment

configuration memory registers

AMC up baseline / 0x030 .. 0x033 / 0x0c0 .. 0x0cc Eight 16 bit words
representing the DAC offset values for ADC0 to ADC7.

AMC down baseline / 0x130 .. 0x133 / 0x4c0 .. 0x4cc See ’AMC up
baseline’.

fast-registers

fr_read_eeprom / 8 / 0x 0 20 Mirror data from EEPROM to configura-
tion memory.

fr_write_eeprom / 9 / 0x 0 24 Mirror data from configuration memory
to EEPROM.

fr_set_dacs / 11 / 0x 0 2C Read values from configuration memory and
program DACs.

An offset voltage Voff can be added to each ADC input. It is used to move the
input signal into an optimal window for the ADC operation or to equalize the
baseline between different ADC channels, respectively. The voltage can be
controlled by a DAC that is connected to the I2C bus, see also Fig. 4.2. Using
fast-register fr_set_dacs, the GP interface reads the offset values from the con-
figuration memory and sends them to the corresponding DAC. Since the DAC
values are bound to an AMC and the values are constant over long periods,
the baseline values are stored in the AMCs EEPROM. Thus, the DAC val-
ues are persistent without powering the module and it is also easy to mount
the card on another GANDALF-module without the need of reevaluating the
DAC values. The GP interface can be instructed to transmit the values from
the EEPROM to the configuration memory and vice versa using fast-register
fr_read_eeprom and fast-register fr_write_eeprom.
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4.7.4 Signal processing and event packaging

configuration memory registers

src_id / 0x201 / 0x804

bit(s) ident description

9 .. 0 src_id source ID inserted into S-LINK
header [85]

data processing configuration 1 / 0x234 / 0x8d0

bit(s) ident description

19 .. 12 prescaler scaling factor for the output of de-
bug events

10 .. 0 baseline online subtraction of baseline

data processing configuration 2 / 0x2c0 / 0xb00

bit(s) ident description
31 .. 16 framewidth number of samples to process

15 .. 0 latency latency (in number of samples) for
processing of stored samples

CFD configuration / 0x2c5 / 0xb14

bit(s) ident description
23 .. 16 threshold threshold
12 .. 8 delay delay
5 .. 0 frac fraction factor

streaming CFD configuration / 0x340 / 0xd00

bit(s) ident description
28 .. 16 t_threshold threshold
12 .. 8 t_delay delay (not used)
5 .. 0 t_frac fraction factor (not used)

fast-registers

fr_read_gta_conf / 13 / 0x 0 34 Read configuration values from con-
figuration memory and write into registers.

fr_ct_bos_reset / 23 / 0x 0 5C Reset coarse time on next begin-of-
spill.

After the ADC bits have been sampled in the FPGA, the AMC interface is
in charge of further processing the ADC values. For this, the AMC interface
features two implementations of the constant fraction discriminator (CFD)
algorithm for the extraction of pulse features from the sampled data. They
were designed and described by [72]. One version of the CFD algorithm is
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applied in a streaming manner on the samples. It offers a fixed latency and
hands over the extracted pulse features to the VXS DDR link communication
interface, see also Subsection 4.8.2 and [67, 72] for details on the implemen-
tation and data format definition. The second version of the CFD algorithm
operates on the samples stored in the BRAM ring buffer. It is only executed
when a trigger from the TCS is received and extracts pulse features from
a window with specified length and latency. The parameters for both algo-
rithms are stored in the configuration memory and applied by using fast-register
fr_read_gta_conf . A detailed description of the data processing is given in [72,
p. 96].
The extracted pulse features are then further processed in the event packag-
ing logic, see Fig. 4.13. The process starts when the TCS module has decoded
the event info, which is then read from the TCS FIFO. If the event number
from TCS is not equal to the increment of the last event number, the ’ev_-
num_err’ flag in the GANDALF-module status word is raised. The process
reads the information of each channel and merges the data into a S-LINK
formatted package. For begin/end of spill/run events, the package con-
sists only of headers11. The logic can only process one event at a time. If
yet another FLT arrives and the process is still active, the ’flt_err’ flag in the
GANDALF-module status word is raised. When the process is finished, the
packaged event data are further processed by the readout logic. The oper-
ation of the process is blocked, when ’flt_err’ or ’ev_num_err’ are raised or
when no endpoint for the data is set in the readout logic. In the latter case,
’flt_err’ and ’ev_num_err’ are cleared.

4.8 Readout

fast-registers

fr_out_vme / 70 / 0x 1 18 Send data via VME.

fr_out_vxs / 71 / 0x 1 1C Send data via VXS SDR.

fr_out_cpld / 72 / 0x 1 20 Send data via CPLD.

The GANDALF-ADC firmware offers different ways to dispose of the data.
These are using a drain card plugged into the VME-backplane (Subsection
4.8.1), utilizing the connection to the switch ports by the VXS-backplane (Sub-
section 4.8.2) and finally using the GANDALF-modules CPLD (Subsection
4.8.3). While currently not used, in future applications the MEM-FPGA can
be included in the data path to be able to buffer a significant amount of data
(Subsection 4.8.4).

11 These events are not physics events anyways. Also, sending large end of spill events
triggered a DAQ bug where a reset signal sent from the TCS controller after each spill did
not respect the DAQ timeouts. It may happen, that the DAQ is still busy processing the last
event of the spill and the reset is received. The DAQ truncates the event and ends up in a
broken state from which it does not recover. Only sending headers for the end of spill events
is an effective workaround.
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FIGURE 4.13: State machine used to collect the pulse features extracted for each
channel and pack them into an S-LINK event. The destination for the data is
a FIFO in the data out module. The data out module then directs the data to a
specific endpoint, see also Section 4.8.
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While the pulse features extracted with the streaming CFD are currently
only transmitted via the VXS connection, the destination for the packaged
event data can be selected by using fast-register fr_out_vme, fr_out_vxs and
fr_out_cpld. The option to send the data to the CPLD can be enabled in con-
junction with the other destinations. With this, it is possible to spy into the
data stream while the flow control remains by the primary data path.

4.8.1 Readout via VME-backplane using S-LINK source card

By using a S-LINK drain card plugged into the VME-backplane, the pro-
cessed event data can be send to a DAQ via optical fiber. The S-LINK protocol
offers a technical data rate of 1280 Mbit s−1, the effective data rate is approxi-
mately 700 Mbit s−1.

4.8.2 Readout via VXS-backplane

fast-registers

fr_readouttigerready / 41 / 0x 0 A4 Report module active to TIGER
in readout slot

fr_triggertigerready / 42 / 0x 0 A8 Report module active to TIGER in
trigger slot

fr_startvxslinkcal / 43 / 0x 0 AC Trigger the calibration process for
the VXS DDR link

The VXS connectors offer eight bidirectional differential lanes to each TIGER-
module. Two data link implementations exist to transmit data. A simple
single data rate link is used to send the packaged event data to the readout
TIGER-module. It uses one lane to transmit a clock, one lane as a data enable,
and three lanes for data. A data rate of 466.56 Mbit s−1 is available [86].
To send data to the trigger TIGER-module, a DDR data link was developed
by [67]. Each VXS lane is used to transmit the extracted pulse features of one
GANDALF-ADC readout channel with a data rate of 1 Gbit s−1.
For both links, the GANDALF-modules need to report to the TIGER-module
that they are alive by raising fast-register fr_readouttigerready respectively fast-
register fr_triggertigerready. In addition, the VXS DDR link requires a calibra-
tion procedure to be executed by toggling fast-register fr_startvxslinkcal.
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4.8.3 Readout via VME-CPU or USB

fast-registers

fr_self_triggered / 15 / 0x 0 3C Whether the GANDALF-ADC should
trigger itself (not implemented).

fr_bor / 16 / 0x 0 40 Signal TCS controller to create a new run.

fr_bos / 17 / 0x 0 44 Signal TCS controller to create a new spill.

fr_eos / 18 / 0x 0 48 Signal TCS controller to stop the current spill.

fr_trg / 19 / 0x 0 4C Signal TCS controller to create an artificial trig-
ger.

The CPLD can be instructed to read data out of a special FIFO, called spy_fifo,
instantiated in the DSP-FPGA firmware. Depending on application of the
board, the CPLD can direct the data either to the USB chip or to the VME-
backplane. This enables the acquisition of data using the VME-CPU or a PC
connected to the USB port of the GANDALF-module. The achievable effec-
tive data rate is limited to approx 160 Mbit s−1. During the setup procedure
of the module, the spy_fifo is used to set the baseline and to store the sweep
measurement. After the setup procedure, the spy_fifo can be used to either
readout all packaged event data or spy into the data stream of the VXS or
VME readout.
Using the readout via CPLD together with the copper GIMLI, the GANDALF-
ADC can be used as a standalone data acquisition tool. Since in this configu-
ration no TCS is present, a TCS controller module is used in the firmware. It
can be controlled via the fast-registers listed above. The processed event data
are then stored in the spy_fifo and therefore available for readout via USB or
VME-CPU.

4.8.4 Including the MEM-FPGA

The GANDALF-module hosts a second FPGA called MEM-FPGA, which can
be used to interface 144 Mbit of QDR memory and 4 Gbit of DDR memory.
In future applications of the GANDALF-module, the speed of the data links
or the processing at the receiving end may be too slow. For example, sce-
narios exist, where large amounts of data is collected in a short time frame,
but the time between triggers is large. The data may then be stored on the
GANDALF-module and slowly disposed to the DAQ in between triggers. A
recent development will allow to implement such scenarios by utilizing the
aurora link to send data with up to 25 Gbit s−1 from the DSP-FPGA to the
MEM-FPGA, store the data in the QDR- and DDR-RAM modules, and send
the data back to the DSP-FPGA to dispose of the data via the before men-
tioned data paths [87].
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4.9 Testbench

In contrast to software programming, the development and debugging pro-
cess using a hardware description language renders more difficult, since it is
not possible to quickly compile and run the code. Creating the firmware usu-
ally takes in the order of hours and there is no debugger and no stacktrace
available to pin down errors in the “deployed” code. The firmware behaves
more like a black box. Only by probing the device with specific input and
monitoring the reaction of the output one may infer the location of an error.
A more straightforward way for debugging and testing is to simulate the
logic using a testbench. The testbench itself is realized as a VHDL logic mod-
ule. Its purpose is to serve as an environment, where the logic module under
test is placed and stimulated with inputs. For the simulation, some exten-
sions to the VHDL vocabulary exist which are not synthesizable into logic
but help to create stimuli, for instance random number generators. To exe-
cute the simulation of the design, ModelSim12 is used. Prior to the simulation,
ModelSim compiles the VHDL code and reports syntactical errors.
The simulation evaluates the logical circuit for a certain amount of time and
the evolution of the signals can be examined. It is possible to stop and re-
sume the simulation and to interact with the design in order to force the state
of a specific logic element.
In VHDL programming, it is best practice to write a testbench for each logic
module to ensure its functionality. It is also easier to generate and verify
meaningful stimuli when penetrating an isolated module directly.
Still, to verify the design start-up and the overall functionality of the design,
the toplevel-module needs to be simulated. Also, to test the behavior of the
logic with different hardware configurations and to test the communication
between the hardware entities of a GANDALF-module, a GANDALF-module
toplevel-simulation-module is used. The GANDALF-ADC toplevel-simulation-

to
pl

ev
el

-s
im

ul
at

io
n-

m
od

ul
eDSP-FPGA

toplevel-module
MEM-FPGA

toplevel-module

DDR

QDR

CPLD
toplevel-module

clock
generation

auroraADC
bits

VXS

TCS

VM
E-C

PU

FIGURE 4.14: Overview of the toplevel-simulation-module.

module, illustrated in Fig. 4.14, embeds the two GANDALF-module FPGA

12Mentor ModelSim SE 10.1c
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firmware designs as well as the CPLD firmware design and their interconnec-
tions. It also includes simulation models for the QDR and DDR memory. The
toplevel-simulation-module therefore is able to entirely mimic a GANDALF-
ADC so that it can be stimulated in the same way as it would be stimulated
in reality. Like the inputs/outputs of the toplevel-module correspond to the
pins of the DSP-FPGA, the inputs/outputs of the toplevel-simulation-module
correspond to the inputs/outputs of the GANDALF-module, such as the VME
and VXS pins or the pins of the mezzanine sockets.

Currently, a testbench is utilized which simulates the application of the
GANDALF-module in the COMPASS environment, i.e. the module is “put
into a VME crate” and has TCS available. The testbench uses a TCS en-
coder module to generate the TCS clock including the modulated TCS data
which is served to the input of the toplevel-simulation-module. For the inter-
action with the simulated GANDALF-module, the usual vme_write command
is available from the ModelSim console. The testbench allows for instance to
verify the start-up behavior, the communication with the VME-CPU and the
processing and decoding of the TCS signal.
Using ModelSim, the testbench for the GANDALF-ADC is controlled by a few
files, where the starting point is the testbench.fdo, see Appendix A.2. It can
be called in the ModelSim console with the command do, which processes the
file line-by-line.

For the verification of the CAMERA readout, a very sophisticated simula-
tion of the GANDALF-framework exists. It includes two GANDALF-ADC top-
level-simulation-modules and two TIGER toplevel-simulation-modules13, con-
nected by a simulation of the VXS bus fabric. The GANDALF-ADCs read the
simulated signals of four scintillators of the inner respectively outer ring. For
this, the testbench creates random pulses. They are discretized in time and
amplitude and used to drive the GANDALF-ADC mezzanine signals. The
TIGER-modules are configured as trigger respectively readout concentrator.
Thereby, it is possible to monitor and verify the entire data processing path:

1. Starting from the streaming pulse feature extraction logic implemented
in the GANDALF-module,

2. the transmission of the pulse features to the TIGER trigger module using
the VXS DDR link,

3. the processing of the pulse features in the trigger coincidence logic,

4. the generation and release of a trigger by the TIGER trigger module,

5. the receiving of the trigger by the GANDALF-module and initiating the
processing of the buffered data,

13For the TIGER-module, there exists as well a simulation module containing its relevant
hardware entities. The TIGER-module toplevel-module is described in [64, p. 105] while in-
formation on the toplevel-simulation-module can be obtained from [65, 67].
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6. the packaging of the event according to the COMPASS data format spec-
ifications, ([85])

7. the transmission of the event to the DAQ.
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5 CAMERA calibration and
commissioning

The Apparatus for Measurement of Exclusive ReActions (CAMERA) was al-
ready introduced in Subsection 3.3.2. It consists of two nested barrels with a
diameter of rA = 25 cm and rB = 110 cm respectively, see also Fig. 5.1. Each
barrel is built from 24 scintillators that are wA = 6.55 cm and wB = 29.65 cm
wide. The scintillators are readout on the up- and downstream side using
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FIGURE 5.1: Schematic front view of a segment of the CAMERA detector. The
full detector continues in a circular shape.

photomultipliers. The construction is placed alongside surrounding the tar-
get allowing for full azimuthal angular coverage. The azimuthal resolution
is enhanced by rotating the inner barrel by half a segment with respect to the
outer barrel. To enhance the polar angular acceptance, the detector covers
more than the full length of the target, with a length of 275 cm (360 cm) for
the inner (outer) scintillators. The diameter of the barrels is chosen with re-
gards on the requirements for the particle time-of-flight measurement. The
track of particles can be reconstructed by combining hits in segments of the
barrels so that the track direction points to the target. The scintillators of the
inner barrel are very thin (4 mm) to optimize proton acceptance with kinetic
energies down to 35 MeV/c. Particle identification can be achieved through
the characteristic energy loss of the particles when they pierce through the
scintillators. For this, the light output produced by the particles is deter-
mined by employing GANDALF-ADCs.
A laser system, inducing light in the middle of each scintillator, is used to
calibrate and monitor the voltage settings of the photomultipliers.
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5.1 Concepts

Denoting tup (tdn) the time of the pulse at the upstream (downstream) photo-
multiplier, the longitudinal position z and the timestamp t of a hit are given
by

z =
1

2
· ceff · (tup − tdn) + kz,

t =
tup + tdn

2
, (5.1)

with ceff the effective speed-of-light in the scintillator. The calibration con-
stant kz ensures the correct longitudinal position of the scintillator with re-
spect to the COMPASS coordinate system. Together with ceff , kz has to be
determined for each counter individually.
When a charged particle traverses the inner and the outer counters, Eq. 5.1
can be calculated for both scintillators, yielding the longitudinal positions
and timestamps in the inner (outer) scintillator zA (zB) and tA (tB). Hence, the
time-of-flight (ToF), tToF , the corresponding distance-of-flight (DoF), sDoF ,
and the scattering angle θ (see Fig. 5.2) are given as:

tToF = tA − tB + kt,

sDoF =
√

(z2
B − z2

A) + d2,

θ = arcos

(
zA + zB
sDoF

)
. (5.2)

The quantity d denotes the difference between the radii of the inner and outer
ring and kt a calibration constant. With the assumption that the charged par-
ticle was a proton, the raw fractional velocity βraw and the raw momentum
praw are given by

βraw =
sDoF
c · tToF

,

praw =
mp · βraw√

1− β2
raw

, (5.3)

using the speed-of-light in vacuum c and the mass of the proton mp. The
particle energy loss along the track due to the material is added to the raw
quantities to end up with quantities at the interaction vertex. For this, the
calculations from [88] are used. The azimuthal angle results from the mean
of the azimuthal position of the involved counters. Hence, the theoretical az-
imuthal resolution of the detector results to 7.5°.
The procedure to obtain the calibration constants ceff , kz and kt for the 2012
DVCS pilot run is outlined in Section 5.2. There, a precise calibration of the
detector using physics events is performed. For commissioning and moni-
toring however, less precise but faster calibration methods are needed. For
the first adjustment of the gain factors of the photomultipliers, a pion beam
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FIGURE 5.2: Schematic side view of the CAMERA detector and the target dis-
playing the principle of the ToF measurement of recoiling protons in exclusive
reactions. The incoming muon µ scatters off a target proton. The light in the
scintillators produced by the recoiled proton p′ is detected by the photomulti-
pliers Aup, Adn and Bup, Bdn. The scattered lepton µ’ and in this case the π0 are
detected in the COMPASS spectrometer.

is used. The advantage of the pion beam is a very high rate of elastically scat-
tered protons visible in CAMERA. After that, the stability of the amplification
can be monitored with a laser system which connects each scintillator to a
pulsed laser. Both calibration methods require a trigger which is provided
by the GANDALF-framework.
In the DVCS data taking period 2016/2017, an additional calibration method
with a trigger on cosmic muons was used [89].

5.2 Calibration

The calibration procedure for CAMERA is based on physics events and com-
posed of different steps. Three different types of particles are used.

Delta electrons: Delta electrons are emitted when the beam pierces through
the target. They travel at the speed-of-light and are the dominant source for
signals in the scintillators.

Protons from elastic pion-proton scattering: Using a pion beam, events
where the beam particle elastically scattered off a target proton are selected.
The elastic process allows the prediction of the proton trajectory by measur-
ing the incident and the scattered pion. The predicted proton trajectory can
then be correlated with measurements in the scintillators. The selection cri-
teria for the process read:

• one vertex labeled as the best primary vertex1,

1Function provided by COMPASS reconstruction software CORAL.
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• vertex longitudinal position zv inside target:
−314.19 cm < zv < −68.19 cm,

• vertex transverse position rv inside target: rv < 1.6 cm,

• momentum of beam particle 188 GeV/c < pπ,in < 194 GeV/c

• vertex has exactly one outgoing particle,

• the outgoing particle passed less than 10 radiation lengths,

• same charge for outgoing particle and beam particle,

• scatter angle of outgoing particle θπ,out > 0.5 mrad,

• exactly one track in CAMERA.

Protons from exclusive ρ0 muoproduction: In exclusive muoproduction
processes at COMPASS, the kinematics of the event is fully determined al-
ready without making use of CAMERA. For the purpose of the calibration, an
exclusive production channel with a large cross-section such as the ρ0 chan-
nel can be utilized. Here, the trajectory of the proton is predicted from the
measurements of the beam, the scattered muon and the decay products of the
ρ0. A kinematic fit is performed to achieve the best resolution for the scatter-
ing angle of the predicted proton trajectory. More details on the exclusive ρ0

muoproduction sample and the kinematic fit can be found in [31].

5.2.1 Radial position calibration

For the calibration of the radial position, elastic pion-proton scattering events
are used. The predicted radial position ϕpred, given by the proton trajectory is
assigned to hits in the scintillator. The resulting histogram for each scintilla-
tor shows a signal at the ϕpred segment that is actually covered by the scin-
tillator, i.e. where the hits indeed originated from the proton, see Fig. 5.3. The
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FIGURE 5.3: The predicted radial position ϕpred for hits in A0 (left) and B0
(right), respective. A fit using two sigmoid functions for the edges (indicated
in red) is applied in order to extract the center of the distribution, which gives
the radial position of the scintillator.

signal is fitted with two sigmoid functions, where the center parameter of the
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fit function gives the radial position ϕ of the scintillator. When comparing
the calibrated radial position with the nominal radial position ϕnominal of the
scintillators, an oscillation is found for both rings as seen in Fig. 5.4. The
nominal radial position ϕnominal is given by

ϕnominal = (8− i) · 15° + ϕoffset (5.4)

with i the number of the counter and ϕoffset = 0° for the inner scintillators
and ϕoffset = 7.5° for the outer scintillators. The oscillation implies that the
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FIGURE 5.4: Difference of nominal and calibrated radial position ∆ϕ = ϕ −
ϕnominal as a function of the calibrated radial position for the inner ring (left)
and the outer ring (right). The fit Fϕ is indicated by the red line.

rings are not located concentrically around the target, but slightly out-of-focus.
The actual center (or focus) foc can be calculated in polar coordinates using
a fit Fϕ to the data

Fϕ(x) = p0 + p1 · sin(p2 · x+ p3),

rfoc = tan(|p1|) · rnominal,

foc =

(
rfoc
−p3

)
, (5.5)

with fit parameters p0 to p3 and rnominal, the radius of the inner respectively
outer scintillator. Using the following definitions

v :=

(
1
ϕ

)
,

p := −2 · (v · foc),
q := foc2 − r2

nominal,

the radii of the scintillators with respect to foc are then given by

r = −p/2 +
√
p2/4− q. (5.6)

Alternatively, since the width of the signal in Fig. 5.3 corresponds to the an-
gular slice that is actually covered by the scintillator, the radial distance of
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the scintillator to the target can be calculated with

rw =
wA/B/2

tan(wfit)
, (5.7)

with wA/B the nominal width of the inner/outer scintillators and wfit the
width of the signal distribution given by the fit. This method has the ad-
vantage, that a deformation of the rings from a perfect circle is taken into
account. However, the width extracted by the fit includes a bias towards a
larger width. This is due to the blurred edges of the box that are modeled
by sigmoid functions (cf. Fig. 5.3), where the extracted width is given by the
distance between the two inflection points.
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FIGURE 5.5: Difference of radii obtained with Eq. 5.6 and Eq. 5.7 ∆r = r − rw
as a function of scintillator number for inner ring (left) and outer ring (right).
The compatibility with the constant fit indicates that within the accuracy of the
methods, a perfect circle for the CAMERA rings can be assumed.

When comparing the two methods to obtain the radii of the scintillators, an
offset between the methods by (4± 1) mm for the inner ring and (−26± 4) mm
for the outer ring is visible. For both rings, the comparison is compatible with
a straight line fit, which suggests that there is no measurable deviation of the
rings from a perfect circle.
Because of the possible bias in the method with the sigmoid functions, the
calibration values are taken using Eq. 5.6. Though, these values are only pre-
liminary and will be refined in the next calibration step.

5.2.2 Longitudinal position calibration

The positioning of the detector in the COMPASS coordinate system by finding
ceff , kz and refining the radial position ϕ of the scintillators is done by using
the exclusive ρ0 muoproduction sample.
The calibration of the longitudinal position uses the correlation between the
time difference of the hits in the scintillator and the position predicted by
the proton trajectory, see Fig. 5.6. To predict the longitudinal position of
the proton in the outer (inner) scintillator zB,pred (zA,pred), the vertex ~rvtx =
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(xvtx, yvtx, zvtx) and the predicted scattering angle of the proton θp,pred are used

zB,pred = zvtx +
(
rB −

√
x2
vtx + y2

vtx

)
/ tan(θp,pred),

zA,pred = zvtx +

(
rA −

√
x2
vtx + y2

vtx

)
(
rB −

√
x2
vtx + y2

vtx

)zB. (5.8)

For the inner ring, one can take advantage of hits in the already calibrated
outer ring to determine zA,pred more precisely. To obtain the calibration values
ceff and kz, Eq. 5.1 can be used as shown in Fig. 5.6. However, the stability
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FIGURE 5.6: Predicted longitudinal position as a function of the measured time
difference of the up and downstream timestamps for A0 (left) and B0 (right). By
fitting Eq. 5.1, the calibration constants ceff and kz can be obtained.

and accuracy of the calibration can be improved by solving Eq. 5.1 for kz

kz = z − 1

2
· ceff · (tup − tdn), (5.9)

and plotting it as a function of ceff while substituting z for the predicted lon-
gitudinal position zA,pred respectively zB,pred. The resulting two dimensional
plots are illustrated in Fig. 5.7. The calibration constants ceff and kz are then
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FIGURE 5.7: The calibration constant kz as a function of the calibration constant
ceff for A0 (left) and B0 (right) using Eq. 5.9 and the predicted longitudinal po-
sition. The effective speed-of-light ceff is chosen at the value, where the distri-
bution has the smallest width. The central value of the distribution then yields
kz .
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obtained using the value for ceff where the distribution for kz has the mini-
mum width.

To have a consistent set of calibration constants, the calibration of the radial
position is performed as described in Subsection 5.2.1, this time using the ex-
clusive ρ0 muoproduction sample. Also, the calibration of the radial position
can now be refined. By plotting the predicted ϕ angle as a function of the
longitudinal position of the hits, a twist of the inner ring along the z-axis is
revealed. The final radial positions for the scintillators of the inner and outer
ring are visualized in Fig. 5.8.
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FIGURE 5.8: Extracted radial position of scintillators. Left: Position of scintilla-
tors of the inner ring (blue dots) and outer ring (green dots). Right: Visualization
of the twist of the inner ring scintillators. Green dots give the position at the
upstream end and blue dots the position at the downstream end.

5.2.3 Time-of-Flight and momentum calibration

To compensate time jumps of the readout, the extraction of the time-of-flight
(ToF) calibration constant kt is performed on a run-by-run basis. When plot-
ting the distance-of-flight sDoF versus the time-of-flight tToF , a strong correla-
tion in form of a straight line can be observed, see Fig. 5.9. It can be assumed,
that the line manifests because of delta electrons traveling at the speed-of-
light from the target through the inner and outer ring. Instead of fitting the
straight line, kt is obtained by projecting along the line,

kt = tA − tB +
sDoF
c

, (5.10)

as shown on the right-hand side of Fig. 5.9.

In the last calibration step, the momentum yields given by CAMERA are com-
pared to the momentum yields of the predicted protons using the exclusive
ρ0 muoproduction sample. The comparison suggests subtracting 330 ps from
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FIGURE 5.9: Left: tToF as a function of sDoF for tracks in the CAMERA segment
A0/B0. The strong correlation in form of a straight line originates from delta
electrons. Right: Projection of the left histogram using the speed-of-light for the
slope. The central value leads to the calibration constant kt.

kt. This global shift appears most likely due to a bias in the determination of
the time-of-flight kt. As it is also visible in Fig. 5.9, the target histogram for the
calibration is slightly asymmetric and the background features a slope. It is
therefore understandable, that the fit used to extract the calibration constant
can be biased (which is fine, as long as the bias is common in all fits).

5.3 Data quality and stability

By extracting the calibration constants for each run individually, the stabil-
ity of the CAMERA readout can be studied. Different issues of the readout
appeared which triggered further development on the readout. The revised
firmware of the GANDALF-ADC was already outlined in Chapter 4.

The following list summarizes the issues that have arisen:

• After reloading, the system synchronization problem lead to GANDALF-
modules that were not synchronous to the GANDALF master-time mod-
ule, which rendered their measured timestamps to be useless.

• Also after reloading, the clock ambiguity problem lead to possible time
jumps between the GANDALF-modules with 2 ns size.

• The phase alignment procedure developed in [84] did not work reli-
ably. This lead to time jumps between the GANDALF-modules in the
order of 200 ps.

• Another consequence of the bad phase alignment were sampling errors
of the ADC bits leading to a distortion of the pulses and efficiency/ac-
curacy loss of the pulse feature extraction method.

The issues given in boldface are explained in the following sections in greater
detail.
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5.3.1 System synchronization

A timestamp in an event of the COMPASS experiment is always given relative
to the time of the First Level Trigger (FLT), which triggered the event. To mea-
sure the time of the FLT, each equipment type uses a master-time module2.
The time measured by a GANDALF-module therefore reads tmeas = t − tMT ,
where t is the time of a hit measured by the GANDALF-module and tMT is
the time of the FLT determined by the GANDALF master-time module. To
end-up with a meaningful time, the counters in the GANDALF master-time
module and in the GANDALF-modules need to be synchronized. In terms of
the GANDALF-module firmware, this means, that the main counters repre-
senting the current time of the modules have to be reset synchronously at a
specific moment in time. For this, the time of the Begin of Spill (BoS) signal
is used. In contrast to other equipment in the experiment, the GANDALF-
module does not reset its counters at each BoS but only when the request for
synchronization is sent to the GANDALF-modules via a fast-register. It arms
the module to reset its main counter on account of the next BoS.
The command has to be issued after reloading one or more GANDALF-mod-
ules so that all of them are synchronous. During the 2012 pilot run, this
synchronization was not consequently applied since the logic that consumes
the fast-register did not work reliably.
The issue leads to asynchronous GANDALF-modules and it is not possible to
put their timestamps into context with each other. The part of the CAMERA
detector readout by the asynchronous GANDALF-modules is lost. The peri-
ods with asynchronous GANDALF-modules are disregarded by a quality flag
(see also Subsection 5.3.5 paragraph ’unsync_cam.list and sync_in_run.list’).

5.3.2 Clock ambiguity

In Fig. 5.10, the stability of the calibration constant kt is depicted as a func-
tion of the run number for an exemplary segment of the CAMERA detector.
It is striking, that three populations of kt values emerge, each separated by
∼2 ns. The reason for this behavior is explained by a design flaw in the 2012
GANDALF-ADC firmware. At that time, the GANDALF-ADC operating clock
(see also Subsection 4.4.1) was chosen as an odd multiple of the TCS data
clock,

famc,2012 = 13/2 · ftcs,data = 252.72 MHz, with ftcs,data = 38.88 MHz. (5.11)

As a consequence, the GANDALF-ADC operating clock is synchronous to ev-
ery second edge of the TCS data clock, as illustrated in Fig. 5.11. The edge is
chosen by chance on every reload of the module. Two modules can therefore
have a phase between each other with the size of half the GANDALF-ADC
operating clock latency, which amounts to ∼2 ns. The three populations in
Fig. 5.10 are explained by

2 Equipment type in this context refers to the timeunit of the device. The timeunit is used
to translate from the internal time unit of the device into natural units. Equipment with the
same timeunit may share a master-time module.
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FIGURE 5.10: kt as a function of run number for CAMERA segment A3/B4.
Three populations of values are visible, separated by ∼2 ns. It was found, that
the positions of the jumps correlate with a reload of the involved GANDALF-
modules.

population at ∼31 ns: both GANDALF-modules chose the same edge,

population at ∼33 ns: B GANDALF-module chose the later edge,

population at ∼29 ns: A GANDALF-module chose the later edge.

The stability of the calibration constant kt can be assessed by joining the three
populations using a discrete shift equal to the clock latency. As shown in
the histogram on the left-hand side of Fig. 5.12, the value spread amounts to
∼100 ps. The reason for this broad spectrum is explained in the following
Subsection 5.3.3. The histogram on the right-hand side of Fig. 5.12 shows
the stability for the calibration constant kt for a period where the detector
readout was stable, i.e. the electronics was not reloaded. One can conclude
that the method used for the extraction of kt is rather stable.
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FIGURE 5.11: Illustration of the clock ambiguity of two GANDALF-ADC mod-
ules (A and B). The rising edge of clkA, the operating clock of module A, is
synchronous to the even rising edges of the TCS clk. The rising edge of clkB , the
operating clock of module B, is synchronous to the odd rising edges of the TCS
clk. The modules choose the edge after reloading by chance. In the depicted
scenario, the modules are not synchronized in the beginning, i.e. the values of
the internal time counters (coarse-timeA and coarse-timeB) do not match. The
rising edge of the BoS signal, used to reset the internal time counters, coincides
with the rising edge of the TCS clk and coincides therefore as well with the rising
edge of clkB . The module A reads the BoS signal one half operating clock cycle
later, which results in an offset of the time measurement between the modules
of one half operating clock cycle (∼2 ns).
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FIGURE 5.12: Left: Histogram of kt values obtained for CAMERA segment
A3/B4 after joining the three populations by shifting with the clock latency, cf.
Fig. 5.10. The with of the distribution of RMS = 105 ps can be attributed to the
inaccuracy of the phase alignment, see also Subsection 5.3.3. Right: Histogram
of kt values for a subset runs 108 746 to 108 867 in which the readout was stable.
The width of the distribution of RMS = 6 ps shows the principle reliability of the
calibration method.
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5.3.3 Phase alignment

In Subsection 4.4.2, the importance of the phase alignment for the SI chip was
discussed. In the 2012 data set some indications where found leading to the
conclusion, that the phase alignment method used at that time did not work
accurately enough, where an accuracy in the order of a view pico seconds
is required. It was finally pinned down by thoroughly analyzing the ADC
delay settings using the tools developed by [84]. It was found, that when
re-aligning the phase, the sampling window for all ADC bits may jump by
some IODelay steps as seen in Fig. 5.13. A jump that affects all ADC bits can
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FIGURE 5.13: Excerpt of the ADC delay graphs, each after an attempt to re-
align the SI chip phase. Unstable areas for the sampling of the particular ADC
bit are indicated in grey. The ’step’ gives the delay setting for the IODelay, one
’step’ amounts (on average) to 78 ps [90]. For each ’step’, the circuit illustrated
in Fig. 4.12 was used to determine whether the bit sampling is valid. One can
observe that the position of the unstable areas is shifted between the different
pictures, which is attributed to the inaccurate phase alignment procedure.

only be explained by a change in the phase of the ADC clock with respect to
the IODelay clock, i.e. the ADC bit sampling clock. The final conclusion is
that the phase alignment procedure used is only working within an accuracy
of five IODelay steps (approximately two SI chip coarse steps), meaning the
accuracy only amounts to ∼400 ps. For a measurement of time deltas in the
order of pico seconds, this is not satisfying, which is why the phase alignment
procedure was revised.

5.3.4 Sampling errors of the ADC bits

As a consequence of Subsection 5.3.3 the timing of the sampling of the ADC
bits can be displaced by up to ∼400 ps. Assuming a save sampling window
for an ADC bit of ∼600 ps and also taking into account clock jitter and the
fact that the delay values for the IODelays were not perfectly centered in the
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first place, the wrong sampling of ADC bits is understandable. In addition,
the wrong sampling of ADC bits was enhanced by a wrong reset logic which
results in malfunctioning IODelay components and as a consequence ADC
bits that appeared constant (or inactive). Both issues are further referred to
as bit-errors.
The impact is clearly visible by spikes in the pulse shapes depending on
the ADC bit which was sampled incorrectly, cf. Fig. 5.14. Because of the
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FIGURE 5.14: Frame recorded with the GANDALF-ADC. The unit of the ordi-
nate Least Significant Bit (LSB) denotes the smallest quantity the ADC can re-
solve (here, corresponding to∼1 mV). Bit-errors are visible as spikes in the pulse
shape. The hit detected by the online pulse shape analysis is marked with a
blue star. The red stars indicate the position of bit-errors found with an offline
algorithm.

link to Subsection 5.3.3, the re-adjustment of the phase after reloading the
GANDALF-module influences the rate of bit-errors on a particular channel.
Hence, phases exist, where a channel experiences severe problems whereas
in another phase the channel is working fine.
Attempts to recover the data by correcting the impact of the bit-errors on the
time measurement ended up without success. Hence, a method was devel-
oped to identify and exclude phases in which a channel suffered from bit-
errors as described in Subsection 5.3.5, paragraph “Treatment of bit-errors”.

5.3.5 Bad spill list and quality flags

To use the CAMERA detector in physics analysis, deficiencies of the detector
have to be taken into account. For measurements where the CAMERA detec-
tor is vital, periods where CAMERA or parts of CAMERA where unavailable
have to be identified and excluded. In COMPASS analyses, this is usually
done by means of bad spill lists. For CAMERA, the following bad spill lists
are created mostly on account of the issues described in Section 5.3. In total,
8247 out of 35386 spills are excluded due to instabilities related to CAMERA.
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In the following list of bad spill list, the number in brackets gives the number
of spills excluded by the particular list.

’unsync_cam.list’ (7787) and ’sync_in_run.list’ (140): Spills where one or
more GANDALF-modules were not synchronized to the GANDALF master-
time module are easily identified by plotting the target histogram for the
kt calibration (Subsection 5.2.3) for each spill and looking for empty bins.
Also, as of Subsection 5.3.1, attempts to synchronize the modules were issued
during runs. Therefore, an already synchronized module may experience a
time jump within a run because of the clock ambiguity problem (Subsection
5.3.2). These time jumps are identified during the calibration procedure by
extracting kt for each spill. If a jump is detected, only those spills are kept
where kt is constant for the most number of spills.

’out_of_phase_cam.list’ (337): A software tool was used to record the sta-
tus words (see also Subsection 4.6.2) of the GANDALF-modules during large
periods of the pilot run. The information was stored in a database and in-
cludes information on the status of the SI chips. This allows querying for
periods where the connection to the TCS was completely lost by one or more
GANDALF-modules. The corresponding spills are collected in this list.

’jumpy_cam.list’ (418): The list removes spills with a large variance in the
number of hits in a CAMERA channel normalized to the muon flux [31].

Treatment of bit-errors: As described in Subsection 5.3.4, bit-errors can ap-
pear on readout channels of CAMERA with varying strength. To cope with
the issue, first, a method to identify problematic runs and channels is needed.
The method is based on the distribution of the time difference of the up and
downstream timestamps of a scintillator, where in some cases a comb-like
structure is observed as shown in Fig. 5.15. The strength of the comb-like
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FIGURE 5.15: Left: Comparison of time difference distribution of scintillator
B12 for runs 108718 (blue) and 108953 (red), normalized to their integral. A
strong comb-like structure is visible for in run 108718. Right: Magnitude of
the fast Fourier transform (FFT) of the left distributions. The integral in the
interval (1010± 200) MHz can be used as a measure of the strength of the comp-
like structure.
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structure varies from scintillator to scintillator and from run to run. It can also
disappear as shown in Fig. 5.15 as well. The frequency of the comb is found to
match exactly (multiples of) the sampling frequency of the GANDALF-ADC,
i.e. 1010.88 MHz3. This again is an indication for the source of the comb-like
structure. Bit-errors are likely to affect the CFD algorithm such that it picks
up a spike from a bit-error as a regular hit. Because of the large amplitude
difference between the spike and the preceding sample, the extracted time-
stamps fine-time is most likely close to 0.
By using a FFT, the strength of the comb-like structure can be measured us-
ing the integral of the FFT magnitude in the interval (1010± 200) MHz. For
each ring, a cut-off value is chosen to classify bad channels as illustrated
in Fig. 5.16. In contrast to the bad spill lists, here, only the affected CAM-
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FIGURE 5.16: Histogram of the integral between (1020± 200) MHz of the time
difference distribution FFT for A (left) and B (right). A cut is used for the inner
(outer) ring at 70 (50) to disable the affected scintillator for the respective run.

ERA scintillator is excluded on a run-by-run basis. This efficiency loss is ac-
counted for by calculating an effective efficiency for each CAMERA segment,
taking into account only the seen flux. The total loss of flux on account of the
bit-error issue is∼11 %. For a detailed description of the efficiency calculation
and the inclusion of the inefficiency introduced by the bit-errors, refer to [31].
At the time of writing the thesis, new possibilities to study the bit-errors be-
came available. An algorithm was developed that is able to find spikes in a
frame, as demonstrated in Fig. 5.14. The spikes originate from errors on sin-
gle or multiple bits in a sample leading to a discontinuity to the previous and
succeeding sample. As a measure of the severity of bit-errors, the algorithm is
used to count the number of spikes in a frame normalized to the number of
hits in the frame. This rate of bit-errors per hit is extracted for each frame of a
specific ADC channel and run. The comparison to the FFT method is shown
in Fig. 5.17. A clear correlation between the two methods is visible, while the
bit-error rate method seems to be more restrictive. Still, the FFT method is
favored since the bit-error rate method is oversensitive for bit-errors on small
bits that actually do not affect the time measurement.

3In interleaved mode, the sampling frequency amounts to 2 ·fadc,2012 = 1010.88 MHz, see
also Subsection 5.3.2.
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FIGURE 5.17: FFT integral value versus the bit-error rate for A (left) and B (right).
The values in red are above the threshold posed by the FFT method, as explained
in Fig. 5.16. The bulk of the entries are concentrated in the lower left blobs. In
general, a good correlation between the methods is observable.

5.4 Start counter

In the 2012 DVCS pilot run, an additional fiber station was positioned in
front of the target. The purpose of the station was to precisely measure the
timing of beam particles. Hence, it is built with regards for best timing reso-
lution. Using this detector, the momentum vector of the recoiling proton can
be reconstructed with the vertex and the hit in the outer ring of the CAMERA
detector as illustrated in Fig. 5.18. For this, an inter-calibration between the
start counter and the outer ring is needed. The proton time-of-flight is then

rB
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LH2-Target

µ′

p′

zB

π0 (γ, ρ0, ω, ...)
µ

Bup Bdn

sDoF

FIGURE 5.18: Schematic side view of the CAMERA outer ring, the target and the
start counter, illustrating the principle of the ToF measurement of recoiling pro-
tons in exclusive reactions. The incoming muon µ is detected in the start counter
and scatters off a target proton. The light in the scintillator produced by the re-
coiled proton p′ is detected by the photomultipliers Bup and Bdn. The scattered
lepton µ’ and in this case the π0 are detected in the COMPASS spectrometer.

determined by measuring the time difference between the muon hit in the
start counter and the time t of the proton hit in the CAMERA scintillator and
subtracting the time the muon needs to cover the distance “start counter to
vertex”. With ~rB, the position of the hit in the out ring of CAMERA, and dsc,
the distance between start counter and vertex ~rvtx, the time-of-flight tToF and
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distance-of-flight sDoF are given as

t =
tup + tdn

2
,

tToF =
∑

(t+ kt,sc,i − tsc,i)/nhits − dsc/c,
sDoF = |~rB − ~rvtx|. (5.12)

The number of hits nhits associated with the muon in the start counter is given
by a clusterization algorithm [91]. The quantity tsc,i corresponds to the time
of the i’th hit of the cluster. The calibration constant kt,sc has to be found for
each combination of CAMERA scintillator and start counter fiber. The calibra-
tion procedure is described in the following Subsection 5.4.1.
To calculate the proton momentum at the vertex, the energy loss along the
track of the proton has to be taken into account. For this, the calculation from
[88] is revised. The speed of the proton at the vertex does not correspond to
β = tToF

sDoF
since tToF includes the deceleration due to the material along the

proton track. Therefore, the true β at the vertex is obtained numerically by
emitting a proton with a certain momentum pp at the vertex ~rvtx and mea-
suring the effective time tToF ,eff it needs to travel to the position of the hit in
the CAMERA scintillator ~rB, whilst taking into account the successive decel-
eration due to the material. The final proton momentum is then obtained by
minimizing

(tToF − tToF ,eff (pp;~rvtx, ~rB))2 (5.13)

as a function of pp.

5.4.1 Calibration

The first attempt to calibrate the detector used the exclusive ρ0 muoproduc-
tion sample mentioned in Section 5.2. To combine runs in order to enhance
statistics, stability periods had to be defined due to the instabilities of the
CAMERA readout. It turned out, that this task is not feasible and that the
calibration had to be performed run-by-run which is not possible with the
limited statistics of the exclusive ρ0 muoproduction sample.
Thus, the calibration uses tracks originating from delta electrons. To esti-
mate the delta electrons distance of flight sDoF , its vertex ~rvtx,δ is assumed at
the target center (xt,center, yt,center) with the longitudinal position given by the
hit in the inner scintillator zA,

~rvtx,δ = (xt,center(zA), yt,center(zA), zA).

A parametrization for the target provided by [92] is used to obtain the target
center as a function of the longitudinal position. With the delta electron trav-
eling at the speed-of-light and sDoF = |~rB − ~rvtx,δ|, the calibration constant is
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obtained by

tToF = sDoF/c = t+ kt,sc,i − tsc,i − dsc/c,
⇒ kt,sc,i = tsc,i + (dsc + sDoF )/c− t. (5.14)

An example of the time peak for the calibration is shown in Fig. 5.19. The
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FIGURE 5.19: Time peak for the inter-calibration of the start counter 13U1_-
j plane wire 0 and CAMERA scintillator B0. A mirrored Landau distribution
convoluted with a Gaussian is used to fit the signal with a polynomial of sec-
ond order for the background. The origin for the background modulation is
unknown.

calibration constant is extracted with a fit constructed from a convolution of
a mirrored Landau distribution with a Gaussian and a second order polyno-
mial for the background. As visible in Fig. 5.19, the fit function does not fully
describe the signal. However, the thereby introduced bias should be constant
and common for all combinations of scintillator and fiber. The fit is merely
used to give a fixed time reference. Hence, in the final calibration step, the
momentum yields for the start counter/CAMERA combination are compared
to the momentum yields obtained by the spectrometer using the exclusive ρ0

muoproduction sample. It results in the additional global offset of −500 ps
for the time-of-flight measurement with the inter-calibration of start counter
and CAMERA.

5.5 Results

Using a sample of reconstructed exclusive ρ0 muoproduction data, one can
compare the yields for the proton predicted by the spectrometer and mea-
sured by the calibrated CAMERA detector. One should note that the dis-
played resolutions are not the bare detector resolutions but the resolutions
with respect to the resolution of beam and spectrometer measurements.
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In Fig. 5.20, the obtained resolution for the radial and longitudinal position
calibration is depicted. The Fig. 5.21 shows the mean (bias) and the sigma
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FIGURE 5.20: Top: Resolution for the longitudinal position reconstruction of the
inner (left) and outer (right) CAMERA ring. The achieved resolution for the inner
(outer) ring is σ = 4.1 cm (σ = 3.3 cm). Bottom: Resolution for the radial position
reconstruction, where ϕ is given as the mean azimuthal angle in the CAMERA

segment. The full width half maximum value is given with σFWHM = 8.9°.

(resolution) for slices of the distribution for ∆p/pp,pred as a function of pp,pred.
The quantity ∆p = pp − pp,pred denotes the difference of pp, the proton mo-
mentum measured with CAMERA, and pp,pred, the proton momentum pre-
dicted using only spectrometer quantities. While the left-hand side of the
figure shows the measurement with both CAMERA rings, on the right-hand
side the inter-calibration of start counter and CAMERA outer ring is shown.
For momenta smaller than 0.28 GeV/c, a bias in the momentum determi-
nation is observed. However, the bias is located beneath the lower bound
for the analysis, which is given by the four-momentum transfer squared
of |t| > 0.08 (GeV/c)2, which corresponds to proton momenta larger than
0.28 GeV/c.
The momentum resolution can be separated into two domains. For small mo-
menta, the beam and spectrometer uncertainties dominate. This is demon-
strated by comparing the yields for the predicted proton momentum with
the generated proton momentum in an exclusive ρ0 muoproduction Monte
Carlo sample. For intermediate and large momenta, the CAMERA resolution
dominates. This is due to the fact that for large velocities, the impact of the
uncertainty on the time-of-flight measurement becomes relevant.
The performance of the reconstruction of protons with the start counter shows
to be comparable with the pure CAMERA reconstruction. However, since the
start counter was only partially available during the 2012 DVCS pilot run, it
does not enter in the physics analysis but it serves as an additional measure
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FIGURE 5.21: Left: Normalized momentum bias (top) and resolution (bottom)
for protons measured with CAMERA as a function of the proton momentum pre-
dicted with spectrometer quantities pp,pred. Right: The same for protons recon-
structed using the inter-calibration of start counter and CAMERA outer ring.
The red triangles give the resolution for the predicted proton momentum using
only beam and spectrometer. For this, the predicted proton momentum is com-
pared to the generated proton momentum in an exclusive ρ0 muoproduction
Monte Carlo sample.

to clean up the data sample for the CAMERA efficiency determination, see
[31, p. 82].
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6 Extraction of the exclusive π0

muoproduction cross-section

Next to the exclusive one-photon production, which is considered as the «golden
channel» to study GPDs, meson production channels provide supplementary
data to constrain GPDs, as outlined in Section 2.2.

At COMPASS, the data recorded in the 2012 DVCS pilot run allow for ex-
amining different meson production channels, like the ρ0 production that was
used for the calibration of CAMERA in Chapter 5. In the course of this chapter,
a pioneering measurement of the exclusive π0 muoproduction cross-section
at COMPASS kinematics will be presented.

The knowledge of the cross-section is not only relevant for the under-
standing of GPDs but also serves as vital input to the background studies in
measurements of the DVCS cross-section since a major background for ex-
clusive one-photon production originates from exclusive two-photon production
(the decay products of the π0), when one of the photons remains undetected.

Before the extraction of the cross-section can be performed, various re-
quirements have to be established, starting with a review of the data quality
and the determination of the luminosity in Section 6.1. In the event selec-
tion for exclusive π0 muoproduction, a kinematic fit is used which allows for
the best determination of the event kinematics as well as an enhancement
of the signal purity. The kinematic fit is discussed in Section 6.2 while the
details of the event selection follow in Section 6.3. The measurement of the
cross-section requires a detailed knowledge of the detector and the detector
response for the particular physics channel, as well as an estimate of the con-
tribution from background processes. These aspects are addressed in Section
6.4 and Section 6.5. The extraction of the exclusive π0 muoproduction cross-
section is then accomplished in Section 6.6 followed by the study of system-
atic uncertainties in Section 6.7. The chapter closes with a discussion of the
results in the context of GPDs in Section 6.8.

6.1 Data

The data analyzed herein were recorded in fall of 2012 during a pilot run
for the dedicated DVCS data taking period (2016 and 2017). The data taking
period of the pilot run covered five weeks, while the beam charge and polar-
ization was switched multiple times. The magnetic fields of the spectrometer
magnets were inverted when switching beam charge and polarization. The



88 Chapter 6. Extraction of the exclusive π0 muoproduction cross-section

muon beam was served by the SPS in a spill cycle of 48 s, with a 9.6 s on-spill
period for COMPASS. In total, 35386 spills enter into the analysis.

During the data taking period, the beam quality, as well as the quality of
the particle detection, can vary. Therefore, the quality of the data is assessed
by different methods that operate on the level of spills. The most established
method to quantify the quality of the spills at COMPASS is a nearest neigh-
bor method, where different quantities are used to construct a metric which
allows removing outliers. The quantities include for example the number of
vertices or the number of tracks per event. The procedure is detailed in [93]
while its application for the 2012 DVCS pilot run was performed by [94]. The
provided list excludes 1695 spills.

For the usage of CAMERA within the analysis, special bad spill lists have
to be used, excluding 8247 spills as discussed in Subsection 5.3.5. Because
the GANDALF-TDC was also affected by problems related to the TCS phase
alignment procedure, spill-by-spill time jumps were observed for detectors
readout by GANDALF-TDCs. The affected spills are collected in a list that
excludes 1334 spills [95].
All in all, 9029 of 35386 spills are excluded by bad spill lists (some lists have
an overlap).

6.1.1 Luminosity determination

For the determination of a cross-section, a precise knowledge of the total flux
of beam particles Φ and the target properties are required. The quantities
form the integrated luminosity Lwhich is given by

L =
Φ · l ·Na · ρLH2

mp

,

with mp the mass of the proton, the effective length of the target l = 240 cm,
Avogadro’s constant Na and the density of liquid hydrogen ρLH2 . The flux
of beam particles is determined by two methods that are explained in the
following paragraphs. Both methods use similar conditions for the selection
of eligible beam tracks:

Beam through target: The track of the beam particle has to point through
the full length of the target, i.e. the transverse distance from the target
center must be smaller than 1.9 cm over the full target length. For this,
a parametrization of the target cell provided by [92] was used (Fig. 6.1).

Beam track momentum: 140 GeV/c < pµ < 180 GeV/c.

Beam reconstruction: For a decent reconstruction of the beam track, at least
hits in two Scintillating Fiber detectors, hits in three Silicon Strips de-
tectors and hits in three beam momentum stations are required.



6.1. Data 89

Time in spill: Only events with a time in spill tspill between 1 s and 10.4 s are
used1. The effective duration of a spill is therefore Tspill = 9.4 s.

 [c
m

]
t,c

en
te

r
x

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

z [cm]
300− 250− 200− 150− 100− 50−

 [c
m

]
t,c

en
te

r
y

1−

0.9−

0.8−

0.7−
0.6−

0.5−

0.4−

0.3−

0.2−
0.1−

0

FIGURE 6.1: Transverse position of the target cell center as a function of the lon-
gitudinal position. The target cell center is almost straight in vertical direction,
while in the horizontal direction it is slightly inclined. The blue lines indicate
the part of the target used in the analysis. The parametrization for the target cell
is provided by [92].

The very same conditions will be used accordingly in the event selection for
the process studied in Section 6.3.

Random trigger method
The method is based on counting the number of beam tracks Nbeam for ran-
domly triggered events. Beam particles, where the time determined by the
beam telescope are within a certain time frame ∆t are counted. With the
number of random trigger attempts Nrnd, the observed time period of the
spill results in Nrnd · ∆t. The total number of beam particles Φ results from
extrapolating to Tspill, the duration of a spill

Φ = Tspill ·
∑Nrnd

i=1 Nbeam,i

Nrnd ·∆t
. (6.1)

When using physics triggers, this number has to be corrected for the veto
dead time (VDT) since the random trigger is not connected to the beam veto
system. The quantity cV DT accounts for the time period, where the veto sys-
tem blocked physics triggers. The effective number of beam particles Φeff

available in the analysis is therefore given as

Φeff = (1− cV DT )Φ. (6.2)

1The time in spill tspill is measured with respect to the BoS signal which is issued 1 s in
advance of the beam.
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The method was carried out by [96] for the 2012 DVCS pilot run. The result-
ing list provides the number of beam particles and the corresponding VDT
for each spill.

Via structure function F p
2

The idea is to reverse the measurement of the structure function F p
2 and to use

world data as an input for F p
2 . The luminosity is then calculated according to

L =
1

σ∆Ω

N∑
i=1

η(Q2
i , xBj,i)

a(Q2
i , xBj,i)

,

σ∆Ω =

∫
∆Ω

4πα2

Q4

F p
2 (Q2, xBj)

xBj

(
1− y − Q2

E2
l

+(
1− 2m2

l

Q2

) y2 +Q2

2E2
l (1 +R(Q2, xBj))

)
dxBjdQ

2, (6.3)

with σ∆Ω the integrated differential cross-section in the phase space ∆Ω ac-
cording to [97] and N the number of events measured in the phase space ∆Ω.
Radiative corrections η(Q2, xBj,) and acceptance corrections a(Q2, xBj,) are
applied event-by-event. The Tulay’s fit [98] is used for the parametrization of
F p

2 . For the cross-section ratio of longitudinal to transverse virtual-photons
R, the fit provided by [99] is used. Besides the above-mentioned require-
ments for the beam track, additional conditions have to be formulated for
the scattered muon. The peculiarities of the event selection and the detailed
results can be found in [100].

The results of both methods correlate strongly. However, a systematic
offset of about 3 % is observed which will be considered in the systematic
studies for the cross-section measurement (Subsection 6.7.1). Because of the
smaller statistical error, finally, the random trigger method is used.
Table 6.1 summarizes the flux of beam particles and the corresponding lumi-
nosity for the accepted spills of the 2012 DVCS pilot run.

TABLE 6.1: Integrated number of beam particles and integrated luminosity for
the 2012 DVCS pilot run.

µ+ µ− µ+ + µ−

Φ/10−12 2.582 2.622 5.203
Φeff/10−12 1.871 2.330 4.201
L/pb−1 18.887 23.526 42.413
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6.2 The kinematic fit for exclusive π0 muoproduc-
tion

For the measurement of exclusive processes, the determination of the event
kinematics can be greatly improved by combining all available information
and using energy and momentum conservation conditions by means of kine-
matic fitting. The kinematic fit for exclusive measurements at COMPASS was
originally developed by [31]. The concept, a general description and the im-
plementation of the kinematic fit is illustrated in [31, p. 50]. Based on the no-
tation developed there, the following section describes the modifications for
the exclusive π0 muoproduction process. The formalism is to a large extent
analogous to the specific descriptions of the application of the kinematic fit
for DVCS and exclusive ρ0 muoproduction outlined in [31, p. 65 and p. 108].

The measured quantities for the process µp→ µ′p′π0 → µ′p′γhγl, where γh
(γl) indicates the higher (lower) energetic photon, are denoted by the vector
~k

~k =


k1

.

.

.
k27

 :=


~pp
~pµ
~aµ
~018

+


~08

~pµ′
~aµ′
~013

+



~013

rA
ϕA
zA
rB
ϕB
zB
pp′
~06


+


~020

pγh
~aγh
pγl
~aγl

 , (6.4)

while the unmeasured quantities are denoted by the vector ~h

~h =


h1

.

.

.
h9

 :=



θp′
ϕp′
θγh
ϕγh
θγl
ϕγl
~rv


. (6.5)

The used abbreviations are described in the following:

• ~0N denotes the neutral element of RN ,

• the target proton is assumed at rest, ~pp = ~0,

• ~pµ (~pµ′) and ~aµ (~aµ′) denote the momentum three-vector and the trans-
verse position of the incident (final) muon,

• pp′ denotes the momentum of the final proton with the measured quan-
tities rA, ϕA and zA (rB, ϕB and zB) denoting the radius, azimuth angle
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and longitudinal position of the hit in the inner (outer) ring, which are
treated together with the unmeasured quantities θp′ and ϕp′ denoting
the scattering and azimuthal angle of the final proton,

• pγh (pγl) and ~aγh (~aγl) denote the momentum and the transverse position
of the higher (lower) energetic photon cluster, which are determined
together with the unmeasured quantities θγh (θγl) and ϕγh (ϕγl) denoting
the scatter and azimuth angle of the higher (lower) energetic photon,

• ~rv denotes the vertex position.

Note, that the position of the muons is parameterized as transverse coor-
dinates at a certain longitudinal position. The COMPASS analysis software
allows propagating the muon through the magnetic field using Runge–Kutta
methods. Hereby, the transverse position of the muons at the longitudinal
position of the vertex is used as the input to the kinematic fit. As for the
transverse position of the photon clusters, they are given at the longitudinal
position of the respective ECal with coordinates estimated using the cluster’s
center of gravity.

The kinematic fitter then calculates corrections ∆~k to the measured quan-
tities ~k such that the corrected measurements:

~kfit = ~k + ∆~k, (6.6)

together with the unmeasured quantities ~h minimize the least squares func-
tion ([31, p. 109])

χ2(~k) := ∆~kT Ĉ−1∆~k. (6.7)

Here, Ĉ denotes the covariance matrix corresponding to the measured quan-
tities ~k. The minimization of χ2(~k) under fulfillment of the constraints g(~k,~h)
is performed by minimizing

L(~k,~λ) = χ2(~k) + 2
N∑
i=1

λigi(~k,~h), (6.8)

using the Lagrange multiplier method. The N constraints are described in
the following.

Momentum and energy conservation

gi = pfitµ,i − pfitµ′,i − pfitp′,i − pfitγh,i − p
fit
γl,i

= 0,

g4 = Efit
µ +mpc

2 − Efit
µ′ − Efit

p′ − Efit
γh
− Efit

γl
= 0, (6.9)

∀ i ∈ {1, 2, 3} denoting the component of the three-vectors. The superscript
“fit” denotes quantities that are corrected by the kinematic fit.
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Common vertex for all tracks (except initial and final state proton)

g5+i = pfitj,3

(
xv − xfitj

)
− pfitj,1

(
zv − zfitj

)
= 0,

g6+i = pfitj,3

(
yv − yfitj

)
− pfitj,2

(
zv − zfitj

)
= 0, (6.10)

∀ (i,j) ∈ {(0, µ), (2, µ′), (4, γh), (6, γl)} denoting the tracks of the initial and fi-
nal state muons and the photons. All tracks are constrained to the common
vertex denoted by ~rv = (xv, yv, zv).
The structure of the constraints arises through the parametrization of a track
of a particle by a straight line

~r(β) = ~r′ + β~p, (6.11)

with ~r′ a known point on the track, ~p the momentum of the particle and β a
free parameter. For the z- and x-component, one finds

z = z′ + βp3 ⇒ βp3 = z − z′,
x = x′ + βp1 ⇒ xp3 = x′p3 + βp1p3,

⇒ xp3 = x′p3 + p1(z − z′),
⇒ p3(x− x′) + p1(z − z′) = 0. (6.12)

Analogous for the y-component

⇒ p3(y − y′) + p2(z − z′) = 0. (6.13)

Constraints for final state proton

g13+i = pfitp′,3

(
xfitj − xv

)
− pp′,1

(
zfitj − zv

)
= 0,

g14+i = pfitp′,3

(
yfitj − yv

)
− pp′,2

(
zfitj − zv

)
= 0, (6.14)

∀ (i,j)∈ {(0, A), (2, B)} denoting the measured points in the inner respectively
outer ring of CAMERA2. These so-called extrapolation constraints are very
similar to the vertex constraints. Here, it is assumed that the particle origi-
nates from the vertex ~rv and a point on the track ~r is given by (cf. Eq. 6.11)

~r(β) = ~rv + β~p. (6.15)

Through transformations analogous to Eq. 6.12 one arrives at the given con-
straints.

2Note that in case of CAMERA, the measured quantities are actually given in a cylindrical
coordinates so that a coordinate system transition to Cartesian coordinates is required.



94 Chapter 6. Extraction of the exclusive π0 muoproduction cross-section

Mass constraint

g17 = (Efit
γh

+ Efit
γl

)2 − (~pfitγh + ~pfitγl )2 −m2
π0 = 0, (6.16)

the invariant mass of the photon system is constrained to the π0 PDG [2] mass
mπ0 .

The kinematic fit is used to arrive at the best determination for the kinematic
variables in the analysis of the exclusive π0 muoproduction. The fit is im-
portant in the determination of t, the square of the four-momentum transfer.
Here, the fit performs the transition between the low |t| region, where the
determination using CAMERA is superior,

tcam = (p− p′)2,

and the high |t| region where the spectrometer determination is superior3,

k := ν −
√
ν2 +Q2 · cos θγ∗π0 ,

tspec =
−Q2 − 2νk

1 + k/mp

,

with θγ∗π0 being the polar angle between the virtual-photon and the π0. This
matter is also illustrated in (Fig. 6.2). Furthermore, the kinematic fit is used to

]2)c [(GeV/mct
0.1 0.2 0.3 0.4 0.5 0.6 0.7

)
m

c
t

 t 
/ 

∆(σ

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Kinematic Fit
CAMERA
Spectrometer

FIGURE 6.2: Relative resolution for different methods to calculate the square
of the four-momentum transfer to the target proton t, evaluated using a exclu-
sive π0 muoproduction Monte Carlo. The quantity ∆t is determined using the
kinematic fit (∆t = tfit − tmc), CAMERA (∆t = tcam − tmc) and spectrometer
(∆t = tspec − tmc) as a function of the generated square of four-momentum
transfer tmc.

3This determination is called «constraint t» in literature, see e.g. Ref. [31] for derivation.
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improve the signal to background ratio in the event selection of the analysis,
Subsection 6.3.7.
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6.3 Event selection

This section outlines the event selection for the process µp→ µ′p′π0 → µ′p′γhγl.
The two photons are ordered by their energy, where γh (γl) represents the
higher (lower) energetic photon. The notation of the four-momenta is de-
picted in Fig. 6.3. They read k, k′, q, q′, p, p′ for the incident muon, outgoing

µ
k

µ′

k′

γ?q

x+ ξ x− ξ

D
A q′

π0

γl

γh

p p′

GPDs

t

FIGURE 6.3: Schematic diagram for the hard exclusive meson production pro-
cess in the handbag model.

muon, virtual-photon, π0 meson, target proton and outgoing proton. The
event selection for the process involves a number of steps that are outlined
in detail in the following sections and shortly summarized in the following
list:

1. Filter vertices with constraints on the quality of the incoming and out-
going muons and on the vertex properties.

2. Create pairs of neutral clusters in the electromagnetic calorimeters to
reconstruct the decayed π0. Combine the cluster pairs with the vertices
of step 1 to obtain the π0 four-momentum. At this point, a prediction
for the recoil proton can be made using only spectrometer quantities.

3. Reconstruct tracks of recoil protons in CAMERA.

4. Compare the recoil proton tracks to the predicted recoil proton tracks
of step 2 by means of so-called exclusivity variables. Apply cuts on the
exclusivity variables.

5. Accept the event, if exactly one combination survives step 4.

6. Accept the event, if the mass of the two photon system Mγγ is compati-
ble with the π0 mass.

7. Apply kinematic fit and accept events based on conditions established
by the fit.
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As general selection criteria, only events associated with a physics trigger
(MT, LT or OT, cf. Section 3.5) are considered.

6.3.1 Selection of beam particles and vertices

The demands on the beam track are specified in accordance with the luminos-
ity determination in Subsection 6.1.1. In addition, the following requirements
are used to select vertex candidates, also taking into account the identifica-
tion of the scattered particle.

Only primary vertices: Vertices are reconstructed and tagged as primary by
the COMPASS reconstruction software CORAL when the vertex origi-
nates from a beam particle.

Vertex inside target: In addition to the «Beam through target» requirement
posed in the luminosity determination, the vertex transverse distance
from the target center is required to be smaller than 1.9 cm. The Fig. 6.4
shows the transverse position of the selected vertices for data and Monte
Carlo with and without the «Beam through target» respectively the con-
dition for the transverse distance. In addition, the longitudinal position
of the vertex has to be within −311.2 cm < zv < −71.2 cm (cf. Fig. 6.1),
resulting in the effective target length of 240 cm. The distribution of the
longitudinal vertex position is given in Fig. 6.5.

One outgoing particle, correct charge: The vertex must have only one out-
going particle which must have the same charge as the beam track.

Outgoing particle passed muon filter: The outgoing particle must traverse
at least 15 radiation lengths to qualify as a muon candidate.

Outgoing particle track longitudinal lever: The track of the outgoing parti-
cle must be measured over a long range, where the first (last) measured
point is located before (after) the first spectrometer magnet: Zfirst <
350 cm and Zlast > 350 cm.

DIS cuts: The DIS cuts of 1 (GeV/c)2 < Q2 < 5 (GeV/c)2 and 8.5 GeV < ν <
28 GeV select an area in the phase space where the COMPASS acceptance
is valid, see Section 6.5. Also, the lower Q2 cut is required to be in the
domain of perturbative QCD.

Different properties of the selected muons are depicted in Fig. 6.6. The distri-
butions for the photon virtuality Q2 and the Lorentz invariant quantity ν are
given in Fig. 6.7 together with the distribution of the Bjorken scaling variable
xBj and the photon polarization factor ε.
Events may contain multiple vertices fulfilling the above conditions. The list
of selected vertices is further referred to as vertex candidates.
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FIGURE 6.4: Transverse position of the vertex for data (top) and Monte Carlo
(bottom) before (right) and after (left) demanding that the transverse distance of
the vertex is smaller than 1.9 cm and that the incident muon track points through
the full length of the target.
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FIGURE 6.5: Distribution of the longitudinal vertex position. The distributions
are shown for the full event selection while disabling the cut on the respective
variable if applicable. Note, that other selection cuts, most notably the selection
cuts for the proton tracks (Subsection 6.3.3), already constrain this quantity.
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FIGURE 6.6: Top left (right): magnitude of the momentum of the initial (final)
state muon. Bottom left (right): scattering (azimuthal) angle of the final state
muon in the laboratory system. The distributions are shown for the full event
selection while disabling the cut on the respective variable if applicable.

]2)c [(GeV/2Q
1 10

E
nt

rie
s

1

10

Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

2 3 4 5

 [GeV]ν
10 15 20 25 30 35 40 45

E
nt

rie
s

0

10

20

30

40

50

60

70

80 Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

 Bjx
2−10 1−10 1

E
nt

rie
s

1

10

Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

 ε
0.98 0.985 0.99 0.995 1

E
nt

rie
s

0

10

20

30

40

50 Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

FIGURE 6.7: Distribution of kinematic variables. The distributions are shown
for the full event selection while disabling the cut on the respective variable if
applicable.
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6.3.2 Selection of neutral cluster pairs

Only clusters in ECal0 and ECal1 are considered for this analysis. Because
of the kinematic coverage, the signal in ECal2 is expected to be very weak
and drowned by noise. In ECal1, clusters that are associated to a charged
track are ignored. Since ECal0 is placed straight after the target, there is no
tracking and no track can be associated to a cluster. Therefore, all clusters are
treated as neutral clusters.
A cut on the cluster timing as a function of the cluster energy is applied as il-
lustrated in Fig. 6.8. Clusters are combined in pairs when the higher energetic
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FIGURE 6.8: Cluster time as a function of the cluster energy. The mean clus-
ter energy (red line) was extracted by [101]. A two sigma cut is applied (blue
hatched lines).

cluster exceeds the thresholds

Eγh,ECal0 > 1 GeV,

Eγh,ECal1 > 2 GeV,
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and the lower energetic cluster exceeds the hardware threshold of the read-
out electronics

Eγl > 0.3 GeV.

The hereby created list of cluster pairs is further referred to as π0 candidates.

6.3.3 Selection of proton tracks

Proton tracks inside CAMERA are selected if

• the hits belong to scintillators that face each other,

• the velocity of the particle fulfills 0.1 < β := v
c
< 1,

• the longitudinal positions of the hits in the inner and outer ring are
inside the domain of the scintillators

−366.19 cm < zA < 8.81 cm,

−338.94 cm < zB < 71.06 cm.

The resulting list of proton tracks measured by CAMERA is further referred
to as proton candidates.

6.3.4 Exclusivity conditions

The track of the recoiled proton can be calculated from pure spectrometer
quantities. For this, vertex candidates and π0 candidates are combined. For
each vertex candidate and π0 candidate, q′ is calculated from the positions and
energies of the clusters, assuming that they are associated with photons orig-
inating from the vertex. The so-called predicted proton four-momentum p′pred
can now be calculated by

p′pred = k + p− k′ − q′.

By matching the predicted proton four-momentum with the proton candidates,
cuts that are sensitive on the exclusivity of the event are possible. In the fol-
lowing, quantities derived from the predicted proton four-momentum are
denoted with the subscript pred while the quantities measured by CAMERA
have no additional subscript. The investigated variables to check the exclu-
sivity are

• the azimuthal angle ϕ,

• the transverse momentum p⊥,

• the comparison of inner ring hit position zA to the predicted hit position
zA,pred, which is obtained by interpolation between the vertex and the
hit in the outer ring zB (cf. longitudinal position calibration Eq. 5.8),
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• the missing mass (or undetected mass) squared M2
X .

The exclusivity variables are then defined as follows:

∆ϕ = ϕpred − ϕ,
∆p⊥ = p⊥,pred − p⊥,

∆z = zA,pred − zA,
M2

X = (k + p− k′ − q′ − p′)2,

The cuts applied to the exclusivity variables read

|∆ϕ| < 0.4 rad,

|∆p⊥| < 0.3 GeV/c,

|∆z| < 16 cm,∣∣M2
X

∣∣ < 0.3 (GeV/c2)2.

Fig. 6.9 shows the distributions for the exclusivity variables.
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FIGURE 6.9: Distribution of exclusivity variables. The distributions are shown
for the full event selection while disabling the cut on the respective variable if
applicable.

The imposed cuts are not optimized for the event selection at hand but are
kept similar to the cuts used in the DVCS event selection ([31, p. 105]). In
a future analysis, these cuts may be put more restrictively to suppress back-
ground at an earlier stage.
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6.3.5 Multiplicity condition

The multiplicity K of an event is given as the number of combinations of
vertex candidates, π0 candidates and proton candidates that fulfill the exclusivity
conditions. By definition, an exclusive event must be unambiguous in the as-
sociation of measured quantities to particles. Hence, in general, only events
whereK = 1 are selected. As an exception in section 6.4.3, events with higher
multiplicity are allowed in order to perform background studies.

6.3.6 Cut on π0 signal

Fig. 6.10 shows the distribution of the invariant mass of the two photon sys-
tem Mγγ . Here, not the full event selection is used but the conditions im-
posed by the kinematic fit (see Subsection 6.3.7) are disabled to make the full
Mγγ spectrum visible. The π0 signal is clearly visible at the nominal π0 mass
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FIGURE 6.10: Distribution of the invariant mass of the two photon system Mγγ .
The distributions are shown for the full event selection while the cuts imposed
by the kinematic fit and the cut on the π0 mass are disabled.

(mπ0 = ∼0.135 GeV/c2). In addition, a small peak at the nominal mass of the
η meson (mη = ∼0.547 GeV/c2) is visible, indicating the possibility of a future
measurement of exclusive η muoproduction.
To select exclusive π0 candidate events, a Gaussian is applied to the π0 mass
signal which defines a 2.5σ cut for the signal selection that reads

0.1092 GeV/c2 < Mγγ < 0.1576 GeV/c2.

Fig. 6.11 displays the distribution of the π0 mass signal for the full event se-
lection.
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FIGURE 6.11: Distributions for the mass of the two photon system Mγγ for µ+

(bottom left) and µ− (bottom right) beam and the sum (top). The distributions
are shown for the full event selection while disabling the cut on the π0 mass.

6.3.7 Kinematic fit

The kinematic fit for the exclusive π0 muoproduction was introduced in Sec-
tion 6.2. At this stage of the event selection, all quantities for the input to the
fit have been gathered and the fit can be executed. The fit performs correc-
tions to the measured quantities and all derived quantities are recalculated.
The fit also offers the possibility to sort of rank the events using the χ2. A
large χ2 indicates that the kinematics of the event doesn’t add up which sup-
ports the assumption that an event is a background event. Hence, it is pos-
sible to improve the signal to background ratio by naively cutting the tail of
the χ2 distribution. For this, however, one has to be certain that the χ2 for
data events is comparable to the χ2 for Monte Carlo events. This is only true
when all resolutions/uncertainties of the measured quantities agree for data
and Monte Carlo. If this is not fulfilled, a bias will be introduced in the ac-
ceptance calculation and in the background subtraction.
For this analysis, a more conservative approach was chosen. Instead of the
χ2 distribution, individual pull distributions of specific quantities are used,
where the Monte Carlo description and data agree evidently well. This offers
a better control over each individual cut. Figures 6.12 to 6.18 show the pulls
of the measured quantities that enter the kinematic fit. The pulls are normal-
ized to the difference of the error before and after the fit. Figures B.4 to B.10 in
the appendix show the corresponding distributions without normalization.

In general, data and Monte Carlo behave very similar in the fit. However,
a shift in the pulls in the longitudinal component of the momentum pµ,3 and
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FIGURE 6.12: Pull distributions for the incoming µ. The quantities x and y
denote the track position at the z-position measured at the point closest to the
vertex. Here, p1,2,3 denote the components of the momentum vector. The nor-
malization factor σ denotes the difference of the error on the quantity before
and after the fit. The distributions are shown for the full event selection while
disabling all cuts imposed by the kinematic fit.

pµ′,3 is visible for the muons. This discrepancy between the measurement of
the beam and scattered muon was also found in [31, p. 110], yet its origin
remains unknown. The issue is treated as a systematic uncertainty in Sub-
section 6.7.5. Also, the widths of the pulls for data and Monte Carlo do not
always agree perfectly, which supports the decision to not blindly cut on the
χ2 distribution. The following pull distributions are identified to be eligible
for a cut:

• ϕ angle of the hit in the A ring of CAMERA:
∣∣∣(ϕA − ϕfitA )/σ

∣∣∣ < 2.5,

• ϕ angle of the hit in the B ring of CAMERA:
∣∣∣(ϕB − ϕfitB )/σ

∣∣∣ < 2.5,

• z momentum of incoming µ:
∣∣∣(pµ,3 − pfitµ,3)/σ

∣∣∣ < 5,

• z momentum of outgoing µ′:
∣∣∣(pµ′,3 − pfitµ′,3)/σ

∣∣∣ < 5,

• x position of the higher energetic cluster:
∣∣(xγh − xfitγh )/σ

∣∣ < 5,

• y position of the higher energetic cluster:
∣∣(yγh − yfitγh )/σ

∣∣ < 5,

• x position of the lower energetic cluster:
∣∣(xγl − xfitγl )/σ

∣∣ < 5,

• y position of the lower energetic cluster:
∣∣(yγl − yfitγl )/σ

∣∣ < 5.

The cuts are also shown in the respective figures. In addition, Figures B.2 to
B.3 in the appendix show the kinematic variables and the exclusivity vari-
ables without the cuts on the pull distributions.
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FIGURE 6.13: Pull distributions for the outgoing µ. The quantities x and y de-
note the track position at the z-position measured at the point closest to the
vertex. Here, p1,2,3 denote the components of the momentum vector. The nor-
malization factor σ denotes the difference of the error on the quantity before
and after the fit. The distributions are shown for the full event selection while
disabling all cuts imposed by the kinematic fit.
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FIGURE 6.14: Pull distributions for the position in ring A of CAMERA. The
measured quantities are the azimuth angle ϕ, the radius r and the longitudinal
position z of the hit. The normalization factor σ denotes the difference of the
error on the quantity before and after the fit. The distributions are shown for the
full event selection while disabling all cuts imposed by the kinematic fit.

σ)/fit
B

ϕ − 
B

ϕ(
10− 8− 6− 4− 2− 0 2 4 6 8 10

E
nt

rie
s

0

10

20

30

40

50

60

70 Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

σ)/fit
Br − Br(

10− 8− 6− 4− 2− 0 2 4 6 8 10

E
nt

rie
s

0

10

20

30

40

50
Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

σ)/fit
Bz − Bz(

10− 8− 6− 4− 2− 0 2 4 6 8 10

E
nt

rie
s

0

10

20

30

40

50
Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

FIGURE 6.15: Pull distributions for the position in ring B of CAMERA. The mea-
sured quantities are the azimuth angle ϕ, the radius r and the longitudinal po-
sition z of the hit. The normalization factor σ denotes the difference of the error
on the quantity before and after the fit. The distributions are shown for the full
event selection while disabling all cuts imposed by the kinematic fit.
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FIGURE 6.16: Pull distribution for the magnitude of the momentum of the recoil
proton. The normalization factor σ denotes the difference of the error on the
quantity before and after the fit. The distributions are shown for the full event
selection while disabling all cuts imposed by the kinematic fit.
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FIGURE 6.17: Pull distributions for the higher energetic γ. x and y denote the
track position at the z-position measured at the respective ECal, p denotes the
magnitude of the momentum of the γ. The normalization factor σ denotes the
difference of the error on the quantity before and after the fit. The distributions
are shown for the full event selection while disabling all cuts imposed by the
kinematic fit.
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FIGURE 6.18: Pull distributions for the lower energetic γ. x and y denote the
track position at the z-position measured at the respective ECal, p denotes the
magnitude of the momentum of the γ. The normalization factor σ denotes the
difference of the error on the quantity before and after the fit. The distributions
are shown for the full event selection while disabling all cuts imposed by the
kinematic fit.
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6.4 Simulations

After the application of the event selection, the signal still includes back-
ground that can not be easily separated. The majority of the background in
the measurement of the exclusive π0 muoproduction at COMPASS is originat-
ing from events where the target proton was destroyed. The detected recoil
particle in CAMERA may then be a result of the fragmentation process in-
stead of the scattered target proton. Likewise, the detected clusters may be a
result of a π0 produced in the fragmentation process. In the events where the
proton was destroyed the π0 is not produced exclusively but it is accompa-
nied by other particles. These events are further referred to as non-exclusive
background.
The kinematic and topological properties of non-exclusive background pro-
cesses can be quite well simulated by Monte Carlo generators which allows
studying the detector response for these events. In particular, the simula-
tion of the non-exclusive background will be used to estimate the irreducible
background in the presented analysis. For this, the LEPTO generator is used
whose parameters where tuned to fit COMPASS best. A detailed description
of LEPTO is given in [102] while the adjustments for COMPASS are outlined in
[103]. As it will be demonstrated in Subsection 6.4.2, the Monte Carlo yield
has to be normalized to the data which is the subject of Subsection 6.4.3.
For a pure simulation of signal events, HEPGEN++, a generator not only for
the exclusive π0 muoproduction process, is used. It completes the model of
the data in conjunction with LEPTO. Also, the generator is used for the eval-
uation of the acceptance correction in Section 6.5. Details about the generator
and the implemented processes can be found in [104, 105].
The simulation of the detector response is provided by TGEANT [106] which
is built on top of the GEANT4 [107] framework. Starting from upstream of
the liquid hydrogen target, it includes all relevant active and inactive materi-
als of the COMPASS experiment which are in the acceptance of the interesting
final state particles. Among others, it also provides simulations for pile-up
and the beam halo, electronic noise in the calorimeters and a parametriza-
tion for the calorimeter particle cluster shape tuned to data. The output of
TGEANT is then further processed by the same production chain as used
for the data4. The event selection of Monte Carlo events differs then only
marginally from the one described in Section 6.3. Most notably, since the
beam momentum stations are not included in the simulation, the respective
cuts have to be disabled. Further, in following subsections the DIS cuts men-
tioned in Section 6.3 are replaced by the following cuts

• y > 0.05,

• Q2 > 1 (GeV/c)2,

• |tcam| > 0.08 (GeV/c)2,

4 The Monte Carlo samples used are the productions identified with “Production_16-02 -
v2”, see [108].
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to enhance the statistics and therefore the stability of the normalization pro-
cedure. Here, tcam denotes the square of the four-momentum transfer to the
target nucleon using the four-momentum of the recoiled proton p′ as deter-
mined by the CAMERA detector.

6.4.1 HEPGEN++

The HEPGEN++ generator is a weighted Monte Carlo generator. Each event
generated at a specific point in the phase space ∆Ω is weighted by the cross-
section evaluated at that point. Still, the generator does not distribute the
events flatly in the phase space. The number of generated events is dis-
tributed over the phase space approximately like the expected number of
real data events.
Fig. 6.19 shows the mass of the two photon system Mγγ after the event selec-
tion for data and the HEPGEN++ Monte Carlo sample. Here, the HEPGEN++
Monte Carlo sample is normalized to the Monte Carlo luminosity Lhep

Lhep =

∑N∆Ω
hep

i=1 wi
σtot

, (6.17)

σtot =

∫
∆Ω

dσπ
0

HEPGEN++

dΩ
dΩ, (6.18)

with w the event weight, N∆Ω
hep the total number of events generated in the

phase space ∆Ω and σtot the integrated cross-section in the phase space ∆Ω.
The integrated cross-section σtot is calculated by integrating the differential

cross-section function dσπ
0

HEPGEN++
dΩ

in the phase space ∆Ω. The corresponding
function from the HEPGEN++ package was used to obtain the differential
cross-section in accordance with how the events N∆Ω

hep were generated. As
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FIGURE 6.19: Distribution of the invariant mass of the two-photon system Mγγ

for data, HEPGEN++ and LEPTO, normalized to their respective luminosities.
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expected, the events generated by HEPGEN++ are only located around the
nominal π0 mass. It is worth noting, that the model implemented in HEP-
GEN++ for the exclusive π0 muoproduction process seems to predict a rea-
sonable cross-section for COMPASS kinematics.

6.4.2 LEPTO

The LEPTO generator is a well-accepted tool for generating SIDIS events.
Again, Fig. 6.19 shows the mass of the two photon systemMγγ after the event
selection for data and the LEPTO Monte Carlo sample. The Monte Carlo lu-
minosity Llep, used for the normalization of the LEPTO Monte Carlo, is given
by

Llep =
N∆Ω
lep

σtot
, (6.19)

with N∆Ω
lep the total number of events generated in the phase space ∆Ω and

σtot the integrated cross-section in the phase space, which is provided by
LEPTO5.
It is striking, that the distribution for LEPTO in Fig. 6.19 shows a strong signal
at the nominal π0 mass. Further investigations show, that LEPTO itself pro-
duces events that feature an exclusive π0 event topology, i.e. four final state
particles - the scattered muon, a proton and two photons. Hence, the LEPTO
Monte Carlo can be split into three contributions:

1. Events with exclusive π0 topology and a recoiling proton.

2. Events with exclusive π0 topology and a proton from hadronization.

3. other events.

Both events of type 1 and type 2 have to be considered as signal events since
they feature an exclusive π0 muoproduction topology in the sense that they
are indistinguishable from events generated by HEPGEN++.
To further understand the origin of these events on the level of the generator,
a typical JETSET output for the events of type 1 is given in listing B.11 and one
for the events of type 2 is given in listing B.12. In case of the type 1 events, the
struck proton seems to immediately recombinate with the active quark while
in the case of type 2 events, the active quark forms a cluster from which by
chance a single proton is created.
The similarity of the events of type 1 and 2 to HEPGEN++ is demonstrated
best when studying the behavior of the different event types when the kine-
matic fit is applied as shown in Fig. 6.20. The full set of pull distributions is
shown in Figures B.13 to B.19 in the appendix. It can be observed, that the
entries in the pull for event type 1, type 2 and HEPGEN++ are very similar
distributed. On the other hand, the pull distribution for events of type 3 very
well describes the background of the data, which is especially visible in the

5See «PARL[23]» in [102, p. 25].
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FIGURE 6.20: Pull distributions for data, HEPGEN++ and LEPTO respectively
different event types produced by LEPTO. Events of type 1 are labeled by
“LEPTO excl.”, events of type 2 by “LEPTO excl. no recoil” and events of type
3 by “LEPTO other”. The left pull distribution shows the azimuth angle in the
outer scintillator ϕB while the right pull distribution shows the z component
of the momentum of the scattered muon pµ′,3. Here, HEPGEN++ and the full
contribution of LEPTO are normalized to the data using the integral.

pull distribution for the azimuth angle in the outer scintillator ϕB.
Since LEPTO shall be used to only describe the background in the measure-
ment of the exclusive π0 muoproduction, event types 1 and 2 are unwanted.
Only the event types 3 of LEPTO are further used and labeled as “LEPTO back-
ground”. The full description of the data is then a combination of LEPTO type
3 events to account for the non-exclusive background and HEPGEN++ to
model the signal. The mixture of the two, respectively the amount of “LEPTO
background” needed to describe the background in data, is subject of Sub-
section 6.4.3.

6.4.3 Normalization

The objective is to find the correct normalization for “LEPTO background” to
describe the non-exclusive background in the data. The procedure is applied
for µ+ and µ− separately, to be exemplary, in the following only µ− is consid-
ered.
As a starting point, both “LEPTO background” and HEPGEN++ are inde-
pendently normalized to the region of the Mγγ distribution as shown on the
left-hand side in Fig. 6.21. At that point, each Monte Carlo describes the full
signal. Proceeding from this normalization, the procedure in principle scales
and sums up the two Monte Carlo contributions such that a good description
for the data is achieved. For this, the distributions of the exclusivity variables
(cf. Subsection 6.3.3) are examined. By removing the respective exclusivity
condition in the so-called signal like selection, the distributions are both sen-
sitive to the signal at their central value and also to background in their tails.
While in the signal like selection the signal dominates, in the so-called back-
ground like selection the background dominates. For this, the event selection
is modified to select events with an ambiguous number of exclusive can-
didates by requiring K > 1 (cf. Subsection 6.3.5). The right-hand side of
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FIGURE 6.21: Left: Spectrum for the mass of the two photon system Mγγ for
data, HEPGEN++ and LEPTO, normalized to the integral of data events inside
the Mγγ cut range (cf. Subsection 6.3.6). Right: Distribution of multiplicity for
the background like selection (same normalization as in the left plot). Although
in the event selection K > 1 is required, one can see entries for Kπ0 = 1. This
is because the cut on the π0 mass is applied after the multiplicity condition. In
comparison to data, LEPTO tends to produce higher multiplicities.

Fig. 6.21 shows the distribution of multiplicity Kπ0 for the background like se-
lection. The quantity Kπ0 denotes the number of exclusive candidates within
the π0 mass range. The discrimination between K and Kπ0 is due to the π0

signal cut (Subsection 6.3.6) being applied after the multiplicity condition
(Subsection 6.3.5).
It can be observed, that the statistics in the data for higher multiplicities
(Kπ0 > 3) is not sufficient (mind the logarithmic scale in Fig. 6.21). There-
fore, a cut is introduced, limiting the multiplicity Kπ0 < 3. The evolution of
the M2

X distribution as a function of the upper limit of Kπ0 is displayed in
Fig. 6.22. The dependency of the method on the upper limit of Kπ0 is studied
at the end of the subsection.
As one can observe in Fig. 6.22, events originating from HEPGEN++ create a
narrow peak centered around M2

X = 0 where the width is the result of detec-
tor resolutions. Even though HEPGEN++ only creates exclusive events, due
to the admixture of background in the Monte Carlo simulation (e.g. noise in
ECals), events with multiplicity K > 1 exist.
“LEPTO background” events are almost equally distributed over the full range
of the histogram with a small peak a M2

X = 0. Positive M2
X values are

enhanced as a consequence of not detecting all final state particles in non-
exclusive events. Negative M2

X values are the result of misidentifying final
state particles.
The objective is now to scale LEPTO and HEPGEN++ such that the best de-
scription of the data is achieved. For this, a least squares fit is used minimiz-
ing the sum S running over the N bins of the histogram:

S(~r) =
N∑
i=1

(wiri)
2 . (6.20)

Different residuals ri are investigated to find a convincing agreement be-
tween data and model. For the weight of the residualwi = 1/σi, the statistical
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FIGURE 6.22: Evolution of the M2
X distribution for different multiplicities. Top

left: signal like selection, where a K = 1 is demanded. The other plots show
the background like selection (K > 1) for different upper limits Kπ0 . Top right:
Kπ0 < 2. Middle left (right): Kπ0 < 3 (4). Bottom left (right): Kπ0 < 5 (6). The
normalization is given by the Mγγ distribution (Fig. 6.21) for all distributions.

error of the respective data bin σi is used.

Method 1 only uses the signal like selection. The residual is defined as

ri = ysi − f(β0; ysi,L, y
s
i,H),

f(a; L,H) := aL+ (1− a)H, (6.21)

where ysi , ysi,H and ysi,L denote the content of the i’th bin of the signal like se-
lection for data, HEPGEN++ and LEPTO. The free parameter β0 describes the
share between “LEPTO background” and HEPGEN++ needed to describe the
data. Applying the method to the M2

X signal distribution, the scaling is ob-
tained as displayed on the left-hand side of Fig. 6.23. The obtained scaling
can also be allied to the M2

X background distribution, which is depicted on
the right-hand side of the figure.
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FIGURE 6.23: Left: Distribution of the quantity M2
X for the signal like selection

for data, HEPGEN++ and the combined Monte Carlo, with the ratio of HEP-
GEN++ determined by method 1. Right: Distribution of the quantity M2

X for the
background like selection for data, HEPGEN++ and the combined Monte Carlo,
with the ratio of HEPGEN++ determined by method 1.

One can observe, that even though the background in the distribution for the
signal like selection already fits the data quite well, in the background like se-
lection, the model slightly underestimates the data. This shows again, that
the multiplicity is not perfectly described by LEPTO.

Method 2 gives the fit information on the background by simultaneously fit-
ting the signal like selection and the background like selection. Here, the resid-
ual is defined as

ri = ysi − f(β0; ysi,L, y
s
i,H) + (6.22)

ybi − f(β0; ybi,L, y
b
i,H),

f(a; L,H) := aL+ (1− a)H, (6.23)

with the superscripts s (b) selecting the distribution for the signal like selection
(background like selection). Again, the free parameter β0 describes the share
between “LEPTO background” and HEPGEN++ needed to describe the data.
The result of this method is displayed in Fig. 6.24. The agreement in the back-
ground like selection is slightly improved, but it is not possible to find one
common share between “LEPTO background” and HEPGEN++ for both the
signal like selection and background like selection at the same time.

Method 3 disentangles the ratio between LEPTO and HEPGEN++ by intro-
ducing the additional free parameters β1 and β2 in the residual,

ri = ysi − f(β0, β1; ysi,L, y
s
i,H) + (6.24)

ybi − f(β0, β2; ybi,L, y
b
i,H),

f(a, b; L,H) := bL+ aH, (6.25)

The parameters β1 and β2 describe the share of “LEPTO background” in the
signal like selection respectively the background like selection while the share
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FIGURE 6.24: Left: Distribution of the quantity M2
X for the signal like selection

for data, HEPGEN++ and the combined Monte Carlo, with the ratio of HEP-
GEN++ determined by method 2. Right: Distribution of the quantity M2

X for the
background like selection for data, HEPGEN++ and the combined Monte Carlo,
with the ratio of HEPGEN++ determined by method 2.

of HEPGEN++ is still fixed in both selections by the parameter β0. The agree-
ment of data and model for both the signal and background is now very well
achieved as depicted in Fig. 6.25.
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FIGURE 6.25: Left: Distribution of the quantity M2
X for the signal like selection

for data, HEPGEN++ and the combined Monte Carlo, with the ratio of HEP-
GEN++ determined by method 3. Right: Distribution of the quantity M2

X for the
background like selection for data, HEPGEN++ and the combined Monte Carlo,
with the ratio of HEPGEN++ determined by method 3.

To compare the different methods, the share for “LEPTO background” can be
assessed for each method. In method 1 and method 2, the share is given by
the parameter β0

rlepto = β0,

while for method 3, it is given by the weighted average for the calculated
share in the signal like selection and background like selection

rlepto =
β1/s

2
β1

+ β2/s
2
β2

1/s2
β1

+ 1/s2
β2

,

where sβ1 and sβ2 denote the standard deviations reported by the minimizer.
In Fig. 6.26 (Fig. 6.27), the results for rlepto for the methods is summarized for
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µ− (µ+) data. Next to the exclusivity variables M2
X , ∆p⊥ and ∆ϕ, in addition,

the pure spectrometer quantity Emiss is investigated as well. The figures also
show the influence of the variation due to a different upper limit for the mul-
tiplicity Kπ0 .
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FIGURE 6.26: Values for the fraction of “LEPTO background” in the data ob-
tained with the different methods for Emiss, M2

X , ∆p⊥ and ∆ϕ for µ− data. The
different plots show the variation of the result when modifying the upper limit
on the multiplicity. Top left (right): Kπ0 < 2(3); Bottom left (right): Kπ0 < 4(5)

Since in method 2, the share between “LEPTO background” and HEPGEN++
is constrained to the same value for the background and signal like selection
and in method 3, the share of “LEPTO background” is disentangled in the
background and signal like selection, both methods are sensitive to the upper
limit of the multiplicity Kπ0 . As method 1 only uses the signal like selection,
it is not affected by a variation of the upper limit.

From Fig. 6.26 and Fig. 6.27 the fraction of “LEPTO background” rlepto with
respect to the normalization to the Mγγ data distribution is estimated as well
as upper and lower limits, as summarized in Table 6.2, while a nominal value
of rlepto = 60 % for both beam charges is a chosen. The limits stated in Table
6.2 will enter into systematic studies, Subsection 6.7.4.
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FIGURE 6.27: Values for the fraction of “LEPTO background” in the data ob-
tained with the different methods for Emiss, M2

X , ∆p⊥ and ∆ϕ for µ+ data. The
different plots show the variation of the result when modifying the upper limit
on the multiplicity. Top left (right): Kπ0 < 2(3); Bottom left (right): Kπ0 < 4(5)

TABLE 6.2: Values for the estimated fraction of “LEPTO background” rlepto in
the data. The values are determined by using Fig. 6.26 and Fig. 6.27.

nominal max. BG min. BG

rµ
−

lepto/% 60 65 50
rµ

+

lepto/% 60 65 45

6.5 Acceptance

The acceptance was calculated by using the HEPGEN++ exclusive π0 Monte
Carlo sample, cf. Section 6.4. The spectrometer acceptance a∆Ω for the phase
space segment ∆Ω is defined as

a∆Ω =

N∆Ω
reco∑
i=1

wi/

N∆Ω
gen∑
i=1

wi ≡
N∆Ω
data

N∆Ω
real

, (6.26)

where N∆Ω
gen denotes the generated events in the phase space segment ∆Ω

with boundaries given by the generated kinematic. The quantity N∆Ω
reco de-

notes the events reconstructed in the phase space segment ∆Ω with bound-
aries given by the reconstructed, fitted kinematic. Thus, the acceptance also
accounts for smearing effects (at first order). In the measurement, the ac-
ceptance gives the ratio of the number of reconstructed events N∆Ω

data to the
number of actual events N∆Ω

real.
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The acceptance was calculated for µ+ and µ− separately in bins of

• the photon virtuality Q2,

• the Lorentz invariant quantity ν, which, in the laboratory frame, corre-
sponds to the energy difference between incident and final muon,

• the square of the four-momentum transfer to the proton t,

• the angle between the leptonic and hadronic plane φπ0 (see also Fig. 2.6).

In each four-dimensional bin, the acceptance is given according to Eq. 6.26.

Fig. 6.28 shows the acceptance in bins of Q2 and ν as a function of φπ0 , aver-
aged over t. The Figures B.20 to B.24 in Appendix B.3.3 display the accep-
tance for each t bin.
For Q2 > 5 (GeV/c)2 and small ν, the acceptance for large φπ0 drops to zero.
On the other hand, for ν > 28 GeV and small Q2, the acceptance in the center
of φπ0 drops to zero. This leads to the Q2 and ν range of the analysis:

1 (GeV/c)2 < Q2 < 5 (GeV/c)2,

8.5 GeV < ν < 28 GeV.

The acceptance averaged over the quantity φπ0 as a function of t in bins of Q2

and ν is displayed in Fig. 6.29.
Here, the acceptance appears to be rather flat. Again, the acceptance ap-
proaches zero for the bin at large Q2 and small ν. The corresponding figures
for each φπ0 bin are available in Appendix B.3.3, Figures B.25 to B.32.
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6.6 Cross-section extraction

This section outlines the extraction of the cross-section for the process

γ∗p→ π0p

in the kinematic range

0.08 (GeV/c)2 < |t| < 0.64 (GeV/c)2,

1 (GeV/c)2 < Q2 < 5 (GeV/c)2,

8.5 GeV < ν < 28 GeV,

as a function of the square of the four-momentum transfer to the proton t and
as a function of the angle between the leptonic and hadronic plane φπ0 . After
introducing the extraction method in general, Subsection 6.6.1, the steps to
extract the cross-section as a function of t and φπ0 are explained in Subsection
6.6.3 and Subsection 6.6.4. Throughout the section, the kinematic variables
determined by the kinematic fit are used.

6.6.1 Extraction method

In an ideal experiment with 100 % acceptance, efficiency and purity, a given
luminosity L and integrated cross-section σ for a particular process µp →
µpπ0 results in a number of measured events Ndata

Lσ = Ndata.

In case of a differential cross-section in Ω, where Ω denotes a kinematic de-
pendence of the cross-section, the measurement is made in a certain interval
∆Ω of the differential variable

L
∫

∆Ω

dσ

dΩ
dΩ = N∆Ω

data, (6.27)

with N∆Ω
data the number of events in the bin. The differential cross-section dσ

dΩ

is not directly accessible by the experiment, one can only measure the mean
differential cross-section in the bin〈dσ

dΩ

〉
∆Ω

:=

∫
∆Ω

dσ
dΩ

dΩ

∆Ω
=
N∆Ω
data

L∆Ω
.

Using the virtual-photon flux Γ (Eq. 2.12), the mean differential virtual-photon
proton cross-section for the process γ∗p→ pπ0 is given by〈dσ

dκ

〉
∆Ω

:=

∫
∆Ω

1
Γ

dσ
dΩ

dΩ

∆Ω
, (6.28)
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Explicitly, here dΩ = dκdQ2dν respectively ∆Ω = ∆κ∆Q2∆ν, where κ is a
substitute for either t or the angle φπ0 . In case of the extraction as a function
of t, the φπ0 dimension is integrated over from −π to π. The determination of
the integral in Eq. 6.28 follows as∫

∆Ω

dσ

dΩ

1

Γ
dΩ = N∆Ω

data

∫
∆Ω

dσ
dΩ

1
Γ
dΩ

N∆Ω
data

,

= N∆Ω
data

∫
∆Ω

(
dσ

dΩ
/N∆Ω

data

)
1

Γ
dΩ,

=
N∆Ω
data

L

∫
∆Ω

(
dσ

dΩ
/

∫
∆Ω

dσ

dΩ
dΩ

)
1

Γ
dΩ, (using Eq. 6.27)

=
N∆Ω
data

L

∫
∆Ω

1

Γ
P(Ω)dΩ, with (6.29)

P(Ω) =
dσ

dΩ
/

∫
∆Ω

dσ

dΩ
dΩ and

∫
∆Ω

P(Ω) = 1.

From Eq. 6.29 one can see that solving the integral comes down to calculating
the expectation value E 1

Γ
=
∫

∆Ω
1
Γ

P(Ω)dΩ with probability density function
P(Ω). However, the function P(Ω) is unknown, since it essentially consists
of the cross-section that is to be determined. Hence, the expectation value
E 1

Γ
is estimated using data (which are naturally distributed according to the

probability density function),

E 1
Γ
≈ 1

N∆Ω
data

N∆Ω
data∑
i=1

1

Γ(Ωi)
, (6.30)

by effectively calculating the mean value of 1
Γ(Ωi)

within the phase space seg-
ment ∆Ω, where Ωi denotes the kinematics of the i’th event. Resolution
effects when evaluating Γ(Ωi) are at the percent level and are therfore ne-
glected, see also Fig. B.33 in the appendix.
An alternative approach uses the model prediction for P(Ω) with the cost of a
model dependent result. Since model predictions are very weak for the stud-
ied process in the particular kinematic range, this approach is assessed in a
systematic study in Appendix B.5.

Inserting Eq. 6.30 into Eq. 6.29, the measurement of the mean differential
virtual-photon proton cross-section defined in Eq. 6.28 can be performed by
evaluating

〈dσdata

dκ

〉
∆Ω

=
1

L∆Ω

N∆Ω
data∑
i=1

1

Γ(Ωi)
. (6.31)

Since the experiment is not perfect, the acceptance introduced in Section 6.5
is used to account for the “lost” events by weighting the events with their
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probability of detection. Using Eq. 6.26

a∆Ω =
N∆Ω
data

N∆Ω
real

⇒ N∆Ω
real = a−1

∆ΩN
∆Ω
data,

and Eq. 6.31 is adapted

〈dσdata

dκ

〉
∆Ω

=
1

L∆Ω

N∆Ω
data∑
i=1

a(Ωi)
−1

Γ(Ωi)
. (6.32)

In this equation, the acceptance is used as it would be a smooth function and
is evaluated for the kinematics of the i’th event Ωi. The bin sizes of the ac-
ceptance are considered to be sufficiently small, hence the acceptance can be
considered constant within an acceptance bin. Effects due to the binning of
the acceptance are absorbed into the systematic uncertainties, see Subsection
6.7.3.

The background originating from non-exclusive processes is subtracted
from Eq. 6.32 on the level of cross-sections〈dσ

dκ

〉
∆Ω

=
〈dσdata

dκ

〉
∆Ω
−
〈dσBG

dκ

〉
∆Ω
,

=
1

L∆Ω
·

N∆Ω
data∑
i=1

a(Ωi)
−1

Γ(Ωi)
−

N∆Ω
BG∑
i=1

a(Ωi)
−1

Γ(Ωi)

 . (6.33)

where the cross-section for the non-exclusive background dσBG is estimated
using the number of events N∆Ω

BG of the “LEPTO background” that was nor-
malized to the data according to Subsection 6.4.3.

As one can see from Eq. 6.33, the cross-section is a result of summing
up weights for data respectively “LEPTO background” events, where wi, the
weight of the i’th event, is given by

wi =
1

L∆Ω

a(Ωi)
−1

Γ(Ωi)
. (6.34)

Rewriting Eq. 6.33, the cross-section can be expressed as

〈dσ

dκ

〉
∆Ω

=

N∆Ω
data∑
i=1

wi −
N∆Ω
BG∑
i=1

wi

 ,

(∑
wi

)±
∆Ω

:=

N∆Ω
data±∑
i=1

wi −
N∆Ω
BG±∑
i=1

wi

 , (6.35)

(6.36)
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where the signs ± denote the selection of µ+ respectively µ− data. The asso-
ciated variance is given by the sum of squares of weights

V

[〈dσ

dκ

〉
∆Ω

]
=

N∆Ω
data∑
i=1

w2
i +

N∆Ω
BG∑
i=1

w2
i

 ≈ N∆Ω
data∑
i=1

w2
i ,

(∑
w2
i

)±
∆Ω

:=

N∆Ω
data±∑
i=1

w2
i .

while the low statistical uncertainty of the Monte Carlo allows for dropping
the term introduced by the “LEPTO background”.

The acceptance and the estimation of the non-exclusive background de-
pend on the beam charge. Therefore, Eq. 6.35 is evaluated separately for µ+

and µ− and the average finally leads to the value of the cross-section in the
bin ∆Ω (∑

wi

)
∆Ω

:=
1

2

[(∑
wi

)+

∆Ω
+
(∑

wi

)−
∆Ω

]
, (6.37)

with variance(∑
w2
i

)
∆Ω

:=
1

4

[(∑
w2
i

)+

∆Ω
+
(∑

w2
i

)−
∆Ω

]
. (6.38)

6.6.2 Extraction of unseparated cross-section

Here, the extraction of the unseparated cross-section in a single bin ∆Ω is per-
formed. The bin spans over the fullQ2, ν and |t| range of the analysis. Hence,
the width of the bin is given by ∆Ω = ∆Q2∆ν∆t with ∆Q2 = 4 (GeV/c)2,
∆ν = 19.5 GeV and ∆t = 0.56 (GeV/c)2 and the event weight (Eq. 6.34) reads

wi =
1

L∆Q2∆ν∆t

a(Ωi)
−1

Γ(Ωi)
.

Using Eq. 6.37, the unseparated cross-section results in〈dσT
d|t| + ε

dσL
d|t|

〉
=
〈dσγ

∗p→π0p

d|t|
〉

=
(∑

wi

)
∆Ω

= 6.02
nb

(GeV/c)2
.

The standard deviation follows from the variance (Eq. 6.38) as√
V

[〈dσγ∗p→π0p

d|t|
〉]

=

√(∑
w2
i

)
∆Ω

= 1.44
nb

(GeV/c)2
.
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The numbers that enter into these calculations are collected in Table 6.6 at the
end of the section.

6.6.3 Extraction of the cross-section as a function of t

The following section will guide through the steps to obtain the cross-section
as a function of t. The common notation for this dependence is by using the
absolute value |t| which is used from here on. The principle is equivalent to
the preceding extraction of the unseparated cross-section while restricting to
a certain range in |t|. Now, the event weight (cf. Eq. 6.34) reads

wi =
1

L∆Q2∆ν∆tn

a(Ωi)
−1

Γ(Ωi)
,

where the width of the n’th |t|-bin is denoted by ∆tn while ∆Q2 = 4 (GeV/c)2

and ∆ν = 19.5 GeV are given by the kinematic range of the analysis. The
extraction bins and their widths are listed in table Table 6.3. Using Eq. 6.37,
the cross-section in the n’th extraction bin reads〈dσγ

∗p→π0p

d|t|
〉

∆Ωn
=
(∑

wi

)
∆Ωn

. (6.39)

TABLE 6.3: Ranges and widths of the cross-section extraction bins in |t|.

bin t1 t2 t3 t4 t5
range

(GeV/c)2 [0.08,0.15[ [0.15,0.22[ [0.22,0.36[ [0.36,0.5[ [0.5,0.64[
∆t

(GeV/c)2 0.07 0.07 0.14 0.14 0.14

The numbers that enter are visualized in Fig. 6.30 where the number of
events as function of |t| after the event selection is displayed together with
the properly normalized “LEPTO background” contribution, separated for µ−

and µ+ beam.
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FIGURE 6.30: Number of events as a function of |t| for µ+ (left) and µ− (right)
after the full event selection.
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By evaluating Eq. 6.39 for each extraction bin, the final result is obtained as
depicted in Fig. 6.31. Since the number of events that enter into the cross-
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FIGURE 6.31: Differential virtual-photon proton cross-section for the process
γ∗p→ π0p as function of |t|. The red points represent the mean differential cross-
section in the bins defined in Table 6.3. The points are plotted at the center of the
respective bin. The red and green bars represent confidence intervals obtained
using the bootstrap where the green bars illustrate the confidence intervals with
exact coverage, see following Subsection 6.6.5. Just for comparison, the blue
bar represents the relative Poisson confidence interval using the number of data
events in the bin. The gray bar represents the square root of the variance, cf.
Eq. 6.38.

section is quite small, the estimation of the respective confidence intervals
using the variance is not accurate. A method to obtain appropriate con-
fidence intervals is outlined in Subsection 6.6.5. For comparison, different
confidence intervals are compared in Fig. 6.31. All numbers are collected in
Table 6.6 at the end of the section.

6.6.4 Extraction of the cross-section as a function of φπ0

The extraction of the cross-section as a function of φπ0 is performed in eight
equidistant φπ0-bins listed in Table 6.4 that cover the range −π < φπ0 < π
and one |t| bin covering the full range of the analysis 0.08 (GeV/c)2 < |t| <
0.64 (GeV/c)2.
In an analogous fashion to the extraction as a function of |t| in the preceding
section, here, the event weight reads

wi =
1

L∆Q2∆ν∆t∆φπ0 ,n

a(Ωi)
−1

Γ(Ωi)
.
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TABLE 6.4: Ranges and widths of the cross-section extraction bins in φπ0 .

bin φπ0 ,1 φπ0 ,2 φπ0 ,3 ... φπ0 ,8

range
rad

[−4π
4
,−3π

4
[ [−3π

4
,−2π

4
[ [−2π

4
,−π

4
[ ... [3π

4
, 4π

4
[

∆φπ0
π
4

π
4

π
4

... π
4

The width of the n’th φπ0 bin is denoted by ∆φπ0 ,n while ∆Q2 = 4 (GeV/c)2,
∆ν = 19.5 GeV and ∆t = 0.56 (GeV/c)2 are given by the kinematic range of
the analysis. The mean differential cross-section extracted in the n’th bin of
φπ0 reads 〈d2σγ

∗p→π0p

d|t|dφπ0

〉
∆Ωn

=
(∑

wi

)
∆Ωn

. (6.40)

In Fig. 6.32, the number of events as a function of φπ0 after the event selection
is displayed together with the properly normalized “LEPTO background”
contribution separated for µ− and µ+ beam. By evaluating Eq. 6.40 for each
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FIGURE 6.32: Number of events as a function of φπ0 for µ+ (left) and µ− (right)
after the full event selection.

extraction bin, the final result is obtained as depicted in Fig. 6.33. Here, the
number of events that enter into the extraction is even smaller compared to
the extraction as a function of |t|. Especially the bins at the edges suffer from
low statistics. Again, different confidence intervals are compared in Fig. 6.33
while the method to obtain appropriate confidence intervals is outlined in
Subsection 6.6.5. All numbers are collected in Table 6.6 at the end of the sec-
tion.
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FIGURE 6.33: Differential virtual-photon proton cross-section for the process
γ∗p → π0p as function of φπ0 . The red points represent the mean differential
cross-section in the bins defined in Table 6.4. The points are plotted at the cen-
ter of the respective bin. The red and green bars represent confidence intervals
obtained using the bootstrap where the green bars illustrate the confidence in-
tervals with exact coverage, see following Subsection 6.6.5. Just for comparison,
the blue bar represents the relative Poisson confidence interval using the num-
ber of data events in the bin. The gray bar represents the square root of the
variance, cf. Eq. 6.38.

6.6.5 Estimation of uncertainties

In this section, the technique for the estimation of the confidence intervals
in Fig. 6.31 and Fig. 6.33 is outlined. The value in each bin corresponds to a
sum of Poisson distributed weights. Hence, the underlying probability den-
sity function (PDF) can be described by a compound Poisson distribution.
The mean and the variance of the distribution follow as quoted in Eq. 6.37
and Eq. 6.38. However, since the number of events is small and the PDF of
the weights is unknown, the confidence interval can not be inferred from the
variance of the measurement.

Here, the technique to estimate the PDF from data using the Poisson boot-
strap is used as proposed in [109]. A bootstrap sample wboot is created from
data by modifying the sum of observed weights wobs (cf. Eq. 6.35) as

wobs :=

N∆Ω
data∑
i=1

wi →
N∆Ω
data∑
i=1

niwi =: wboot, (6.41)

where ni is a randomly chosen Poisson distributed number with mean λ = 1.
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The resulting Poisson bootstrap distribution can be treated as an estimation
of the PDF. The plots in Fig. 6.34 (Fig. 6.35) show the Poisson bootstrap dis-
tributions for each extraction bin in t (φπ0).
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FIGURE 6.34: Poisson bootstrap distributions for values in bins of t (in ascend-
ing order from left to right, top to bottom). The black line indicates the measured
value while the blue lines indicate the confidence interval with 1− α = 68.27 %
confidence level obtained by integrating the respective distribution. The red
curve is a fit to the distribution.

The black lines indicates wobs in the respective bin. The red curves in
Fig. 6.34 and Fig. 6.35 correspond to fits to the distributions using PGamma,
the PDF of the Gamma distribution. The fitted function reads

Gamma(x; ~p) = p0 · PGamma(p3 +
x− p1

p2

, p3, 1),

where ~p = (p0, p1, p3, p3) denotes the fitted parameters while PGamma is taken
from the ROOT package [110].
The respective confidence intervals [Cl, Cu] with 1− α = 68.27 % significance
level are inferred from the fitted functions by calculating

α

2
=

∫ Cl

−∞
Gammaλ=1(x; ~p) dx/F,

1− α

2
=

∫ ∞
Ch

Gammaλ=1(x; ~p) dx/F, (6.42)

with F =

∫ ∞
−∞

Gammaλ=1(x; ~p) dx.

The subscript λ = 1 emphasizes that the Gamma functions correspond to
the Poisson bootstrap distributions in Fig. 6.34 and Fig. 6.35. The hereby ob-
tained confidence intervals are illustrated in Fig. 6.31 and Fig. 6.33 by the red
bars. A summary of the corresponding numbers is available at the end of the
section in Table 6.6.
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Confidence interval with exact coverage: Following [109], the calculation
of the upper limit of the confidence interval with exact coverage C∗u can be
performed by creating a bootstrap sample for which the mean of the Poisson
λu is chosen such that portion of the distribution below the observed value
wobs amounts to α/2:

α

2
=

∫ wobs

−∞
Gammaλu(x; ~p) dx, (6.43)

C∗u = λu · wobs.

Here,Gammaλu(x; ~p) denotes the function corresponding to the Poisson boot-
strap distribution where the bootstrap samples are created by using λu as the
mean of the Poisson distribution.
Similarly, the lower limit of the confidence interval C∗l follows with

α

2
=

∫ ∞
wobs

Gammaλl(x; ~p) dx, (6.44)

C∗l = λl · wobs.

Technically, the distributions that correspond to λl and λu are obtained using
a parametrization of the Poisson bootstrap distributions as a function of λ,
outlined in the following Subsection 6.6.6.
The confidence intervals obtained by the Poisson bootstrap with exact cover-
age are displayed in Fig. 6.34 and Fig. 6.35 with green bars and summarized
in Table 6.6.
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FIGURE 6.35: Poisson bootstrap distributions for values in bins of φπ0 (in
ascending order from left to right, top to bottom). The black line indicates
the measured value while the blue lines indicate the confidence interval with
1−α = 68.27 % confidence level obtained by integrating the respective distribu-
tion. The red curve is a fit to the distribution.
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6.6.6 Parameterization of compound Poisson distribution evo-
lution

The Poisson bootstrap allows obtaining the PDF in an extraction bin repre-
sented by the Poisson bootstrap distribution. By extracting the Poisson boot-
strap distribution for multiple values of the Poisson mean λ, it is possible to
extract the evolution of these distributions.

As an example Fig. 6.36 shows some of the Poisson bootstrap distribu-
tions obtained in the extraction bin φπ0 ,2 while the evolution of the fitted pa-
rameters as a function of λ is depicted in Fig. 6.37.
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FIGURE 6.36: Poisson bootstrap distributions for different values of λ in the
extraction bin φπ0 ,2. The values of λ read from left to right and top to bottom λ =
{0.75, 0.875, 1.125, 1.25}. Additionally, the distribution for λ = 1 is depicted in
Fig. 6.34. The red curve corresponds to the fitted Gamma functions while the
black line indicates the measured value wobs in the bin.

Note that in Fig. 6.37, the scale parameter p0 obtained by the fit is re-scaled
such that ∫ ∞

−∞
Gammaλ(x; ~p) dx = 1.

The dependence of the parameters is fitted using linear functions. The slope
and intersect parameters are then used to create a model of the PDF in the
respective bin

fΓ(k; v = λ · wobs) = Gamma(k; ~p(v)),

which gives the probability fΓ(k; v) to measure k for a given expectation
value v. The corresponding parameter set for the Gamma function ~p(v) is
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FIGURE 6.37: Fit parameters of Gammaλ(x; ~p) as a function of λ in the extrac-
tion bin φπ0 ,2. The red line indicates a linear fit that is used to parameterize
the dependence of the respective parameter on λ. See Fig. 6.36 for examples of
Poisson bootstrap distributions with λ = {0.75, 0.875, 1.125, 1.25}.

obtained with
pi(v) = ai + bi · (v/wobs),

where ai and bi denote the intersect and slope parameter of the linear fit for
the i’th parameter of the Gamma function.

6.6.7 Binned maximum likelihood fit

As mentioned in the introduction, a modulation in φπ0 is expected which is
clearly visible in Fig. 6.33. To extract the amplitudes of the modulations, a
binned maximum likelihood fit is used.
In accordance to Eq. 2.14, the objective is to fit the function

d2σ

d|t|dφπ0

=
1

2π

[
p0 + ε · cos(2φπ0) · p1 +

√
2ε(1 + ε) · cos(φπ0) · p2

]
, (6.45)

p0 =
〈dσT

d|t| + ε
dσL
d|t|

〉
, p1 =

〈dσTT
d|t|

〉
, p2 =

〈dσLT
d|t|

〉
, ε = 0.996,

and extract the parameters p0, p1 and p2. For the value of the polarization
factor ε, the mean value of the background corrected data is used.
The parameter p0, which corresponds to the unpolarized cross-section, is in-
dependent of φπ0 and was already determined in Subsection 6.6.2.
To apply the binned maximum likelihood fit, Eq. 6.45 has to be normalized
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and the actual fit function follows as

σ(φπ0 ; ~β) =
1

2π

[
1 + ε · cos(2φπ0) · β1 +

√
2ε(1 + ε) · cos(φπ0) · β2

]
, (6.46)

with ~β = (β1, β2) and β1 = p1

p0
, respectively β2 = p2

p0
.

The likelihood function for binned data can be derived from the joint PDF

L(~β) = fjoint(~k; ~β) =
8∏

n=1

fn(kn; ~β), (6.47)

where~k = (k1, ..., k8) denotes the measured values while kn = (
∑
wi)n·∆φπ0 ,n

represents the value in the n’th extraction bin. The quantity fn denotes the
probability to find kn entries in the n’th extraction bin for given model pa-
rameters ~β. The expected number of events in the bin vn(~β) for given model
parameters ~β is computed with

vn(~β) =
( 8∑
j=1

kj
)
· [S(φπ0 ; ~β)]bnan , (6.48)

where the function S is the antiderivative of the function σ(φπ0 ; ~β) which is
evaluated at an (bn) denoting the left (right) edge of the n’th extraction bin.
Explicitly, the function S reads

S(φπ0 ; ~β) =
1

2π
[φπ0 + STT (φπ0 ; β1) + SLT (φπ0 ; β2)] ,

STT (x; β1) =
1

2
· ε sin(2x)β1,

SLT (x; β2) =
√

2ε(1 + ε) sin(x)β2. (6.49)

Here, the number of events in each bin is assumed to follow the Poisson
distribution, where the mean value of the Poisson is fixed by the number of
expected entries in the bin vn(β). Thus, the PDF reads

fPoisson(kn; ~β) =
vknn (~β)

kn!
e−vn(~β). (6.50)

The log-likelihood function is derived by inserting fPoisson in the joint PDF
(Eq. 6.47) and keeping only terms that depend on the model parameters

logL(~β) =
∑
n

[
kn · log vn(~β)

]
. (6.51)
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The negative log-likelihood function is minimized for the parameters β1 and
β2 and to obtain the parameters p1 and p2〈dσTT

d|t|
〉

= p1 = β1 · p0 = 6.02
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= p2 = β2 · p0 = 1.44
nb

(GeV/c)2
(6.52)

Uncertainties from minimizer: The calculation of uncertainties associated
to p1 and p2 involves a correction since the log-likelihood function is ex-
pressed for Poisson distributed random numbers in the bin, Eq. 6.50. The
corrected covariance matrix C is obtained by evaluating

C = Cw · C−1
w2 · Cw, (6.53)

=

(
1.73 0.49
0.49 0.24

)
,

whereCw is the covariance matrix retrieved by minimizing the log-likelihood
function for the sum of weights as given in Eq. 6.51. The covariance matrix
Cw2 is the result of minimizing the log-likelihood function for the sum of
square of weights through substituting kn → k2

n.
The validity of this correction was checked in a toy Monte Carlo. Addi-
tionally, in Appendix B.4.2 a replication method, inspired by the Poisson
bootstrap, was used to further study the uncertainties and the stability of
the fit, including a correlation plot for the parameters. Finally, using the
parametrization of the PDF (Subsection 6.6.6), a modified likelihood is used
in Appendix B.4.3 that does not need the covariance matrix correction.

Conclusively, the numbers for the parameters together with their stan-
dard deviations read〈dσTT

d|t|
〉

= −6.02± 1.31
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.44± 0.49
nb

(GeV/c)2
. (6.54)

With the fitted parameters, the fit function can be drawn together with the
cross-section values as shown in Fig. 6.38. Additionally, the parameters can
be varied within their standard deviations to form the uncertainty band vis-
ible in Fig. 6.38. It can be observed that the parameter set corresponding to
the best fit leads to a function that goes below zero in the regions where φπ0

approaches π or −π. One may therefore argue, that this parameter set is un-
physical or that the model does not fit the data. However, the uncertainty
band shows, that the parameters together with their uncertainties are very
well physical. Complementary to this interpretation of the result in the pic-
ture of frequentist probabilities, in the following section, the interpretation of
the result in the Bayesian picture is outlined.
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FIGURE 6.38: Differential virtual-photon proton cross-section for the process
γ∗p→ π0p as function of φπ0 . Each point represents the mean differential cross-
section in the bins defined in Table 6.4. The points are plotted at the center of
the respective bin. The error bars represent the confidence interval with exact
coverage as discussed in Subsection 6.6.5. The red curve together with the red
uncertainty band is the result of a binned maximum likelihood fit to the data
using Eq. 6.45. The red band visualizes the effect of varying the fitted parameters
within one standard deviation.

6.6.8 Bayesian interpretation

Minimizing the likelihood Eq. 6.51 results in a parameter set that results in
negative cross-section values near φπ0 = ±π. This motivates to consider the
Bayesian interpretation of the result. In the Bayesian approach, the goal is to
quote the best guess for the parameters and express the probability that this
statement is true. This allows for incorporating prior information π(~β) into
the posterior P(~β|~k) through Bayes’ Theorem

P(~β|~k) =
P(~k|~β)π(~β)∫
P(~k|~β)π(~β) d~β

.

where ~β denotes the model parameters and ~k denotes the measured values in
analogy to the previous section. Here, the likelihood P(~k|~β) is proportional
to L(~β) stated in Eq. 6.47.

The goal is now to maximize the log-posterior for a set of parameters.
However, minimizers like the one used before, in general, do not behave
well with discontinuities that are introduced by the prior. Also, since in the
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Bayesian interpretation model parameters are random variables as well, the
result is not necessarily a single number, but the PDF for the respective pa-
rameter. This is why different techniques are established that are more suited
to the task.

One common approach is the Markov chain Monte Carlo (MCMC) sam-
pling method. Here, an implementation of the method [111] is used to draw
samples from the log-posterior probability distribution

log P(~β|~k) = log P(~k|~β) + log π(~β),

= logL(~β) + log π(~β). (6.55)

The prior π(~β) is defined to be equal to 1 if the chosen parameters result
in a strictly positive cross-section or else 0. Compared to the previous for-
mulation of the likelihood, the normalization parameter p0 can not anymore
be treated independently since the prior can introduce a dependence of the
normalization on the model parameters. The normalization enters as an ad-
ditional model parameter β0 = p0 in the likelihood and p1 and p2 are obtained
by (cf. Eq. 6.45 and Eq. 6.46)

p1 = β1 · β0,

p2 = β2 · β0. (6.56)

The quantity vn(~β), denoting the expected number of events in the n’th bin,
now depends on the normalization parameter

vn(~β) = β0 · [S(φπ0 ; ~β)]bnan . (6.57)

The likelihood L(~β) is formulated based on the extended maximum likeli-
hood approach

L(~β) = f(~k; β0) · fjoint(~k; ~β) = f(~k; β0) ·
8∏

n=1

fn(kn|νn(~β)), (6.58)

where f(~k; β0) denotes the probability to measure the unseparated cross-
section. The probability density in the bins is given by the parameterizations
of the PDFs obtained in Subsection 6.6.6, therefore fn(kn|νn(~β)) is substituted
by fΓn(kn|νn(~β)). In an analogous way, f(~k; β0) is expressed using a parame-
terization of the PDF of the combined measurement.

The MCMC sampler is then used to draw samples from the log-posterior6.
The density of the samples in the three-dimensional parameter space corre-
sponds to the probability of the respective parameter set. The density already
represents the Bayesian result. However, in order to quantify the result, the

6 In the Appendix B.4.4, the MCMC is applied to a log-posterior with a flat prior.
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most probable parameter set can be extracted as〈dσT
d|t| + ε

dσL
d|t|

〉
=
〈dσU

d|t|
〉

= 8.11
nb

(GeV/c)2
,〈dσTT

d|t|
〉

= −5.32
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.37
nb

(GeV/c)2
. (6.59)

In order to visualize the surroundings around the most probable parameter
set, Fig. 6.39 shows slices of each parameter and parameter combination7. In

FIGURE 6.39: Visualization of the most probable parameter set obtained using
the MCMC sampling method. The histograms show the values for the respective
parameter or parameter combination when slicing the other parameters. For
instance, the lower left shows the samples for

〈
dσLT
d|t|

〉
and

〈
dσU
d|t|
〉

for a slice in〈
dσTT
d|t|

〉
. The blue lines and marker indicate the position of the most probable

parameter set. The contours contain from dark to light {10, 40, 70, 90}% of the
most probable parameters.

all histograms in Fig. 6.39, a diagonal cut in the parameter space, respectively
a steep edge, can be observed as a result of the choice of the prior. One can

7The widths of the slice amounts to ∼1 % of the respective parameter value.
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observe, that the most probable parameter set is located very close at the edge
of the allowed parameter space.
It is not clear how to assign statistical errors on the most probable parameter
set. Another possible way to present and quantify the MCMC result is by
integrating the parameters as depicted in Fig. 6.40. The mean and RMS of the

FIGURE 6.40: Visualization of the distribution of parameters obtained with the
MCMC. The histograms show the values for the respective parameter or param-
eter combination when integrating the other parameters. For instance, the lower
left shows the values for

〈
dσLT
d|t|

〉
and

〈
dσU
d|t|
〉

when integrating over
〈

dσTT
d|t|

〉
. The

blue lines and marker indicate the position of the most probable parameter set.
The contours contain from dark to light {10, 40, 70, 90}% of the most probable
parameters.

resulting one dimensional PDF for the respective parameter can then be used
to extract the following values〈dσT

d|t| + ε
dσL
d|t|

〉
=
〈dσU

d|t|
〉

= 8.22± 0.65
nb

(GeV/c)2
,〈dσTT

d|t|
〉

= −4.82± 1.15
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.26± 0.52
nb

(GeV/c)2
. (6.60)
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It is also possible to state the corresponding covariance matrix

C =

 0.42 −0.25 0.06
−0.25 1.32 0.36
0.06 0.36 0.27

 .

It shall be noted that this quantification of the result obscures the fact, that
parts of the parameter space is not allowed by the choice of the prior as
shown in Fig. 6.39. Still, the numbers obtained by the projections (Eq. 6.60)
are the ones that will be used in the forthcoming sections.
A comparison of the resulting curves for the two parameter sets (Eq. 6.59 and
Eq. 6.60) is depicted in Fig. 6.41. The uncertainty band is created by drawing
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FIGURE 6.41: Differential virtual-photon proton cross-section for the process
γ∗p → π0p as a function of φπ0 . Each point represents the mean differential
cross-section in the bins defined in Table 6.4. The points are plotted at the center
of the respective bin. The error bars represent the confidence interval with exact
coverage as discussed in Subsection 6.6.5. The red and blue curve together with
the red uncertainty band are the result of sampling the log-posterior Eq. 6.58 us-
ing an MCMC sampler. The red curve represents the parameter set obtained by
projecting the MCMC sample distribution to the respective parameter (Eq. 6.60)
while the blue curve represents the parameters corresponding to the most prob-
able value (Eq. 6.59). The red band visualizes the spread of the curves when
drawing 68 % of the most probable values of the MCMC sample.

the parameter sets of the MCMC sample and taking spread of the 68 % most
probable values at every φπ0 position. As expected, the model curve does not
cross into the negative region.
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6.6.9 Summary

Throughout the section, the extraction of the cross-section was performed as
a function of φπ0 and as a function of |t|. On account of the low statistics, the
confidence intervals associated with the measurement were computed using
the Poisson bootstrap technique. A collection of relevant involved numbers
and the final cross-section values in each bin, as well as the value for the un-
separated cross-section, is presented in Table 6.6. In Table 6.5, the final result
of the measurement with statistical and systematical uncertainties is summa-
rized. The systematic uncertainties are discussed in the following Section 6.7.
The results are also visualized in Fig. 6.42 and Fig. 6.43.

TABLE 6.5: Summary of the measurements with statistical and systematical un-
certainties. The systematic uncertainties are determined in the following Section
6.7. In case of the unseparated cross-section, the statistical uncertainty follows
from the variance while the statistical uncertainty in the individual bins is given
by the confidence intervals with exact coverage.〈

dσγ
∗p→π0p

d|t|

〉
t1

=
(
16.3 +3.6

−3.1
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stat

+2.0
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∣∣
sys

)
nb

(GeV/c)2〈
dσγ
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d|t|

〉
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(
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−3.2

∣∣
stat

+2.1
−1.9

∣∣
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FIGURE 6.42: Differential virtual-photon proton cross-section for the process
γ∗p → π0p as function of |t|. The inner error bars represent the confidence in-
terval with exact coverage as described in Subsection 6.6.5, while the outer ones
represent the square root of the quadratic sum of statistical and systematic un-
certainties. The systematic uncertainties are discussed in Section 6.7.

The modulation of the cross-section as a function of φπ0 was fitted with
two different methods as elaborated in Subsection 6.6.7 and Subsection 6.6.8.
The result for the parameter values estimated with the binned maximum
likelihood fit, as well as the parameter values that characterize the Bayesian
result, are listed in Table 6.6. The two interpretations of the measurement are
also visualized in Fig. 6.43.
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FIGURE 6.43: Differential virtual-photon proton cross-section for the process
γ∗p → π0p as function of φπ0 . The inner error bars represent the confidence
interval with exact coverage as described in Subsection 6.6.5, while the outer
ones represent the square root of the quadratic sum of statistical and systematic
uncertainties. The systematic uncertainties are discussed in Section 6.7. The red
curve together with the red uncertainty band is the result of a binned maximum
likelihood fit to the data using Eq. 6.45. The blue curve together with the blue
uncertainty band is the result of sampling the log-posterior Eq. 6.58 using the
MCMC sampling method.
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TABLE 6.6: Summary of numbers involved in the cross-section extraction. The quantities a and b denote the lower and upper edge of the

extraction bins, while ∆ = b− a denotes the width. N∆Ω
data gives the number of data events in the bin while

∑N∆Ω
data

i=1 wi and
∑N∆Ω

BG
i=1 wi denotes

the sum of weights for data and “LEPTO background”. The cross-section in the bin is denoted with (
∑
wi)∆Ω with variance

(∑
w2
i

)
∆Ω

.
The confidence interval is denoted by [Cl, Cu] with width ∆CI = Cu − Cl while the confidence interval with exact coverage is denoted by
[C∗l , C

∗
u] with width ∆CI∗ = C∗u − C∗l . The first row shows the numbers for the unpolarized cross-section. Here, the extraction covers the

full range of the analysis and no bin size is quoted. For brevity, units are omitted here.

Bin a b ∆ N∆Ω
data

∑N∆Ω
data

i=1 wi
∑N∆Ω

BG
i=1 wi (

∑
wi)∆Ω (

∑
w2
i )∆Ω

bootstrap CI bootstrap CI∗

Cl Cu ∆CI C∗l C∗u ∆CI∗〈
dσT
d|t| + εdσL

d|t|

〉
- - - 241 11.46 3.31 8.14 0.89 - - - - - -

t1 0.08 0.15 0.07 56 21.32 5.07 16.25 11.17 12.91 19.59 6.68 13.17 19.86 6.70
t2 0.15 0.22 0.07 61 20.78 4.54 16.25 12.25 12.75 19.74 6.99 13.04 20.05 7.01
t3 0.22 0.36 0.14 65 14.60 3.13 11.46 5.85 9.05 13.88 4.83 9.24 14.08 4.84
t4 0.36 0.50 0.14 36 6.63 3.27 3.36 1.72 2.05 4.67 2.62 2.18 4.80 2.63
t5 0.50 0.64 0.14 23 3.55 2.05 1.50 0.77 0.62 2.37 1.75 0.73 2.49 1.76

φπ0 ,1 -3.14 -2.36 0.79 7 0.77 0.38 0.39 0.10 0.08 0.69 0.60 0.14 0.80 0.65
φπ0 ,2 -2.36 -1.57 0.79 36 2.59 0.54 2.05 0.42 1.41 2.70 1.29 1.49 2.78 1.30
φπ0 ,3 -1.57 -0.79 0.79 51 2.72 0.62 2.10 0.20 1.65 2.55 0.90 1.69 2.59 0.90
φπ0 ,4 -0.79 0.00 0.79 28 1.57 0.53 1.04 0.12 0.69 1.39 0.70 0.73 1.43 0.71
φπ0 ,5 0.00 0.79 0.79 26 1.82 0.62 1.20 0.19 0.77 1.63 0.86 0.82 1.68 0.86
φπ0 ,6 0.79 1.57 0.79 47 2.49 0.61 1.88 0.19 1.44 2.32 0.88 1.48 2.36 0.88
φπ0 ,7 1.57 2.36 0.79 36 2.10 0.55 1.55 0.18 1.13 1.97 0.84 1.17 2.02 0.85
φπ0 ,8 2.36 3.14 0.79 10 0.52 0.38 0.15 0.03 -0.03 0.28 0.31 0.00 0.36 0.36
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6.7 Systematic studies

In this section, different sources of systematic uncertainties are examined.
In each subsection, the effect of a variation in the cross-section extraction
method is studied by comparing the modified cross-section yields with the
yields of the default extraction. For most of the systematic effects, the im-
pact is studied for each cross-section extraction bin. For brevity, the bins are
labeled σn denoting the n’th extraction bin. Furthermore, the impact of the
systematic effect on the unseparated cross-section

〈
dσU
d|t|

〉
=
〈

dσT
d|t| + εdσL

d|t|

〉
and

the values determined by the fit for
〈

dσTT
d|t|

〉
and

〈
dσLT
d|t|

〉
is studied for both the

binned maximum likelihood minimization and the MCMC method.

6.7.1 Variation of the absolute normalization scale

As outlined in Section 6.6, the cross-section is determined from the sum of
weights, where the weight of the i’th event (cf. Eq. 6.34) is given by

wi =
α

β

1

L∆Ω

a(Ωi)
−1

Γ(Ωi)
,

Here, the scaling parameters α = β = 1 are introduced. Systematic effects
can influence the weight in the numerator and the denominator. A scaling
of the numerator can appear for example when data events are lost due to
an (unknown) inefficiency while the denominator is affected by systematic
uncertainties from the luminosity and the acceptance. The systematic uncer-
tainties discussed in the course of this section often fall back to a scaling of
either the numerator or the denominator.

To illustrate the effect of a scaling of the numerator on the final result,
Fig. 6.44 (Fig. 6.45) shows exemplary the influence of the scaling of the µ+

data on the cross-section in the t (φπ0) bins. The figures are created by mod-
ifying the quantity α of the weight when extracting the cross-section for µ+

beam. The extraction is repeated for values of α between 0.6 and 1.4 and the
relative deviation to the nominal value in the respective bin is plotted. As
expected, this results in a deviation linear in α. As an exception, the first bin
in φπ0 shows a negative slope. Here, the cross-section value extracted for µ+

beam is negative (see Fig. 6.32), i.e. the estimated background exceeds the
data. Since the scaling parameter α is applied to the background estimation
as well, the cross-section for µ+ beam gets more negative with increasing α,
leading to an overall decrease of the cross-section with α in this particular
bin.
To depict the effect on the final result when scaling the denominator of the
weight, Fig. 6.46 (Fig. 6.47) shows the effect of scaling the µ− flux in the bins
of t (φπ0). For that, the value of β is modified for µ− data and “LEPTO back-
ground” events between 0.8 and 1.2. The resulting variation of the extracted
cross-section compared to the nominal value leads to the expected 1/β de-
pendence.
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Two systematic uncertainties that result in a scaling of the weight are dis-
cussed in the paragraphs after the figures.
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FIGURE 6.44: Influence on the extracted value of the cross-section in the 5 bins
of t, originating from a scaling of the numbers of µ+ events. The quantity σ0

i

denotes the preferred value of the cross-section in the corresponding t-bin with
i ∈ 1,2,3,4,5. The green band corresponds to the relative statistical uncertainty
associated to the extracted value.
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FIGURE 6.45: Influence on the extracted value of the cross-section in the 8 bins
of φπ0 , originating from a scaling of the numbers of µ+ events. The quantity σ0

i

denotes the preferred value of the cross-section in the corresponding φπ0 -bin
with i ∈ 1,2,...,8. The green band corresponds to the relative statistical uncer-
tainty associated to the extracted value.
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FIGURE 6.46: Influence on the extracted value of the cross-section in the 5 bins
of t, originating from a scaling of the µ− flux. The quantity σ0

i denotes the pre-
ferred value of the cross-section in the corresponding t-bin with i ∈ 1,2,3,4,5.
The green band corresponds to the relative statistical uncertainty associated to
the extracted value.
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FIGURE 6.47: Influence on the extracted value of the cross-section in the 8 bins of
φπ0 , originating from a scaling of the µ− flux. The quantity σ0

i denotes the pre-
ferred value of the cross-section in the corresponding φπ0 -bin with i ∈ 1,2,...,8.
The green band corresponds to the relative statistical uncertainty associated to
the extracted value.
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Loss of µ+ data: In the course of the DVCS analysis, a loss of µ+ data was
unveiled by comparing the estimated signal yields for the Bethe-Heitler pro-
cess to data in the region of 80 GeV < ν < 144 GeV, see [31, p. 128]. Con-
servatively, it is assumed that this loss of events might also be present in the
analysis at hand and the uncertainty is included into the systematic uncer-
tainties. In Table 6.7 and Table 6.8 the systematic effect of a gain of 20 % µ+

data on the cross-sections is summarized, in Table 6.9 the influence on the fit
parameters is given.

TABLE 6.7: Summary of the estimated relative systematic uncertainty sloss on
the cross-section in the 5 bins of t, originating from the loss of µ+ data. Arrows
indicate an increase or decrease of the measured value due to the systematic
effect.

bin σ1 σ2 σ3 σ4 σ5

s↑loss 8 % 10 % 10 % 13 % 4 %

TABLE 6.8: Summary of the estimated relative systematic uncertainty sloss on
the cross-section in the 8 bins of φπ0 , originating from the loss of µ+ data.
Arrows indicate an increase or decrease of the measured value due to the sys-
tematic effect.

bin σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

s↓loss 5 % 0 % 0 % 0 % 0 % 0 % 0 % 0 %

s↑loss 0 % 10 % 11 % 11 % 12 % 9 % 8 % 8 %

TABLE 6.9: Summary of the estimated relative systematic uncertainty sloss on
the unpolarized cross-section and the parameters of the fit to the cross-section
as a function of φπ0 , originating from the loss of µ+ data. The first parameter
set corresponds to the variation of the result of the binned maximum likelihood
minimization while the second parameter set corresponds to the variation of
the parameters characterizing the MCMC result. Arrows indicate an increase or
decrease of the measured value due to the systematic effect.

parameter
〈

dσU
d|t|

〉 BML MCMC〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉 〈
dσU
d|t|

〉 〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉
s↑loss 9 % 10 % 17 % 9 % 8 % 16 %
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Flux determination: The estimate for the systematic uncertainty on the flux
determination is 3 %. The effect of scaling the total flux by 3 % up or down is
summarized in Table 6.10 (Table 6.11) for the bins in t (φπ0), the effect on the
parameters of the fit is given in Table 6.12.

TABLE 6.10: Summary of the estimated relative systematic uncertainty sflux+

and sflux− on the cross-section in the 5 bins of t, originating from the uncertainty
on the determination of the µ+ respectively µ− flux.

bin σ1 σ2 σ3 σ4 σ5

sflux− 2 % 2 % 2 % 2 % 3 %
sflux+ 2 % 2 % 2 % 2 % 1 %

TABLE 6.11: Summary of the estimated relative systematic uncertainty sflux+

and sflux− on the cross-section in the 8 bins of φπ0 , originating from the uncer-
tainty on the determination of the µ+ respectively µ− flux.

bin σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

sflux− 3 % 2 % 2 % 2 % 2 % 2 % 2 % 2 %
sflux+ 1 % 2 % 2 % 2 % 2 % 2 % 2 % 1 %

TABLE 6.12: Summary of the estimated relative systematic uncertainty sflux+

and sflux− on the unpolarized cross-section and the parameters of the fit to the
cross-section as a function of φπ0 , originating from the uncertainty on the de-
termination of the µ+ respectively µ− flux. The first parameter set corresponds
to the variation of the result of the binned maximum likelihood minimization
while the second parameter set corresponds to the variation of the parameters
characterizing the MCMC result.

parameter
〈

dσU
d|t|

〉 BML MCMC〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉 〈
dσU
d|t|

〉 〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉
s↓flux− 2 % 2 % 1 % 2 % 3 % 0 %

s↓flux+ 2 % 2 % 3 % 2 % 2 % 2 %

s↑flux− 2 % 2 % 1 % 2 % 2 % 1 %

s↑flux+ 2 % 2 % 2 % 2 % 2 % 1 %
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6.7.2 Variation of the thresholds of the ECals

For the extraction of the cross-section, it is vital that the data is described
well by the Monte Carlo in all variables. One critical variable is the detector
threshold of the neutral clusters in the ECals.
To study the influence of the lower detector threshold on the final result, the
extraction of the cross-section was performed while varying the requirement
of the cut on the lower energetic photon cluster Eγl in the range of 0.0 GeV to
4.0 GeV in steps of 0.2 GeV. In Fig. 6.48, for each step of the Eγl threshold the
ratio of background corrected events over the yield of the exclusive π0 Monte
Carlo is shown. From this picture, the inferred systematic uncertainty intro-
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FIGURE 6.48: Ratio of background corrected data over the yield of a exclusive
π0 Monte Carlo as a function of the threshold on the lower energetic photon
energy Eγl . In each direction, a 5 % effect is visible.

duced by the thresholds of the ECals is estimated to be 5 % in both directions.
This systematic effect is a result of a mismatch between the influence of the
threshold in the real detector and its Monte Carlo description. Hence, the
systematic affects the yield of either the data or the Monte Carlo, while the
latter represents the worse case. A scaling of the Monte Carlo yield directly
influences the acceptance and therefore modifies the event weight in the de-
nominator. The resulting systematic uncertainties due to a scaling of the ac-
ceptance by 5 % are summarized in Table 6.13 (Table 6.14) for the extracted
cross-section as a function of t (φπ0). The resulting systematic uncertainty for
the parameters of the fit are summarized in Table 6.15.

TABLE 6.13: Summary of the estimated relative systematic uncertainty sthresh
on the cross-section in the 5 bins of t, originating from the uncertainty on the
thresholds for the ECals.

bin σ1 σ2 σ3 σ4 σ5

sthresh 5 % 5 % 5 % 5 % 5 %
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TABLE 6.14: Summary of the estimated relative systematic uncertainty sthresh
on the cross-section in the 8 bins of φπ0 , originating from the uncertainty on the
thresholds for the ECals.

bin σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

sthresh 5 % 5 % 5 % 5 % 5 % 5 % 5 % 5 %

TABLE 6.15: Summary of the estimated relative systematic uncertainty sthresh
on the unpolarized cross-section and the parameters of the fit to the cross-section
as a function of φπ0 , originating from the uncertainty on the thresholds for the
ECals. The first parameter set corresponds to the variation of the result of the
binned maximum likelihood minimization while the second parameter set cor-
responds to the variation of the parameters characterizing the MCMC result.
Arrows indicate an increase or decrease of the measured value due to the sys-
tematic effect.

parameter
〈

dσU
d|t|

〉 BML MCMC〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉 〈
dσU
d|t|

〉 〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉
s↓thresh 5 % 5 % 4 % 4 % 5 % 4 %

s↑thresh 5 % 5 % 5 % 4 % 4 % 6 %

6.7.3 Variation of the acceptance binning

To investigate the stability of the result with respect to the binning of the ac-
ceptance, the reference binning (four bins in Q2, four bins in ν, cf. Section
6.5) was varied. First, the number of Q2 bins is varied between one and six
while keeping the reference number of ν bins. Then, the number of ν bins is
varied between one and six while keeping the reference number of Q2 bins.
The results are given in Fig. 6.49 (Fig. 6.50) for the extraction as a function of
t (φπ0). From the maximum and minimum shift, the numbers for the system-
atic uncertainties are derived, which are given in Table 6.16 (Table 6.17) for
the bins in t (φπ0), and in Table 6.18 for the parameters of the fit.

TABLE 6.16: Summary of the estimated relative systematic uncertainty sacc on
the cross-section in the 5 bins of t, originating from the uncertainty from the
acceptance binning. Arrows indicate an increase or decrease of the measured
value due to the systematic effect.

bin σ1 σ2 σ3 σ4 σ5

s↓acc 7 % 7 % 7 % 7 % 7 %
s↑acc 4 % 4 % 4 % 4 % 4 %
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TABLE 6.17: Summary of the estimated relative systematic uncertainty sacc on
the cross-section in the 8 bins of φπ0 , originating from the uncertainty from the
acceptance binning. Arrows indicate an increase or decrease of the measured
value due to the systematic effect.

bin σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

s↓acc 7 % 7 % 7 % 7 % 7 % 7 % 7 % 7 %
s↑acc 4 % 4 % 4 % 4 % 4 % 4 % 4 % 4 %

TABLE 6.18: Summary of the estimated relative systematic uncertainty sacc on
the unpolarized cross-section and the parameters of the fit to the cross-section as
a function of φπ0 , originating from the uncertainty from the acceptance binning.
The first parameter set corresponds to the variation of the result of the binned
maximum likelihood minimization while the second parameter set corresponds
to the variation of the parameters characterizing the MCMC result. Arrows in-
dicate an increase or decrease of the measured value due to the systematic effect.

parameter
〈

dσU
d|t|

〉 BML MCMC〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉 〈
dσU
d|t|

〉 〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉
s↓acc 7 % 7 % 6 % 6 % 7 % 8 %
s↑acc 4 % 4 % 4 % 4 % 5 % 6 %
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FIGURE 6.49: Influence on the extracted value of the cross-section in the 5 bins
of t, originating from a variation of the acceptance binning. The quantity σ0

i

denotes the preferred value of the cross-section in the corresponding t-bin with
i ∈ 1,2,3,4,5. The green band corresponds to the relative statistical uncertainty
associated to the extracted value.
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FIGURE 6.50: Influence on the extracted value of the cross-section in the 8 bins
of φπ0 , originating from a variation of the acceptance binning. The quantity σ0

i

denotes the preferred value of the cross-section in the corresponding φπ0 -bin
with i ∈ 1,2,...,8. The green band corresponds to the relative statistical uncer-
tainty associated to the extracted value.
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6.7.4 Variation of the “LEPTO background” normalization

As concluded in Subsection 6.4.3 and summarized in Table 6.2, the “LEPTO
background” normalization procedure is affected by an uncertainty that may
increase or decrease the amount of non-exclusive background in the mea-
surement. Although the normalization procedure is done independently for
the beam charges, here, the maximum and minimum background scenarios
are studied by taking the maximum (minimum) background for both beam
charges (as opposed to adding their squared systematic). The influence on
the extracted cross-section is given in Table 6.19 (Table 6.20) for the bins in t
(φπ0) and in Table 6.21 for the parameters of the fit.
Exemplarily, the effect when scaling the “LEPTO background” contribution
for the µ+ beam is illustrated in Fig. 6.51 (Fig. 6.52) for each bin in t (φπ0).
Comparable to the procedure in Subsection 6.7.1, here, the scaling of the
event weight for the “LEPTO background” contribution rµ

+

lepto (cf. Table 6.2)
was varied between rµ

+

lepto − 20 % and rµ
+

lepto + 20 % when extracting the cross-
section for µ+ beam.

TABLE 6.19: Summary of the estimated relative systematic uncertainty snorm on
the cross-section in the 5 bins of t, originating from the uncertainty on the nor-
malisation of the “LEPTO background”. Arrows indicate an increase or decrease
of the measured value due to the systematic effect.

bin σ1 σ2 σ3 σ4 σ5

s↓norm 3 % 3 % 3 % 8 % 11 %
s↑norm 6 % 5 % 5 % 19 % 28 %

TABLE 6.20: Summary of the estimated relative systematic uncertainty snorm
on the cross-section in the 8 bins of φπ0 , originating from the uncertainty on
the normalisation of the “LEPTO background”. Arrows indicate an increase or
decrease of the measured value due to the systematic effect.

bin σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

s↓norm 7 % 3 % 3 % 4 % 4 % 3 % 3 % 21 %
s↑norm 19 % 5 % 5 % 10 % 10 % 6 % 7 % 51 %
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TABLE 6.21: Summary of the estimated relative systematic uncertainty snorm on
the unpolarized cross-section and the parameters of the fit to the cross-section
as a function of φπ0 , originating from the uncertainty on the normalisation of
the “LEPTO background”. The first parameter set corresponds to the variation
of the result of the binned maximum likelihood minimization while the second
parameter set corresponds to the variation of the parameters characterizing the
MCMC result. Arrows indicate an increase or decrease of the measured value
due to the systematic effect.

parameter
〈

dσU
d|t|

〉 BML MCMC〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉 〈
dσU
d|t|

〉 〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉
s↓norm 3 % 1 % 2 % 3 % 3 % 3 %
s↑norm 8 % 2 % 4 % 7 % 6 % 8 %
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FIGURE 6.51: Influence on the extracted value of the cross-section in the 5 bins
of t, originating from a scaling of the normalisation value for the LEPTO back-
ground in µ+. The quantity σ0

i denotes the preferred value of the cross-section
in the corresponding t-bin with i ∈ 1,2,3,4,5. The green band corresponds to the
relative statistical uncertainty associated to the extracted value.
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FIGURE 6.52: Influence on the extracted value of the cross-section in the 8 bins
of φπ0 , originating from a scaling of the normalisation value for the LEPTO back-
ground in µ+. The quantity σ0

i denotes the preferred value of the cross-section
in the corresponding φπ0 -bin with i ∈ 1,2,...,8. The green band corresponds to
the relative statistical uncertainty associated to the extracted value.
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6.7.5 Impact of the shift in the energy and momentum bal-
ance seen with the kinematic fit

As noted in Section 6.2, the kinematic fit revealed a systematic shift in the
energy and momentum balance, which manifests in a shift in the pulls for the
z component of the muon momentum pµ,3 and pµ′,3. It is possible to include
the shift in the energy and momentum balance constraints of the kinematic
fit. In comparison to Section 6.2, Eq. 6.9, the modified constraints are given
as

g3 = pfitµ,3 − pfitµ′,3 − pfitp′,3 − pfitγh,3 − p
fit
γl,3

= 0.5 GeV/c,

g4 = Efit
µ +mpc

2 − Efit
µ′ − Efit

p′ − Efit
γh
− Efit

γl
= 0.5 GeV.

The resulting difference to the not-shifted case has to be considered as a sys-
tematic effect since the origin of the shift is not known. The numbers are
given in Table 6.22 (Table 6.23) for the bins in t (φπ0) and in Table 6.24 for the
parameters of the fit. The results for each bin in t (φπ0) are also visualized in
Fig. B.39 (Fig. B.40) in the appendix together with other systematic effects.

TABLE 6.22: Summary of the estimated relative systematic uncertainty skinfit on
the cross-section in the 5 bins of t, origination from the shift in the energy and
momentum balance of the kinematic fit. Arrows indicate an increase or decrease
of the measured value due to the systematic effect.

bin σ1 σ2 σ3 σ4 σ5

s↓kinfit 7 % 7 % 7 % 7 % 7 %

TABLE 6.23: Summary of the estimated relative systematic uncertainty skinfit
on the cross-section in the 8 bins of φπ0 , origination from the shift in the energy
and momentum balance of the kinematic fit. Arrows indicate an increase or
decrease of the measured value due to the systematic effect.

bin σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

s↓kinfit 7 % 7 % 7 % 7 % 7 % 7 % 7 % 7 %
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TABLE 6.24: Summary of the estimated relative systematic uncertainty skinfit on
the unpolarized cross-section and the parameters of the fit to the cross-section
as a function of φπ0 , origination from the shift in the energy and momentum
balance of the kinematic fit. The first parameter set corresponds to the variation
of the result of the binned maximum likelihood minimization while the second
parameter set corresponds to the variation of the parameters characterizing the
MCMC result. Arrows indicate an increase or decrease of the measured value
due to the systematic effect.

parameter
〈

dσU
d|t|

〉 BML MCMC〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉 〈
dσU
d|t|

〉 〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉
s↓kinfit 7 % 0 % 1 % 7 % 4 % 8 %

s↑kinfit 0 % 3 % 0 % 0 % 0 % 0 %

6.7.6 Contamination of exclusive ω

The major source of background in the presented analysis originates from
non-exclusive processes. But there are also exclusive processes which might
leak into the measurement. Most prominently, a contribution from exclusive
ω muoproduction, where the ω meson decays into a π0 and a photon, might
exist. Events, where the photon carries away only little energy could then
be mistaken with the exclusive π0 process8. The contribution of exclusive ω
muoproduction, where all ω decay products are detected, is called the de-
tected misidentified ω. In this case, the mistaken exclusive π0 candidate can be
“transformed” into an exclusive ω candidate by combining it with the pho-
ton.
On the left-hand side in Fig. 6.53, the invariant mass of the π0γ system is
shown, where the exclusive π0 candidate is combined with any additional
photons in the events. It is not possible to identify a signal peak at the nom-
inal ω mass of ∼0.782 GeV/c2, i.e. the additional photons in the exclusive π0

sample seem to not originate from exclusive ω muoproduction.
This finding is compatible with a Monte Carlo study, where the exclusive π0

muoproduction event selection was applied to an exclusive ω muoproduc-
tion Monte Carlo sample. For the normalization, a dedicated exclusive ω
muoproduction µp → µpω → µpπ0γ analysis was performed to extract the
“true” exclusive ω muoproduction signal yield from the 2012 data sample.
This signal yield is then used to normalize the exclusive ω muoproduction
Monte Carlo, as depicted in Fig. 6.53 on the right-hand side. The event se-
lection for the dedicated exclusive ω muoproduction analysis follows closely
the event selection outlined in Section 6.3 with the difference, that instead
of π0 candidates, ω candidates are formed (cf. Subsection 6.3.2). Only cluster
pairs where the mass of the two photon system Mγγ is compatible with the
nominal π0 mass are kept. This π0 candidate is then combined with addi-
tional clusters in the event to form the ω candidate. The ω candidates are then
further processed in an analogous fashion to the π0 candidates as described in

8Note that the event selection outlined in Section 6.3 allows any number of low energetic
photons in the event.
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FIGURE 6.53: Left: Invariant mass spectrum for exclusive π0 candidates that
were combined with additional photons in the event. The distribution shows
no signal in the ω mass region of ∼0.782 GeV/c2. The normalization of the ex-
clusive ω muoproduction Monte Carlo is performed according to the plot on
the right-hand side. Right: Invariant mass spectrum of the π0γ system obtained
from a dedicated exclusive ω muoproduction, µp → µpω → µpπ0γ, analysis for
data and a pure exclusive ω muoproduction Monte Carlo. The Monte Carlo is
normalized to the integral of the data in the signal region.

Section 6.39. The last step of the event selection (the conditions imposed by
the kinematic fit) is not applied.

The normalized exclusive ω muoproduction Monte Carlo allows to also
estimate the contamination of undetected misidentified ω, where the additional
photon could not be detected. This contribution is estimated on the level
of cross-sections. The virtual-photon proton cross-section for the undetected
misidentified ω can be estimated with the normalized Monte Carlo sample by
evaluating

〈dσγ
∗p→ωp

d|t|
〉

∆Ωn
=

1

L∆tn∆Q2∆ν
·
N∆Ωn
und.∑
i=1

a(Q2
i, νi, ti, φπ0 ,i)

−1

Γ(Q2
i, νi)

. (6.61)

Here, N∆Ωn
und. is the number of exclusive ω muoproduction Monte Carlo events

in the bin ∆Ωn that comply with the exclusive π0 event selection and where
the decay photon of the ω was undetected. With this, the ratio of the cross-
section for the undetected misidentified ω over the exclusive π0 cross-section is
calculated, leading to the systematic uncertainty of the data yield sω by 1 %
in downwards direction.

6.7.7 Radiative corrections

Radiative corrections are considered to be small in the measurement of exclu-
sive π0 muoproduction. Estimates for the particular case at COMPASS kine-
matics, however, do not yet exist. In an attempt to translate calculations done

9 In essence, the difference between the detected misidentified ω and the dedicated exclusive
ω muoproduction analysis is that in the latter case, the ω is constructed before the exclusivity
conditions.
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for JLab experiments [112], reasonable estimates were provided for the mea-
surement at COMPASS [113].
The impact of radiative corrections is estimated to lead to a systematic over-
estimation of the cross-section by srad = 5 %. In the cross-section as a function
of φπ0 , the radiative corrections are considered to be modulated leading to an
additional uncertainty in the central region by srad,mod = 2 %. The effect of
the relative systematic uncertainties due to radiative corrections is provided
in the following summary tables.

6.7.8 Summary

Table 6.25 (Table 6.26) shows the compilation of all contributing systematic
uncertainties to the cross-sections in the bins of t (φπ0). In Table 6.27, the
systematic uncertainties for the parameters of the fit are summarized.
The individual systematic uncertainties are added in quadrature to arrive at
the final systematic uncertainties. They are listed in Table 6.5 and visualized
in Fig. 6.42 and Fig. 6.43 in the summary of the extraction, Subsection 6.6.9.

TABLE 6.25: Summary of the estimated relative systematic uncertainty on the
cross-section in the 5 bins of t. Arrows indicate an increase or decrease of the
measured value due to the systematic effect.

section effect σ1 σ2 σ3 σ4 σ5

6.7.1 µ− flux determ. sflux− 2 % 2 % 2 % 2 % 3 %
6.7.1 µ+ flux determ. sflux+ 2 % 2 % 2 % 2 % 1 %
6.7.2 ECal thershold sthresh 5 % 5 % 5 % 5 % 5 %
6.7.3 acceptance binning s↓acc 7 % 7 % 7 % 7 % 7 %

6.7.5 shift in kinfit s↓kinfit 7 % 7 % 7 % 7 % 7 %

6.7.4 LEPTO norm. s↓norm 3 % 3 % 3 % 8 % 11 %
6.7.6 ω background s↓ω 1 % 1 % 1 % 1 % 1 %

6.7.7 rad. corr. s↓rad 5 % 5 % 5 % 5 % 5 %
6.7.3 acceptance binning s↑acc 4 % 4 % 4 % 4 % 4 %

6.7.1 µ+ event loss s↑loss 8 % 10 % 10 % 13 % 4 %
6.7.4 LEPTO norm. s↑norm 6 % 5 % 5 % 19 % 28 %∑

s↓ 12 % 12 % 12 % 14 % 16 %∑
s↑ 12 % 13 % 13 % 24 % 29 %
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TABLE 6.26: Summary of the estimated relative systematic uncertainty on the cross-section in the 8 bins of φπ0 . Arrows indicate an increase
or decrease of the measured value due to the systematic effect.

section effect σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

6.7.1 µ− flux determ. sflux− 3 % 2 % 2 % 2 % 2 % 2 % 2 % 2 %
6.7.1 µ+ flux determ. sflux+ 1 % 2 % 2 % 2 % 2 % 2 % 2 % 1 %
6.7.2 ECal thershold sthresh 5 % 5 % 5 % 5 % 5 % 5 % 5 % 5 %
6.7.7 rad. corr. mod. srad,mod 0 % 0 % 2 % 2 % 2 % 2 % 0 % 0 %
6.7.3 acceptance binning s↓acc 7 % 7 % 7 % 7 % 7 % 7 % 7 % 7 %

6.7.5 shift in kinfit s↓kinfit 7 % 7 % 7 % 7 % 7 % 7 % 7 % 7 %

6.7.1 µ+ event loss s↓loss 5 % 0 % 0 % 0 % 0 % 0 % 0 % 0 %
6.7.4 LEPTO norm. s↓norm 7 % 3 % 3 % 4 % 4 % 3 % 3 % 21 %
6.7.6 ω background s↓ω 1 % 1 % 1 % 1 % 1 % 1 % 1 % 1 %

6.7.7 rad. corr. s↓rad 5 % 5 % 5 % 5 % 5 % 5 % 5 % 5 %
6.7.3 acceptance binning s↑acc 4 % 4 % 4 % 4 % 4 % 4 % 4 % 4 %

6.7.1 µ+ event loss s↑loss 0 % 10 % 11 % 11 % 12 % 9 % 8 % 8 %
6.7.4 LEPTO norm. s↑norm 19 % 5 % 5 % 10 % 10 % 6 % 7 % 51 %∑

s↓ 16 % 12 % 12 % 13 % 13 % 12 % 12 % 24 %∑
s↑ 20 % 13 % 15 % 17 % 17 % 14 % 12 % 53 %
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TABLE 6.27: Summary of the estimated relative systematic uncertainty on the unpolarized cross-section and the parameters of the fit to the
cross-section as a function of φπ0 . Arrows indicate an increase or decrease of the measured value due to the systematic effect.

section effect
〈

dσU
d|t|

〉 BML MCMC〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉 〈
dσU
d|t|

〉 〈
dσTT
d|t|

〉 〈
dσLT
d|t|

〉
6.7.1 µ− flux determ. s↓flux− 2 % 2 % 1 % 2 % 3 % 0 %

6.7.1 µ+ flux determ. s↓flux+ 2 % 2 % 3 % 2 % 2 % 2 %

6.7.3 acceptance binning s↓acc 7 % 7 % 6 % 6 % 7 % 8 %

6.7.2 ECal thershold s↓thresh 5 % 5 % 4 % 4 % 5 % 4 %

6.7.5 shift in kinfit s↓kinfit 7 % 0 % 1 % 7 % 4 % 8 %

6.7.4 LEPTO norm. s↓norm 3 % 1 % 2 % 3 % 3 % 3 %
6.7.6 ω background s↓ω 1 % 1 % 2 % 2 % 2 % 2 %

6.7.7 rad. corr. s↓rad 5 % 5 % 4 % 4 % 5 % 5 %

6.7.7 rad. corr. mod. s↓rad,mod 2 % 1 % 3 % 2 % 1 % 3 %

6.7.1 µ− flux determ. s↑flux− 2 % 2 % 1 % 2 % 2 % 1 %

6.7.1 µ+ flux determ. s↑flux+ 2 % 2 % 2 % 2 % 2 % 1 %

6.7.3 acceptance binning s↑acc 4 % 4 % 4 % 4 % 5 % 6 %

6.7.2 ECal thershold s↑thresh 5 % 5 % 5 % 4 % 4 % 6 %

6.7.5 shift in kinfit s↑kinfit 0 % 3 % 0 % 0 % 0 % 0 %

6.7.1 µ+ event loss s↑loss 9 % 10 % 17 % 9 % 8 % 16 %
6.7.4 LEPTO norm. s↑norm 8 % 2 % 4 % 7 % 6 % 8 %

6.7.7 rad. corr. mod. s↑rad,mod 2 % 1 % 3 % 2 % 1 % 4 %∑
s↓ 13 % 10 % 11 % 12 % 12 % 14 %∑
s↑ 14 % 13 % 19 % 14 % 12 % 20 %
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6.8 Discussion of the results

In this section, the result of the exclusive π0 muoproduction cross-section
measurement is discussed while focusing on the relation to GPDs. For this,
the basic formalism was introduced in Section 2.2, where the cross-section
was decomposed into helicity amplitudes which ultimately contain the GPDs.
The link between the cross-section and single quark GPDs (or vice-versa) can
only be drawn with the help of model descriptions, though, due to the con-
volution of the GPDs with the hard scattering kernel. There exists a number
of parameterizations and models for GPDs, such as Goloskokov and Kroll
(GK), Vanderhaeghen-Guichon-Guidal (VGG) [19], Goldstein and Liuti (GL)
[35, 49, 50] or Kumerički-Mueller (KM) [114]. But not all of them implement
HEMP processes and only the GK model features predictions for the COM-
PASS kinematics. This is why in the following only the GK model is further
utilized.
A brief introduction to the GK model is given in Subsection 6.8.1 while more
detailed information is available in [34, 36, 48, 115–117]. The interpretation of
the measurement respectively the comparison of the measurement with the
GK predictions follows in Subsection 6.8.2.

6.8.1 Model for GPDs by Goloskokov and Kroll

Before describing the concrete realization of GPDs in the framework of GK, a
closer look into the observables of HEMP is taken. The GPDs enter in parton
and nucleon helicity dependent amplitudesASN′Sq′ ,SNSq in bi-linear combina-
tions as stated in Section 2.1, Eq. 2.3. The partonic subprocess γ∗q → π0q is
included by taking the MPFFs for the respective GPD. In the following, the
corresponding MPFFs for the GPDs Ẽ, H̃ , ET , HT , and H̃T are denoted by Ẽ ,
H̃, ET ,HT and H̃T .

In the GK framework, the helicity amplitudes MSγ∗SN ,SMSN′
for the π0

production process, depending on virtual-photon, meson and nucleon helic-
ities, are simplified and read [36, 117]

M++,0+ = −eµπ
Q2

√
−t′

4m
(2H̃T + ET ),

M++,0− = e
µπ
Q2

√
1− ξ2HT ,

M+−,0+ = 0,

M+−,0− = −M++,0+,

M0+,0+ =
√

1− ξ2
e

Q

[
H̃ − ξ2

1− ξ2
Ẽ
]
,

M0+,0− = −ξ e
Q

√
−t′

2m
Ẽ , (6.62)
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with e the positron charge, µπ = mπ/(mu + md), mu and md being current
quark masses, and t′ = t− t0. This set of equations is obtained by combining
Eq. 2.3 with Eq. 2.8 and only keeping dominating terms [117], for instance:

• terms suppressed by at least a factor of
√
−t
Q

are neglected,

• since the model is applied in the domain of small skewness ξ, the GPD
ẼT , which is antisymmetric in ξ, is disregarded,

• H̃T is neglected since it is suppressed by t
4m2

p
.

The first four amplitudes in Eq. 6.62 correspond to transversely polarized vir-
tual photons and the last two correspond longitudinally polarized virtual
photons. The other helicity amplitudes follow using symmetry relations, e.g.
parity invariance [117].
Using Eq. 6.62 and their relation with the photoabsorbtion cross-section or
interference terms (Eq. 2.10), it is possible to infer the relation between the
structure functions and the MPFFs, respectively the GPDs, where again only
dominant terms are kept [46]

dσT
dt
∝
[
(1− ξ2)|HT |2 −

t′

8m2
p

∣∣ĒT ∣∣2],
dσL
dt
∝
[
(1− ξ2)

∣∣∣H̃∣∣∣2 − 2ξ2Re
[
H̃∗Ẽ

]
− ξ2 t′

4m2
p

∣∣∣Ẽ∣∣∣2],
dσTT

dt
∝ t′

∣∣ĒT ∣∣2,
dσLT

dt
∝ ξ
√

1− ξ2
√
−t′Re

[
H∗T Ẽ

]
. (6.63)

According to Eq. 6.62 respectively Eq. 6.63, the MPFFs needed to calculate
the cross-section for exclusive π0 production are Ẽ , H̃,HT and ĒT = 2H̃T +ET .
To recall, the MPFFs are integrals over two components

F =
∑
SqSq′

∫ 1

−1

dx gSγ∗Sq ,0Sq′ (x, ξ, t, Q
2) F (x, ξ, t),

where gSγ∗Sq ,0Sq′ (x, ξ, t, Q
2) describes the partonic subprocess and F (x, ξ, t) is

the corresponding GPD. For a complete model, both parts have to be cov-
ered with appropriate descriptions. They are shortly introduced in the fol-
lowing. Note, that the MPFFs that involve quark helicity flip GPDs require a
twist-3 meson wave function [117]. For brevity, most of the specific formulas
are omitted while referring to appropriate sources. Also, only the necessary
GPDs are discussed with an additional restriction to valence quark GPDs.

The partonic subprocess γ∗q → π0q is calculated using the modified per-
turbative approach [118]. The full subprocess amplitude involves a suitable
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meson waveform, the hard scattering kernel, and a Sudakov term. The in-
frared singularities appearing in the collinear factorization in case of trans-
versely polarized photons are kept in control by avoiding a large separation
between the quarks that form the meson [119, 120]. The Sudakov term de-
scribes the exchange of a soft gluon between these quarks and decreases for
increasing transverse separation of the quarks.
The hard scattering kernel is calculated from a set of lowest order Feynman
graphs [34, 115]. The twist-2, respectively twist-3 meson wave function used
in the model can be found in [121, 122] and [123]. The full twist-3 subprocess
amplitude is bit more complicated and its description is omitted here. One
may refer to [36] for details.

In the choice of functions applicable for the parametrization of GPDs, the
conditions posed by the properties of the GPDs, summarized in Section 2.1,
have to be fulfilled. One approach uses double distributions f(α, β, t) [124,
125]

F (x, ξ, t) =

∫ 1

−1

dα

∫ 1−|α|

−1+|α|
dβδ(α + ξβ − x)f(α, β, t),

where α and β are internal variables for the integration and the delta func-
tion defines the integration line in the (α, β) plane.
It turns out, that even though the double distribution ansatz elegantly im-
plements the polynomiality property of the GPDs, the last coefficient in the
expansion can vanish. The issue of the vanishing last coefficient is ignored in
the GK model, though, since the impact is expected to be negligible [115]10.
The ansatz for the functions f(α, β, t) for Ẽ, ĒT and HT reads [124]

f(α, β, t) = ebte−α
′ln(α)t F (α, ξ = t = 0)

3

4

(1− α)2 − β2

(1− α)3
θ(α). (6.64)

The exponentials form a Regge-like profile function with the slope of the
Regge trajectory α′ and the slope b of the Regge residue function. The func-
tion F (α, ξ = t = 0) manages the correct forward behavior for the respective
GPD, see also Section 2.1. The respective forward limits are parameterized in
the following fashion [36, 48]

HT : F (α, ξ = t = 0) = ∆T q(α) = Nα1/2(1− α) [q(α)−∆q(α)] ,

Ẽ, ĒT : F (α, ξ = t = 0) = Nα−α(0)(1− α)β(0), (6.65)

where N is a quark flavor dependent normalization parameter. The unpolar-
ized and polarized PDFs q and ∆q are taken from [127, 128]. The model for
the transversity PDF ∆T q is taken from [129]. The parameters α(0) and β(0)
in case of GPDs Ẽ and ĒT are obtained from fits to measurements [48] and
from lattice calculations [130], respectively. The specific parameters for the
GPDs are stated in Table 6.28.
For the GPD H̃ , a different parametrization is used. Since the impact of GPD

10A common approach to overcome this issue is to add the so-called D-term to generate
the highest order coefficient. [126]
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TABLE 6.28: Parameters for the Regge-like behavior and the normalization of
the GPDs in the GK model [48, 117]. The parameters N and β(0) depend on the
quark flavor, which is restricted to up- and down-type here.

GPD α(0) βu(0) βd(0) α′(GeV−2) b(GeV−2) Nu Nd

Ẽ 0.48 5 5 0.45 0.9 14.0 4.0
ĒT 0.3 4 5 0.45 0.5 6.83 5.05
HT - - - 0.45 0.3 1.1 -0.3

H̃ on exclusive π0 production is small, it shall be referred to [104] for details.

6.8.2 Comparison and interpretation with respect to the model
for GPDs by Goloskokov and Kroll

An implementation of the GK model in HEPGEN++ [104] can be used to cal-
culate cross-section values for the COMPASS kinematics. These values are
predictions since so far, no measurement of exclusive π0 production exists in
this kinematic domain. The implementation of the model incorporates the
GK model based on [48], which corresponds to the parameter set stated in
Table 6.28. In addition, the GK authors provide modified parameters [131]
inspired by the measurement presented in this thesis. The aim of the mod-
ified parameters is to estimate the impact on the model needed to describe
the COMPASS measurement. Most importantly, a smaller value for the pa-
rameter α(0) of GPD ĒT was chosen. This modification changes the energy
dependence and the strength of the GPD ĒT . The normalization and the
slope parameter b of the GPD ĒT is then adjusted such that measurements at
different kinematics ([46, 47]) are reproduced again.
The parameters for GPDs Ẽ and HT are modified as well, but the impact of
the modifications is marginal. The summary of Regge parameters and nor-
malizations of the GPDs according to [131] is given in Table 6.29.

TABLE 6.29: Modified parameters for the Regge behavior and the normalization
of the GPDs in the GK model. [131]

GPD α(0) b(GeV−2) Nu Nd

Ẽ 0.32 0.6 18.2 5.2
ĒT -0.1 0.67 29.23 21.61
HT - 0.04 0.68 -0.186

The implementation of the model in HEPGEN++ allows to calculate val-
ues for the cross-section that can be compared to the measurement. Similar
to the measurement, the values of the model correspond to the integrated
cross-sections in the domain of the COMPASS measurement, i.e. the value in
one bin is calculated using

〈dσ

dκ

〉
∆κ

=

∫
∆κ

dσGK

dκ
dκ

∆κ
, (6.66)
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where dσGK

dκ
corresponds to the cross-section evaluated using the GK model

(in analogy to what is done in case of the data, cf. Eq. 6.31). Like that, one can
directly compare the values of the measurement and the model since they
correspond to the same observables. Accordingly, the value for the unsep-
arated cross-section (|t|-averaged cross-section) from the model, using the
refined parameter set (Table 6.29), reads〈dσT

d|t| + ε
dσL
d|t|

〉
= 9.47

nb

(GeV/c)2
,

which is in a fair agreement with the result of the measurement of〈dσT
d|t| + ε

dσL
d|t|

〉
= 8.1± 0.9+1.1

−1.0

nb

(GeV/c)2
.

Further, in Fig. 6.54 and Fig. 6.55 the functional dependence of the cross-
section for both model parameter sets and the measurement are compared.
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FIGURE 6.54: Cross-section as a function of |t|. The right panel corresponds to
the t-averaged cross-section.

The red dots in the figures show the measured cross-sections as described in
Section 6.6. The black and blue markers correspond to values obtained with
the GK model, where the black markers correspond to the parameter set of
Table 6.28 and the blue markers to the parameter set of Table 6.29. In order
to see the behavior of the cross-section, Eq. 6.66 is evaluated at 50 positions
along the abscissa and the resulting values are interpolated to form the black
and blue model curves.
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FIGURE 6.55: Cross-section as a function of φπ0 . The red curve and the un-
certainty band, which represents the 68 % confidence interval, result from the
binned maximum likelihood fit to the data (Subsection 6.6.7). A similar picture
with the result of the MCMC method (Subsection 6.6.8) is available in Appendix
B.4.5.

Looking at the cross-section as a function of |t| Fig. 6.54, there are a num-
ber of observations:

1. The predictions for the cross-section (black) overshoot the measure-
ment by approximately a factor of two, leading to a modified parameter
set used for the blue curve.

2. The modified parameter set (blue) has improved the compatibility of
the model with the measurement. The |t|-averaged cross-section (right
panel) of the model and the measurement agree now within the uncer-
tainties. Still, the slope of the |t| dependence is more pronounced in the
measurement.

3. For |t| → 0, the model predicts a decrease of the cross-section. This
is a result of the GPD ĒT as one can deduce from Eq. 6.63. In the GL
model [35, 49, 50], a different shape of the small |t| dependence is advo-
cated. Due to the large uncertainties, the measurement is inconclusive
here.

For the cross-section as a function of φπ0 depicted in Fig. 6.55, the same
general statements hold. In addition, here a binned maximum likelihood fit
is used to extract the amplitudes of the structure functions (red curve). The
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values of the fitted parameters are found to be〈dσTT
d|t|

〉
= −6.0± 1.3+0.7

−0.7

nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.4± 0.5+0.3
−0.2

nb

(GeV/c)2
. (6.67)

A large contribution from σTT is found, which is according to Eq. 6.63 again
a sign for the importance of GPD ĒT . For σLT , a small, positive contribution
is found. It is an indication that the cross-section by transversely polarized
photons is not to be neglected.
From the shape of the model one can conclude, that both findings for σTT and
σLT are compatible with the model description. More precisely, the values ob-
tained for the revised model parameter set read for the presented kinematic
range 〈dσTT

d|t|
〉

= −6.19
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 0.13
nb

(GeV/c)2
. (6.68)

Although, the sign of the quantity σLT is an open question. As also pointed
out in Section 2.3, measurements performed at the JLab Hall A experiment
favor a negative sign while model calculations favor a positive sign [46, 52] .
Measurements by the CLAS experiment find both positive and negative val-
ues [47].

It is not possible to disentangle the structure functions σT and σL, which
is only possible using Rosenbluth separation as it is performed at the JLab
Hall A experiment [52]. Unfortunately, Rosenbluth separation is not feasible
at COMPASS kinematics since a large split in the beam energies would be re-
quired.

Despite the fair agreement with the tuned GK model, the measurement
also shows the importance of performing global fits including data spanning
over the kinematic range of different experiments. In a recent effort, the PAR-
TONS collaboration [132] seeks to develop a framework where different ex-
perimental observables and models for GPDs can be collected. It will give the
ability to comprehensively study different models in the context of available
data. All in all, the measurement of the exclusive π0 muoproduction cross-
section already provided important input to the parametrization of GPDs
and therefore helped to improve the understanding of the inner dynamics of
nucleons.



173

7 Summary and outlook

Studies of the nucleon and its substructure have prompted a number of ques-
tions. One of the most prominent question, how do the nucleons properties
like spin, mass and size emerge from its constituents, still remains unan-
swered. In the last decades, generalized parton distribution functions (GPDs)
have received rising attention. The GPDs are generalizations of both the form
factors and parton distributions. The correlation of transverse spatial posi-
tions and longitudinal momentum fractions provides new insights into the
nucleon and in particular into its helicity structure.
As GPDs describe long-range quantum chromodynamics, they are not calcu-
lable by perturbative quantum chromodynamics. Next to efforts to calculate
GPDs from the lattice, the only possibility to find the correct functions and
parameters is through measurements.
The most prominent processes that are sensitive to GPDs are exclusive scat-
tering processes such as deeply virtual Compton scattering and hard exclu-
sive meson production. These processes offer complementary access to GPDs
while their overlap allows testing the universality of the GPDs.

Among a variety of experiments that bother with the structure of nucle-
ons, the COMPASS experiment is (and has been) one of the cornerstones in
the field. Due to its location at the end of the M2 beamline at CERN, the ex-
periment has unique access to a high energy, polarized muon beam with the
possibility to choose both charge and polarization of the beam. The experi-
ment is a versatile setup with various detectors that are steadily updated. A
big evolutionary step happened starting with the COMPASS-II phase in 2012
in which dedicated measurements for GPDs were conducted.
One of the most important upgrades for the GPD program at COMPASS was
the CAMERA detector. It allows the detection of the recoiled target proton
thus enabling COMPASS to reconstruct all final state particles in exclusive
scattering processes. The construction and detection principles of the CAM-
ERA detector impose challenging demands on the readout that are fulfilled
by employing the GANDALF-framework.

The COMPASS-II setup, including CAMERA and the full readout, was first
operated in a pilot run in 2012. The thorough analysis of the recorded data
with an emphasis on the CAMERA detector together with the resulting im-
plementation of vital hardware improvements are subjects of this thesis. Be-
tween 2012 and 2016, the FPGA firmware design was carefully refined and
extensively tested leading to a flawless operation of the system during the
dedicated data taking for the COMPASS GPD program in 2016 and 2017.
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The thesis includes a complete description of the firmware design for the
GANDALF-ADC. It is both suited for users operating the module as well as
for advanced users or future developers of the system.

The extraction of first physics results from the pilot run data allows not
only a glance into the prospects of the COMPASS experiment for future anal-
ysis, but has already provided valuable new information for the field.
The physics analysis necessitated a precise calibration of the CAMERA detec-
tor and the development of an easy access to the reconstructed particle tracks
in the detector. The methodology for the event reconstruction of the process
was developed from scratch. The analysis includes a kinematic fit that allows
for the best determination of the kinematic variables and is used to improve
the purity of the signal. The background was estimated using Monte Carlo
techniques and systematic effects were studied to a great extent.
For the first time, the mean exclusive π0 muoproduction cross-section was
extracted in the kinematic range

0.08 (GeV/c)2 < |t| < 0.64 (GeV/c)2,

1 (GeV/c)2 < Q2 < 5 (GeV/c)2,

8.5 GeV < ν < 28 GeV,

as a function of |t|, the square of the four-momentum transfer to the proton,
and as a function of φπ0 , the angle between the lepton plane and meson pro-
duction plane. The structure functions σL, σT , σLT and σTT were extracted in
this kinematic range and determined as〈dσT

d|t| + ε
dσL
d|t|

〉
= 8.1± 0.9+1.1

−1.0

nb

(GeV/c)2
,〈dσTT

d|t|
〉

= −6.0± 1.3+0.7
−0.7

nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.4± 0.5+0.3
−0.2

nb

(GeV/c)2
.

First comparisons with model predictions by Goloskokov and Kroll show,
in general, a good compatibility in the functional shape. In particular the
strong relative contribution of

〈
dσTT
d|t|

〉
can be confirmed, which is of the or-

der of the unseparated cross-section
〈

dσT
d|t| + εdσL

d|t|

〉
. This hints a strong con-

tribution from transversely polarized virtual photons. In the framework of
Goloskokov and Kroll, such contributions emerge in higher twist handbag
calculations and can be attributed to a large contribution of the nucleon non-
helicity flip/parton helicity flip GPD ĒT . In the model, this contribution
manifests also in the attenuation of the cross-section for |t| → 0. While the
data show a small downwards tendency for small |t|, the large statistical un-
certainties do not allow firm conclusions.
The magnitude of the cross-section predicted by Goloskokov and Kroll does
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not match the measurement. On account of this fact, the measurement al-
ready lead to adjustments of the model presented in this thesis. The changes
allow to both describe the presented measurement at COMPASS kinematics
(sea quark region) as well as data measured by JLab (valence quark region).

The COMPASS collaboration has recorded ten times more data in 2016 and
2017 for the analysis of this interesting reaction. The techniques and methods
developed in this thesis serve as a guideline for the analysis of these data. It
will then be possible to study the evolution of the φπ0 modulations of the
cross-section in bins of t and the increased statistics will also allow studying
the t dependant cross-section at very small momentum transfer.

Meanwhile, the COMPASS collaboration is preparing a letter of intent for
a next-generation experiment that may be realized in the early twenties, in-
volving a polarized target.
In the long run, the field looks forward to a possible electron-ion collider
which would pave the way for a comprehensive analysis of GPDs over a
wide kinematic range. There are already solid studies on the performance of
such a machine as well as first technical design drafts.
All in all, there is a large, growing community pushing the field forward and
it seems only a matter of time when the spin puzzle will finally be solved.
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A GANDALF-ADC firmware
auxiliary material

A.1 Directory structure

In Fig. A.1, the directory structure of the GANDALF-ADC project is depicted.
Only the relevant directories and some relevant files are listed.
The version control system git is used to manage the project. Directories
listed below the submodules folder are included as git submodules. There-
fore, each of these folders itself represents a git repository. Each submodule
roughly corresponds to a module in Fig. 4.1.

A.2 Simulation

The simulation of the GANDALF-ADC firmware relies on ModelSim. The
point of access is the testbench.fdo file, from which other important files are
called. The contents of the file looks like this:

# c o m p i l e VHDL code , c r e a t e g a n d a l f . GANDALF_env l i b r a r y
do t e s tbench_compi le_ l ib . fdo
# s t a r t t h e s i m u l a t i o n
vsim −t ps −novopt +notimingchecks gandalf .GANDALF_env

# add some waveforms t o t h e s c r e e n
do testbench_wave . fdo
# e x e c u t e u s e r d i r e c t i v e s
do tes tbench . udo

The simulation environment is configured in the G_PARAMETERS.vhd. The
interaction with the simulated GANDALF-module is possible using the Mod-
elSim command line with the vme_write command.
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gta_root

ucf: pin assignments

par: Xilinx project files

submodules

cpld_interface: see Subsection 4.6.1

data_out_manager: see Section 4.8

gp_if: see Subsection 4.6.2

i2c: see Section 4.3

stat_if: see Subsection 4.6.2

sweepsi: see Subsection 4.4.2

tcs_controller

tcs_if

rtl

cpld: VHDL implementation files for CPLD

dspGTA: see Fig. A.2

mem: VHDL implementation files for MEM-FPGA

tb: see Fig. A.3

FIGURE A.1: Directory structure of the GANDALF-ADC project

dspGTA: VHDL implementation files for DSP-FPGA

GTA_adv.vhd: toplevel-module

G_PARAMETERS.vhd: definition of constants etc.

amc_if.vhd: handling of ADC bits Section 4.7

ana_ilm.vhd: module containing CFD etc

top_level_desc.vhd: definition of custom types

FIGURE A.2: Directory structure of the dspGTA folder, containing the VHDL
implementation files for the DSP-FPGA. Only the most important files are listed.
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tb: files relevant for testbench

GANDALF_top.vhd: toplevel-simulation-module Section 4.9

testbench.fdo: see Appendix A.2

testbench.vhd: main testbench environment file

FIGURE A.3: Directory structure of the tb folder, containing the testbench files
of the GANDALF-ADC project. Only the most important files are listed.
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A.3 Phase alignment

In the FPGA, the sweep process is controlled by some rather complicated
logic expressed through state machines. The separation into separate state
machines is not only for better style, it is mainly needed because the differ-
ent processes live in different clock domains that are not related to each other.
This also means, that special care has to be taken for signals crossing the clock
domains.
The process to control the sweep, programming a specific phase and moni-
toring the phase is illustrated in Fig. A.4. To control the SI chip phase, sep-
arate state machines exist to configure fine shift (Fig. A.6) and coarse shift
(Fig. A.7). The helper processes illustrated in Fig. A.5 are used to count or
monitor the yields of the flip-flops and to send the results of a measurement
to the spy_fifo.
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idle

check
mon

sweep
cfg

si cfg

reset
fine

reset
coarse

count

decrem.
fine

decrem.
coarse

set
fine

set
coarse

si = 3

sweep

align

done

done

done
done

fine > 0

fine = 0

coarse > 0

coarse = 0 && si < 3

coarse = 0 && si = 3

done

done

si = 3si < 3

si < 3

FIGURE A.4: State machine for the sweep control process. It has three tasks.
First, perform the sweep, second, align the phase and third, monitor the phase.
Each task is performed in sequence for each SI chip which is expressed here by
the counter “si”. Following, a description of the states:

idle: idle state, step out on fast-register fr_phase_align_si or fast-register fr_sweep_
si to set a specific phase respectively to start the sweep process, else step
to check mon state

si cfg: retrieve phase configuration from configuration memory (Section 4.4)

set fine: trigger the state machine to set a specific fine latency, see Fig. A.6

set coarse: trigger the state machine to set a specific fine latency, see Fig. A.7,
increment “si” counter

check mon: check current value reading of the flip-flops, see Fig. A.5

sweep cfg: retrieve sweep configuration from configuration memory (Section 4.4)

reset fine/coarse: set the fine shift respectively coarse shift counter to the re-
quested number of steps and reset the state machines that control the
fine/coarse step (reset coarse step last, because only after the adjustment
of a coarse step the SI chip acknowledges that the operation finished)

count: monitor the flip-flops and write result to spy_fifo, see Fig. A.5

decrem. fine/coarse: decrement the fine shift respectively coarse shift counter
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idle

check
FFs

read
FFs

write
spy_fifo

i < n_sample

count

monitor

i = n_sample

FIGURE A.5: Helper processes used by the sweep control process to read flip-
flop values. Following, a description of the states:

idle: idle state, step out on signal “monitor” to check the flip-flop values once or
on signal “count” to read flip-flop values for some number of clock cycles

check FFs: read the flip-flop values and compare to expected value; if values do
not match, set the set loss-of-phase bit for the SI chip (see Subsection 4.6.2)

read FFs: read the values of the two flip-flop for nsample clock cycles (here, i is
a clock cycle counter); sum occurrences of 00, 11 and 01/10

write spy_fifo: write the sums to the spy_fifo with the data format specified in
Table 4.1
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write
msb

idle

write
lsb

flat = 1

step − 1

step = max

flat = 0step = N

ack

ack

decrem.

ack

reset

ack

load

FIGURE A.6: State machine to control the fine shift of the SI chip. The internal
scalar “step” represents the currently programmed fine shift. A positive “step”
means a shift of the phase backwards while a negative value represents a shift
of the phase in forward direction. Following, a description of the states:

idle: idle state, step out on signal “reset”,“decrem.” and “load” to the respective
states setting the “step” value

step = max: reset the fine shift to the maximum value, which corresponds to the
most backward fine shift of the phase

step - 1: decrement the “step” value to perform one fine shift

step = N: set the “step” value to the specified fine shift value N

flat = 0: I2C: signal SI chip that “flat” register is to be modified

write msb: I2C: write msb of the “step” value to the SI chip

write lsb: I2C: write lsb of the “step” value to the SI chip

flat = 1: I2C: signal SI chip that “flat” register modification ended; the SI chip
will set the requested fine shift, however without acknowledging comple-
tion of the operation
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idle

step+ 1

write
clat

step = N

read
incdec

block
clat

write
clat

release
clat

increm.

load
ack && clat_done

ack

ack

ack && clat_done

reset

FIGURE A.7: State machine to control the coarse shift of the SI chip. The reset
is performed such that the current phase is not modified. The internal scalar
“step” represents the currently programmed fine shift. Following, a description
of the states:

idle: idle state, step out on signal “increm.” and “load” to the respective states
setting the “step” value or on signal “reset” which modifies the SI chip
coarse shift register (clat) without actually altering the current phase

read incdec: I2C: store the current value of the register that contains the “in-
cdec” bit, only the “incdec” bit of the register will be modified and the
others shall remain

block clat: I2C: signal the SI chip to ignore changes done to the “clat” register

write clat: I2C: set “step=0” and reset “clat” register of the SI chip

release clat: I2C: signal the SI chip to act on changes done to the “clat” register

step + 1: increment the “step” value to perform one coarse shift

step = N: set the “step” value to the specified coarse shift value N

write clat: I2C: write “step” value to the SI chip; wait for the SI chip to acknowl-
edge the completion of the operation
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B Additional material

B.1 Photograph of CAMERA and spectrometer

 
         
                           

    

18 -10- 2012

ECAL2

µ±

ECAL1

FIGURE B.1: Photograph of the fully assembled CAMERA detector positioned
in the COMPASS beamline. The beam enters from the bottom and hits the target
which is located in the center of CAMERA.
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B.2 Additional figures for event selection

B.2.1 Kinematic and exclusive variables before cut on pulls
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FIGURE B.2: Distribution of kinematic variables, before cut on pulls
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FIGURE B.3: Distribution of exclusivity variables, before cut on pulls
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B.2.2 Absolute values of pulls for measured quantities
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FIGURE B.4: Pull distributions for the incoming µ. The quantities x and y denote
the track position at the z-position measured at the point closest to the vertex.
Here, p1,2,3 denote the components of the momentum vector. The distributions
are shown for the full event selection while disabling all cuts imposed by the
kinematic fit.
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FIGURE B.5: Pull distributions for the outgoing µ. The quantities x and y denote
the track position at the z-position measured at the point closest to the vertex.
Here, p1,2,3 denote the components of the momentum vector. The distributions
are shown for the full event selection while disabling all cuts imposed by the
kinematic fit.
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FIGURE B.6: Pull distributions for the position in ring A of CAMERA. The mea-
sured quantities are the azimuth angle ϕ, the radius r and the longitudinal po-
sition z of the hit. The distributions are shown for the full event selection while
disabling all cuts imposed by the kinematic fit.

) [rad]fit
B

ϕ − 
B

ϕ(
0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4

E
nt

rie
s

0

10

20

30

40

50

60

Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

) [cm]fit
Br − Br(

1.5− 1− 0.5− 0 0.5 1 1.5

E
nt

rie
s

0

5

10

15

20

25

Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

) [cm]fit
Bz − Bz(

20− 15− 10− 5− 0 5 10 15 20

E
nt

rie
s

0

10

20

30

40

50

Data

 LEPTO+ 0πHEPGen++ 

LEPTO non-excl.

FIGURE B.7: Pull distributions for the position in ring B of CAMERA. The mea-
sured quantities are the azimuth angle ϕ, the radius r and the longitudinal po-
sition z of the hit. The distributions are shown for the full event selection while
disabling all cuts imposed by the kinematic fit.
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FIGURE B.8: Pull distribution for the magnitude of the momentum of the recoil
proton. The distributions are shown for the full event selection while disabling
all cuts imposed by the kinematic fit.
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FIGURE B.9: Pull distributions for the higher energetic γ. x and y denote the
track position at the z-position measured at the respective ECal, p denotes the
magnitude of the momentum of the γ. The distributions are shown for the full
event selection while disabling all cuts imposed by the kinematic fit.
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FIGURE B.10: Pull distributions for the lower energetic γ. x and y denote the
track position at the z-position measured at the respective ECal, p denotes the
magnitude of the momentum of the γ. The distributions are shown for the full
event selection while disabling all cuts imposed by the kinematic fit.
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B.3 Additional material for simulation

B.3.1 JETSET output for LEPTO event types

FIGURE B.11: Listing of the JETSET output for a LEPTO event with exclusive π0

signature and a recoiling proton (type 1). Notice, that the recoil proton (I=8) has
the incoming proton (I=2) as its origin.

I p a r t i c l e / j e t KS KF or ig p_x p_y p_z E m

1 !mu+! 21 −13 0 −0.208 −0.031 155 .717 155 .717 0 .106
2 ! p+! 21 2212 0 −0.000 −0.000 −0.000 0 .938 0 .938
3 !gamma! 21 22 1 1 .013 0 .269 8 .524 8 .519 −1.085
4 mu+ 1 −13 1 −1.221 −0.299 147 .193 147 .198 0 .106
5 ! u~! 21 −2 2 0 .598 0 .457 1 .238 1 .449 0 .000
6 ! u~! 21 −2 5 0 .598 0 .457 1 .238 1 .449 0 .000
7 ! u~! 21 −2 6 1 .322 0 .666 7 .113 7 .265 0 .006
8 p+ 1 2212 2 −0.485 −0.825 0 .908 1 .619 0 .938
9 ( u~) A 12 −2 0 1 .322 0 .666 7 .113 7 .265 0 .006

10 ( u ) V 11 2 2 0 .182 0 .370 0 .879 1 .024 0 .325
11 ( c l u s t e r ) 11 91 9 1 .503 1 .036 7 .992 8 .290 1 .227
12 ( pi0 ) 11 111 11 1 .568 1 .129 7 .997 8 .228 0 .135
13 gamma 1 22 12 0 .666 0 .55 6 3 .477 3 .584 0 .000
14 gamma 1 22 12 0 .902 0 .57 3 4 .520 4 .645 0 .000

sum : 2 . 0 0 −0.137 0 .005 156 .098 157 .045 17 .222

FIGURE B.12: Listing of the JETSET output for a LEPTO event with exclusive π0

signature and a proton originating from hadronization (type 2).

I p a r t i c l e / j e t KS KF or ig p_x p_y p_z E m

1 !mu+! 21 −13 0 −0.117 −0.072 161 .834 161 .834 0 .106
2 ! p+! 21 2212 0 0 .000 0 .000 −0.000 0 .938 0 .938
3 !gamma! 21 22 1 0 .686 0 .705 27 .857 27 .852 −1.102
4 mu+ 1 −13 1 −0.803 −0.777 133 .977 133 .982 0 .106
5 ! g ! 21 21 2 −0.022 −0.408 0 .054 0 .412 −0.000
6 ! g ! 21 21 5 −0.022 −0.408 0 .054 0 .412 −0.000
7 ! u ! 21 2 6 0 .636 0 .193 0 .478 0 .819 0 .006
8 ! u~! 21 −2 6 −0.129 −0.055 21 .058 21 .059 0 .006
9 ( u ) A 12 2 6 0 .581 0 .176 0 .437 0 .748 0 .006

10 ( ud_0 ) V 11 2101 2 0 .520 0 .751 0 .823 1 .391 0 .650
11 ( u~) A 12 −2 6 0 .473 0 .051 14 .121 14 .129 0 .006
12 ( g ) I 12 21 6 −0.546 −0.090 6 .999 7 .021 0 .000
13 ( u ) V 11 2 2 −0.342 −0.182 5 .470 5 .494 0 .325
14 ( c l u s t e r ) 11 91 9 1 .102 0 .927 1 .260 2 .139 0 .957
15 p+ 1 2212 14 1 .161 0 .977 1 .255 2 .181 0 .938
16 ( c l u s t e r ) 11 91 11 −0.416 −0.221 26 .591 26 .644 1 .616
17 ( pi0 ) 11 111 16 −0.476 −0.271 26 .575 26 .581 0 .135
18 gamma 1 22 17 −0.187 −0.092 13 .293 13 .295 0 .000
19 gamma 1 22 17 −0.289 −0.179 13 .281 13 .286 0 .000

sum : 2 . 0 0 −0.118 −0.071 161 .807 162 .744 17 .436
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B.3.2 Pull distributions for LEPTO event types
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FIGURE B.13: Pull distributions for the incoming µ. The quantities x and y
denote the track position at the z-position measured at the point closest to the
vertex. Here, p1,2,3 denote the components of the momentum vector. The nor-
malization factor σ denotes the difference of the error on the quantity before and
after the fit. The distributions for HEPGEN++ and LEPTO are normalized to data
using the integral. The kinematic range is specified in Section 6.4.
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FIGURE B.14: Pull distributions for the outgoing µ. The quantities x and y
denote the track position at the z-position measured at the point closest to the
vertex. Here, p1,2,3 denote the components of the momentum vector. The nor-
malization factor σ denotes the difference of the error on the quantity before and
after the fit. The distributions for HEPGEN++ and LEPTO are normalized to data
using the integral. The kinematic range is specified in Section 6.4.
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FIGURE B.15: Pull distributions for the position in ring A of CAMERA. The
measured quantities are the azimuth angle ϕ, the radius r and the longitudinal
position z of the hit. The normalization factor σ denotes the difference of the
error on the quantity before and after the fit. The distributions for HEPGEN++
and LEPTO are normalized to data using the integral. The kinematic range is
specified in Section 6.4.
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FIGURE B.16: Pull distributions for the position in ring B of CAMERA. The
measured quantities are the azimuth angle ϕ, the radius r and the longitudinal
position z of the hit. The normalization factor σ denotes the difference of the
error on the quantity before and after the fit. The distributions for HEPGEN++
and LEPTO are normalized to data using the integral. The kinematic range is
specified in Section 6.4.
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FIGURE B.17: Pull distribution for the magnitude of the momentum of the recoil
proton. The normalization factor σ denotes the difference of the error on the
quantity before and after the fit. The distributions for HEPGEN++ and LEPTO

are normalized to data using the integral. The kinematic range is specified in
Section 6.4.
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FIGURE B.18: Pull distributions for the higher energetic γ. x and y denote the
track position at the z-position measured at the respective ECal, p denotes the
magnitude of the momentum of the γ. The normalization factor σ denotes the
difference of the error on the quantity before and after the fit. The distributions
for HEPGEN++ and LEPTO are normalized to data using the integral. The kine-
matic range is specified in Section 6.4.
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FIGURE B.19: Pull distributions for the lower energetic γ. x and y denote the
track position at the z-position measured at the respective ECal, p denotes the
magnitude of the momentum of the γ. The normalization factor σ denotes the
difference of the error on the quantity before and after the fit. The distributions
for HEPGEN++ and LEPTO are normalized to data using the integral. The kine-
matic range is specified in Section 6.4.
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B.3.3 Acceptance for each extraction bin

The following Figures B.20 to B.24 display the acceptance for each t bin while
Figures B.25 to B.32 display the acceptance for each φπ0 bin. They are plotted
in full page and landscape for better visibility.
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FIGURE B.20: Acceptance as function of φπ0 for bins in ν and Q2 for the 0th t-bin.
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FIGURE B.21: Acceptance as function of φπ0 for bins in ν and Q2 for the 1st t-bin.
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FIGURE B.22: Acceptance as function of φπ0 for bins in ν and Q2 for the 2nd t-bin.
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FIGURE B.23: Acceptance as function of φπ0 for bins in ν and Q2 for the 3rd t-bin.
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FIGURE B.24: Acceptance as function of φπ0 for bins in ν and Q2 for the 4th t-bin.
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FIGURE B.25: Acceptance as function of t for bins in ν and Q2 for the 0th φπ0-bin.
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FIGURE B.26: Acceptance as function of t for bins in ν and Q2 for the 1st φπ0-bin.
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FIGURE B.27: Acceptance as function of t for bins in ν and Q2 for the 2nd φπ0-bin.
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FIGURE B.28: Acceptance as function of t for bins in ν and Q2 for the 3rd φπ0-bin.
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FIGURE B.29: Acceptance as function of t for bins in ν and Q2 for the 4th φπ0-bin.
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FIGURE B.30: Acceptance as function of t for bins in ν and Q2 for the 5th φπ0-bin.
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FIGURE B.31: Acceptance as function of t for bins in ν and Q2 for the 6th φπ0-bin.
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FIGURE B.32: Acceptance as function of t for bins in ν and Q2 for the 7th φπ0-bin.
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B.4 Additional material for extraction of cross-section

B.4.1 Resolution effects on virtual-photon flux
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FIGURE B.33: Relative resolution for evaluation of the virtual-photon flux
Γ(Q2, ν) using an exclusive π0 muoproduction Monte Carlo. The quantity
∆Γ = Γ− Γmc denotes the difference between the value of Γ with reconstructed
kinematic and the generator truth denoted by Γmc. The resolution σ is plotted
as a function of the generator truth for Q2

mc (left) and νmc (right).

B.4.2 Study of binned maximum likelihood fit using a
bootstrap/replica method

Next to the uncertainties for the cross-section values, the Poisson bootstrap
method introduced in Subsection 6.6.5 allows to examine the binned maxi-
mum likelihood fit as well. Here, a bootstrap sample is the combination of
bootstrap samples for each φπ0 bin, each created according to Eq. 6.41. The
Poisson bootstrap distribution of the fit parameters follow from fitting the
binned maximum likelihood for a large number of bootstrap samples. The
resulting distribution is displayed in Fig. B.34. In the plots, the best fit value
determined by the minimizer is indicated by the blue line. One can observe,
that the mean of the bootstrap distributions are slightly shifted with respect
to the best fit value. It seems therefore, that the minimizer tends to favor
another minimum when the input is modified. The σ of the bootstrap distri-
butions is very much compatible with the errors estimated by the minimizer
while the covariance matrix reads

C =

(
2.23 0.22
0.22 0.29

)
.
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FIGURE B.34: Poisson bootstrap distributions for binned maximum likelihood
fit parameters. The blue line indicates the best fit value determined by the min-
imizer.

B.4.3 Alternative likelihood using parameterized PDFs

When setting up the likelihood function Eq. 6.51 it was assumed that the
number of events in a bin is described by a Poisson distribution. As a result,
a correction for the covariance matrix reported by the minimizer is needed.
In Subsection 6.6.8, the likelihood is expressed using the parameterization of
the PDFs in the extraction bins, Eq. 6.58. This likelihood can also be fed to
the minimizer. Now, the covariance matrix correction is not needed since the
likelihood is properly normalized. The result of the minimization reads〈dσTT

d|t|
〉

= −6.02± 1.31
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.54± 0.52
nb

(GeV/c)2
,

while the reported covariance matrix reads

C =

(
1.71 0.29
0.29 0.27

)
,
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which is to be compared to (Eq. 6.54)〈dσTT
d|t|

〉
= −6.02± 1.31

nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.44± 0.49
nb

(GeV/c)2
,

with covariance matrix (Eq. 6.53)

C =

(
1.73 0.49
0.49 0.24

)
,

The value for dσLT
dt

slightly differs which means that the different choice of
PDFs creates a slightly different minimum. Also, the correlation between the
two parameters seems to be slightly reduced.

Again, the fit with the modified can be studied using the replica/boot-
strap method as explained in Appendix B.4.2. The results are presented in
Fig. B.35. Again, the bootstrap samples are slightly shifted with respect to

FIGURE B.35: Poisson bootstrap distributions for binned maximum likelihood
fit parameters, using the parameterized PDFs to define the likelihood (Eq. 6.58).
The blue line indicates the best fit value determined by the minimizer.

the best fit value of the minimizer while the widths of the distributions very
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much resemble the uncertainties reported by the minimizer. The correspond-
ing covariance matrix results in

C =

(
2.01 0.24
0.24 0.28

)
.

One can further utilize the likelihood used in the MCMC sampling method
(Eq. 6.58) with a flat prior π(~β) = 1 (see also Appendix B.4.4). Now, the nor-
malization parameter (unseparated cross-section) is a free parameter. The
result of the minimizing process reads〈dσT

d|t| + ε
dσL
d|t|

〉
=
〈dσU

d|t|
〉

= 8.08± 0.64
nb

(GeV/c)2
,〈dσTT

d|t|
〉

= −5.98± 1.36
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.53± 0.53
nb

(GeV/c)2
,

with covariance matrix

C =

 0.42 −0.26 0.06
−0.26 1.86 0.25
0.06 0.25 0.28

 .

B.4.4 MCMC with flat prior

As a test of the MCMC method, Fig. B.36 and Fig. B.37 show the correspond-
ing figures to Fig. 6.39 and Fig. 6.40 for a log-posterior with a flat prior π(~β) =
1.
Here, the most probable parameter set extracted from the three dimensional
parameter density reads〈dσT

d|t| + ε
dσL
d|t|

〉
=
〈dσU

d|t|
〉

= 8.07
nb

(GeV/c)2
,〈dσTT

d|t|
〉

= −6.00
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.53
nb

(GeV/c)2
.
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FIGURE B.36: Visualization of the most probable parameter set obtained using
the MCMC sampling method. The histograms show the values for the respective
parameter or parameter combination when slicing the other parameters. For
instance, the lower left shows the samples for

〈
dσLT
d|t|

〉
and

〈
dσU
d|t|
〉

for a slice in〈
dσTT
d|t|

〉
. The blue lines and marker indicate the position of the most probable

parameter set. The contours contain from dark to light {10, 40, 70, 90}% of the
most probable parameters.

The mean and RMS of the of the projections to the respective parameter re-
sults in the following values〈dσT

d|t| + ε
dσL
d|t|

〉
=
〈dσU

d|t|
〉

= 8.16± 0.66
nb

(GeV/c)2
,〈dσTT

d|t|
〉

= −5.87± 1.41
nb

(GeV/c)2
,〈dσLT

d|t|
〉

= 1.53± 0.54
nb

(GeV/c)2
,

and the corresponding covariance matrix reads

C =

 0.43 −0.23 0.05
−0.23 2.01 0.20
0.05 0.20 0.30

 .
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FIGURE B.37: Visualization of the distribution of parameters obtained with the
MCMC. The histograms show the values for the respective parameter or param-
eter combination when integrating the other parameters. For instance, the lower
left shows the values for

〈
dσLT
d|t|

〉
and

〈
dσU
d|t|
〉

when integrating over
〈

dσTT
d|t|

〉
. The

blue lines and marker indicate the position of the most probable parameter set.
The contours contain from dark to light {10, 40, 70, 90}% of the most probable
parameters.
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B.4.5 MCMC result with model curves
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FIGURE B.38: Cross-section as a function of φπ0 . The red curve and the un-
certainty band, which represents the 68 % confidence interval, result from the
MCMC method (Subsection 6.6.8).

B.5 Various systematic tests

The Fig. B.39 (Fig. B.40) summarizes the result of various systematic tests and
their influence on the extracted cross-section as a function of t (φπ0). The
labels of the points are explained in the following.

no fit: Extraction using the event kinematics determined without the kine-
matic fit (cf. Section 6.3).

kinfit shift: Extraction with modified energy and momentum balance con-
straints (cf. Subsection 6.7.5).

3d acc: Extraction with a three dimensional acceptance, cf. Section 6.5. The
dimensions are Q2 and ν and the respective extraction variable (t re-
spectively φπ0).

3d acc, no fit: Same as “3d acc” but using the event kinematics determined
without the kinematic fit (cf. Section 6.3).

3d acc, kinfit shift Same as “3d acc” but with modified energy and momen-
tum balance constraints (cf. Subsection 6.7.5).
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alternate: Extraction was modified by estimating the virtual photon flux us-
ing Monte Carlo, as explained in Subsection 6.6.1.

alternate no fit: Same as “alternate” but using the event kinematics deter-
mined without the kinematic fit (cf. Section 6.3).

alternate shifted: Same as “alternate” but with modified energy and mo-
mentum balance constraints (cf. Subsection 6.7.5).
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FIGURE B.39: Influence on the extracted value of the cross-section in the 5 bins
of t, originating from various studies, see Appendix B.5 for the explanation of
the labels. The quantity σ0

i denotes the preferred value of the cross-section in
the corresponding t-bin with i ∈ 1,2,3,4,5. The green band corresponds to the
relative statistical uncertainty associated to the extracted value.
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FIGURE B.40: Influence on the extracted value of the cross-section in the 8 bins
of φπ0 , originating from various studies, see Appendix B.5 for the explanation
of the labels. The quantity σ0

i denotes the preferred value of the cross-section in
the corresponding φπ0 -bin with i ∈ 1,2,...,8. The green band corresponds to the
relative statistical uncertainty associated to the extracted value.
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Acronyms

ADC analog-to-digital converter. v, 22, 27–29, 33, 36, 37, 51–56, 73, 77, 78, 80,
180, 221, 225, Glossary: ADC

AMC ADC mezzanine-card. 28, 29, 33, 34, 36–39, 41, 46, 51–55, 226, Glossary:
AMC

BMS beam momentum station. 20, 88, 108

BoPET Biaxially-oriented polyethylene terephthalate. 21, Glossary: BoPET

BoS Begin of Spill. 48, 74, 76, 89, Glossary: BoS

BRAM block random-access memory. 35, 49, 57, 225, 226, Glossary: BRAM

BT beam telescope. 20, 89

CAMERA Apparatus for Measurement of Exclusive ReActions. 21, 22, 24, 25,
27, 33, 62, 65, 67, 68, 72–76, 78–85, 87, 88, 93, 94, 96, 101, 105, 108, 109,
173, 174, Glossary: CAMERA

CASTOR CERN advanced storage manager. 28

CERN Conseil Européen pour la Recherche Nucléaire. 1, 2, 19, 28, 173, 221,
226

CFD constant fraction discriminator. 56, 57, 59, 80, 180

CFFs Compton form factors. 12

COMPASS Common Muon and Proton Apparatus for Structure and Spec-
troscopy. 2, 3, 5, 10, 14, 17, 19, 20, 22–28, 62, 63, 66–68, 70, 74, 78, 81, 87,
88, 91, 92, 97, 108, 110, 162, 163, 166, 169, 172–175, 177, 187, 227

DA distribution amplitude. 11

DAC digital-to-analog converter. 36, 37, 52, 55, Glossary: DAC

DAQ data acquisition system. 28, 57, 59, 60, 63

DCs drift chambers. 25

DDR double data rate. xvi, 46, 52–54, 57, 59, 60, 62

DIS deep inelastic scattering. xvii, 1, 3, 20, 24, 97, 108
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DMC digital mezzanine-card. 28, 226, Glossary: DMC

DoF distance-of-flight. xvi, 66, 67, 72, 73, 81–83

DVCS deeply virtual Compton scattering. 3, 10, 12, 14, 19–22, 25, 28, 33, 66,
67, 84, 87, 88, 90, 91, 102, 150, 173

EEPROM electrically erasable programmable read-only memory. 36, 55

EMC European Muon Collaboration. 2, 19

EoS End of Spill. 48, Glossary: EoS

FFT fast Fourier transform. 79–81

FLT First Level Trigger. 25, 51, 57, 74, Glossary: FLT

GANDALF-module Generic Advanced Numerical Device for Analytic and
Logic Functions. v, 3, 22, 27–31, 33–35, 37, 40, 41, 46–49, 51–55, 57, 59–
62, 73–75, 78, 79, 179, 223, 226

GEANT4 GEometry ANd Tracking. 108, 227

GEM gas electron multiplier. 25

GK Goloskokov and Kroll. 16–18, 166, 168–170, 172, 174

GL Goldstein and Liuti. 16–18, 166, 171

GPDs generalized parton distribution functions. 2, 3, 5–12, 14–17, 87, 166–
169, 172, 173, 175

GPU graphics processing unit. 30

HEMP hard exclusive meson production. 3, 10, 17, 166, 173

JLab Jefferson Lab. 15, 16, 18, 163, 172, 175

LAS LAS Trigger. 26

LAS Large Angle Spectrometer. 22, 24, 26, 222

LAT Large Area Tracker. 22, 25

LH2 liquid hydrogen. 3, 20, 21, 23, 24, 67, 81, 88, 108

LT Ladder Trigger. 26, 97

LVDS low-voltage differential signaling. 28

MCMC Markov chain Monte Carlo. 137–140, 143, 145, 150, 151, 153, 154,
158, 161, 165, 171, 214–217
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MPFFs meson production form factors. 12, 166, 167

MT Middle Trigger. 26, 97

MWPC multi wire proportional chamber. 25

OMC optical mezzanine-card. 28, Glossary: OMC

OT Outer Trigger. 26, 97

PCIe Peripheral Component Interconnect Express. 30

PDF probability density function. 128, 129, 132, 134, 135, 137, 139, 212, 213

PDFs parton distribution functions. 5, 7, 168

PMT photomultiplier tube. 21, 22

QCD quantum chromodynamics. 97, 173

QDR quad data rate. 60, 62

RICH ring-imaging Cherenkov. 22, 23

SAS Small Angle Spectrometer. 22, 24

SAT Small Area Tracker. 22, 25

SLAC Stanford Linear Accelerator Center. 1

SPS Super Proton Synchrotron. 19, 20, 88, 227

TCS Trigger Control System. 25, 27, 34, 35, 40, 46–48, 51, 57, 60, 62, 74, 76,
79, 88, 225, Glossary: TCS

TDC time-to-digital converter. 27, 29, Glossary: TDC

TIGER-module Trigger Implementation for GANDALF-module Electronic Read-
out. v, 27, 29–31, 36, 46, 47, 59, 62, 226

ToF time-of-flight. xvi, 3, 21, 65–67, 72, 73, 81–84, 225

USB Universal Serial Bus. 28, 36, 49, 60

VDT veto dead time. 26, 89, 90

VSAT very small area tracker. 22, 25

VT Veto Trigger. 26
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Glossary

ADC analog-to-digital converter (ADC), converts analog signals into digital
data. v, 22, 27

AMC GANDALF ADC mezzanine-card with up to eight analog inputs. 28,
29, 33, 36

baseline The digitized value output of an ADC without load on the input.
36, 55

BoPET Biaxially-oriented polyethylene terephthalate (BoPET) is a polyester
film made from stretched polyethylene terephthalate. Available under
trade names Mylar, Melinex and Hostaphan.. 21

BoS Begin of Spill (BoS), TCS signal to mark the start of a spills. 48, 74

BRAM logic unit of FPGAs used to store volatile data. 35

CAMERA Apparatus for Measurement of Exclusive ReActions (CAMERA),
target ToF system used in the COMPASS-II program. 21, 65

CORAL reconstruction software used by the COMPASS experiment. 67, 97

CPLD Complex Programmable Logic Device, array of programmable logic blocks,
somewhat similar to FPGAs but with non-volatile configuration mem-
ory. 28, 35, 36, 46, 49, 57, 59, 60, 62, 180

DAC digital-to-analog converter (DAC), converts a digital signal into an
analog signal. 36

DMC GANDALF mezzanine-card with 64 digital inputs. 28

DSP Digital-Signal-Processing, logic unit of FPGAs, used to perform complex
arithmetic operations. 226

EoS End of Spill (EoS), TCS signal to mark the end of a spills. 48

FIFO First-In-First-Out, data buffer which dispenses the oldest word in the
buffer first. In a FPGA, FIFOs are implemented using BRAMs.. 36, 57,
58

FLT First Level Trigger (FLT), lowest trigger level of the COMPASS TCS. 25,
74
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FPGA Field Programmable Gate Array, array of programmable logic blocks
which can be variably interconnected; main components are slices, BRAMs
and DSPs. 3, 28–30, 33, 34, 42–44, 46, 49, 52, 53, 56, 60, 61, 173, 182, 225–
227

GANDALF-ADC GANDALF-module equipped with AMC cards. v, vi, viii,
22, 33, 34, 40, 46, 49, 57, 59–62, 65, 73, 74, 76, 78, 80, 174, 179–181

GANDALF-framework system for detector readout comprising of GANDALF-
modules and TIGER-modules, interconnected using the VXS-backplane.
3, 36, 62, 67, 173, 177, 226

GANDALF-TDC GANDALF-module equipped with DMC cards. 88

GIMLI Mezzanine card used in the GANDALF-framework. Used for clock
distribution on the modules.. v, 34, 46–48, 51, 60

git a version control system for files, used for collaborative working on projects.
179

I2C a serial computer bus, commonly used for intra-board communication.
v, 33, 34, 36–39, 41, 49, 50, 55, 185, 186

IODelay Input-Output delay, unit at the input of FPGAs used to delay the
input or output signal by means of delay tabs with a certain size. 53,
54, 77, 78

LEMO push-pull connectors made by the company with the same name. 48

mezzanine-card daughter-card to extend the functionality of its motherboard.
28, 29, 33, 36, 40, 221–223, 225, 226

OMC GANDALF mezzanine-card with four optical transceivers. 28

PLL Phase-locked loop, here, unit inside the FPGA which generates an output
signal with a fixed phase relation to the input, commonly used for clock
multiplication. 46

ROOT Data analysis framework. 129

scaler counts occurrences of logical signals on its input. 27, 29

SI chip here: Si5326 chip that is mounted on the GANDALF-module and on
the AMC for clock multiplication and jitter attenuation. viii, 33, 34, 36–
41, 43–46, 48, 51, 52, 54, 77, 79, 182–186

slice Building block of an FPGA. Each slice contains flip-flops and Look-up-
Tables, which are interconnected to implement a specific logic task. 226

S-LINK CERN protocol for optical data transmission. 36
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spill period of arrival of particle beam dispensed from the SPS in the COM-
PASS hall. 27, 48, 74, 78, 88–90, 221, 222, 225

TCS Trigger Control System (TCS), system for the generation and distribu-
tion of trigger information. 25, 46

TDC time-to-digital converter (TCS), measurement of time intervals of logi-
cal signals. 27

TGEANT Total GEometry ANd Tracking, full description of the COMPASS
experiment using the GEANT4 framework. 108

VHDL Very High Speed Integrated Circuit Hardware Description Language, pro-
gramming language to describe the behaviour of an electronic circuit of
logic units. viii, 33–36, 61, 180

Virtex FPGA family manufactured by XILINX. 28, 29

VME VERSA Module Eurocard Bus, computer bus standard. 28, 60, 62, 227

VME-backplane see VME. 28, 36, 49, 57, 59, 60, 227

VME-CPU PC module placed into a dedicated slot of the VME-backplane.
28, 30, 36, 60, 62

VXS VME Switched Serial, extension of VME-standard by serial high-speed
connections. v, xvi, 28, 31, 36, 46, 47, 54, 57, 59, 60, 62, 227

VXS-backplane see VXS. v, 27, 28, 30, 31, 47, 57, 226
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