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1. Introduction

Scattering experiments have always been an important tool in particle and nuclear
physics aiming to explore the fundamental structure of matter. In the early years
of the last century, H.Geiger and E.Marsden [1] observed when α particles pass
through thin leafs of gold that a small fraction of the incident particles were diffusely
reflected. With this discovery, the picture of the atom consisting of negatively
charged corpuscles, to be identified with the electrons, within an electrically positive
sphere was no longer viable. It was E.Rutherford [2] in 1911 who came up with a
theory that suggested a heavy positive charge confined at the central spot in the
atom to explain the observations of the large scattering angles.
Today we know that atomic nuclei consist of protons and neutrons. With the discov-
ery that the values for the magnetic moment of nucleons deviate from the prediction
for spin-1

2 Dirac particles, it became evident that nucleons cannot be considered
as elementary constituents of matter [3, 4]. The form factors determined in elas-
tic electron-nucleon scattering experiments indeed show that nucleons are rather
extended objects. The challenge to resolve the nucleon substructure motivated a
number of scattering experiments in the 1960s that extended further into the deep-
inelastic regime. The scaling behaviour observed for the measured deep-inelastic
lepton-nucleon cross-sections was considered as the first experimental evidence of
point-like scattering centers within the nucleon. These findings established the par-
ton model of the nucleon introduced by R. Feynman [5] and J. Bjorken [6] who pos-
tulated that the nucleon is constructed from point-like objects, the so-called partons,
which were later identified with the quarks, anti-quarks and gluons, the mediators
of the strong force. As far as we know today, the nucleon is composed of three
valence quarks and gluons, accompanied by a cloud of quark-antiquark pairs, the
sea quarks.
However, it is unclear to the present day how the nucleon spin is constructed from the
spins and angular momenta of its constituents. Relativistic parton models predict
that about 60% of the nucleon’s spin is carried by the valence quarks. However,
results from spin structure studies carried out for instance at CERN1 [7, 8] and
1Conseil Européen pour la Recherche Nucléaire



2 1. Introduction

DESY1 [9] suggest that the quark and antiquark contributions are actually only in
the order of 30%. The attempt to explain the latter observation with a large gluon
polarization could be excluded [10, 11]. Individual quark and antiquark helicity
distributions have been extracted from semi-inclusive measurements [12]. However,
these results are afflicted with large systematic uncertainties due to unsatisfactory
knowledge of fragmentation functions that describe the fragmentation of quarks into
hadrons. Hadron multiplicities to be extracted from semi-inclusive data recorded in
2016 and 2017 by the COMPASS-II2 experiment at CERN using a liquid hydro-
gen target will constitute an important input to future parametrisations of quark
fragmentation functions [13]. The advanced capabilities for hadron identification
at COMPASS-II using a ring imaging Cherenkov detector provide sensitivity to
individual quark and antiquark flavours which will allow for the extraction of some
fairly known quark parton distribution and fragmentation functions. Quark parton
distribution functions are key ingredients for the flavour decomposition of helicity
distributions and for physics at hadron colliders [14]. In particular, there is a great
interest to shed more light on the unpolarized strange quark and antiquark distribu-
tion functions at small values of the Bjorken scaling variable xBj. Upcoming analyses
of the new proton data will extend to the region 0.001 < xBj < 0.2 where they are
little known [13].

With regards to the COMPASS-II programme [13], the spectrometer has un-
dergone important hardware upgrades. Among other things, the ring imaging
Cherenkov detector has been instrumented with a set of new photon detectors
based on micro-pattern gas detector technologies. In the scope of this thesis, a
compact hardware platform, which will be referred to as ARAGORN front-end,
has been developed to address the increasing demand for high-performance time
digitizers in high-energy physics experiments. This hardware is based on common
field-programmable gate arrays. In the first place, the ARAGORN front-end has
been designed in view of the new photon detectors installed at the ring imaging
Cherenkov detector in the COMPASS-II spectrometer.

The thesis at hand is organized as follows. Chapter 2 is supposed to give a theoret-
ical introduction to the structure of the nucleon. Here, fundamental experimental
tools and important results of inclusive and semi-inclusive measurements, which
motivated the upgrade of the COMPASS experiment, are summarized. Chap-
ter 3 describes the setup of the COMPASS-II apparatus. Next the main part of
this thesis starts with Chapter 4 that thoroughly describes the hardware aspects
of this project. Details about the operation principle of time-to-digital converter
and their characteristic parameters are given in Chapter 5 before the developed
firmware designs are presented in Chapter 6. The results of this work on the project
are summarized in Chapter 7.

1Deutsches Elektronen Synchrotron
2Common Muon and Proton Apparatus for Structure and Spectroscopy



2. Theoretical Motivation

This chapter gives an introduction to the theoretical concepts and experimental
techniques of spin structure studies. After a brief description of Deep-Inelastic
Scattering (DIS) and Parton Distribution Functions (PDFs), important results of
longitudinally polarized inclusive and semi-inclusive lepton-nucleon scattering mea-
surements are summarized. Although the discovery that the quark and antiquark
contributions to the spin of the nucleon are small dates back to the 1980s, the eval-
uation of the helicity distributions for the individual quark flavours is still ongoing.
Knowledge of the quark fragmentation functions and efficient hadron identification,
performed at COMPASS using the RICH-1 detector (see Sec. 3.4), is required for
these analyses. In particular, the determination of strange quark helicity distribu-
tions is fairly challenging. Different values dependent on the choice of fragmentation
functions have been observed for the strange quark polarization. The chapter con-
cludes with a review of recent COMPASS results for charged kaon multiplicities from
semi-inclusive measurements, aiming to improve the uncertainties on the quark-to-
kaon fragmentation functions.

2.1 Deep-Inelastic Scattering
DIS is a fundamental tool of high-energy physics used to probe the parton structure
of the nucleon. In the following, a lepton l with four-momentum k being scattered off
the target nucleon N with four-momentum p is considered. At the typical center of
mass energy of the lepton-nucleon system observed at the COMPASS experiment,
the mediator of this reaction is a virtual photon. The Feynman diagram of this
process is shown schematically in Fig. 2.1. As opposed to the elastic case, in which
only the scattered lepton l′ with four-momentum k′ and the recoiled nucleon with
four-momentum p′ are observed in the final state, the invariant massMX of the final
hadronic system X is greater than the mass M of the nucleon:

M2
Xc2 = (q + p)2 = p2 + 2pq + q2 = M2c2 + 2Mν −Q2 > M2c2. (2.1)

Due to the inequality in Eq. (2.1), the nucleon might get excited and create extra
particles, for instance a π-meson. If the energy transfer is further increased, the
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final state X . If the target hadron remains intact, the process is elastic scattering. The

deep inelastic region is where the target hadron is blown apart by the virtual photon, and

fragments into many particles. I will only discuss the case of fixed-target deep inelastic

scattering in detail. Deep inelastic scattering will soon be studied at HERA by colliding an

electron beam with a proton beam. The kinematics for such colliding beam experiments

is left as an exercise for the reader.

The basic diagram for deep inelastic scattering is show schematically in fig. 1. There

are numerous kinematic variables which are used in the discussion of deep inelastic scat-

tering. In the definitions given below, I will pick the ẑ axis to be along the incident lepton

beam direction. (Warning: in later sections, I will pick the ẑ axis to be along the direction

of the virtual photon.) The kinematic variables are:

p

k', E'

k, E

q = k - k'

X��
FIGURE 1.

The basic diagram for deep inelastic lepton hadron scattering. The virtual photon mo-

mentum is q. The final hadronic state is not measured, and is denoted by X.

Kinematic Variables

M The mass of the target hadron. The most important case is for a proton or neutron

target, in which case M is the nucleon mass.

E The energy of the incident lepton.

k The momentum of the initial lepton. k = (E, 0, 0, E), if the lepton mass is neglected.

Ω The solid angle into which the outgoing lepton is scattered.

3

Figure 2.1: Feynman diagram of deep-inelastic lepton-nucleon scattering [15].

nucleon breaks up and fragments into hadrons. The DIS process can be measured
in terms of the scattering angle θ between ~k and ~k′ and the energy E and E ′ of
the incoming and scattered lepton. However, the differential DIS cross-sections are
usually expressed as functions of two of the Lorentz invariant variables defined as
follows.

• The squared four-momentum transfer Q2 given by the negative square of the
four-momentum carried by the virtual photon:

Q2 = −q2 = −(k − k′)2 lab≈ 4EE ′
c2 sin2 (θ2).

• The energy loss of the lepton:

ν := pq

M
lab= E − E ′.

In this context, the scaling variable y describes the fractional energy loss:

y = pq

pk
lab= ν

E
.

• The dimensionless Bjorken scaling variable:

xBj := Q2

2pq = Q2

2Mν
.

The elastic case (MX = M) corresponds to xBj = 1, while for inelastic pro-
cesses (MX > M) one finds 0 < xBj < 1.

The lab-notation indicates the laboratory frame in which the target nucleon is at rest
prior to the interaction with the incoming lepton. These equations are derived using
the definitions of the four-momenta of the target nucleon and the virtual photon in
the laboratory system, given by p = (Mc,~0) and q = ((E − E ′)/c, ~q), respectively.
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With regards to the kinematic variables defined above, DIS can also be referred to
lepton-nucleon scattering in the limit:

Q2, ν →∞, xBj = const. < 1.

In the infinite momentum frame of the nucleon, the transverse momenta of the
partons is neglected. Thus, xBj can be interpreted as the fraction of the longitudinal
four-momentum of the nucleon carried by the struck quark.

2.2 Inclusive DIS
In inclusive DIS, only the scattered lepton is detected. Therefore, the inclusive cross-
section accounts for all accessible hadronic final states. The differential cross-section
for inclusive lepton-nucleon scattering can be written as [16, p. 12]:

d2σ

dΩdE ′ = α2

Q4
E ′

E
LµνW

µν , (2.2)

where α is the electromagnetic coupling constant and Lµν , Wµν are the leptonic
and hadronic tensors associated with the vertices of the Feynman diagram shown
in Fig. 2.1. While the leptonic tensor Lµν is known from QED, structure functions
are introduced to parametrize the spin-independent and spin-dependent part of the
hadronic tensor Wµν .

2.2.1 Unpolarized Parton Distributions
In case of an unpolarized target nucleon, the inclusive cross-section can be written
in terms of the structure functions F1(xBj, Q

2) and F2(xBj, Q
2) [17]:

d2σ

dxBjdy
= 4πα2

xBjyQ2

xBjy
2F1(xBj, Q

2) +
1− y − x2

Bjy
2M2

Q2

F2(xBj, Q
2)
. (2.3)

It was first reported by SLAC in 1968 that the cross-sections for inelastic elec-
tron and muon scattering only slightly depend on Q2 (see Ref. [18]). Since the
Fourier transform of a constant charge distribution is a δ-function, this scaling be-
haviour gave rise to the assumption that the virtual photon interacts with point-like,
charged structures in the nucleon. In the parton model introduced by Feynman [5]
and Bjorken [6], the cross-sections are deduced by the incoherent sum over elastic
interactions between the lepton and all types of quarks and antiquarks. In first
approximation, the structure function F2 is given by:

F2(xBj) = xBj
∑
f

e2
f

(
qf (xBj) + q̄f (xBj)

)
, (2.4)

where for instance qf (xBj) is the PDF for quarks of flavour f with fractional electric
charge ef . The quantity qf (xBj)dxBj yields the probability that the momentum
fraction carried by the struck quark is within the interval [xBj, xBj + dxBj]. Another
fundamental finding of the parton model is that F1 and F2 are connected by the
Callan-Gross relation [19, p. 196]:

2xBjF1(xBj) = F2(xBj). (2.5)
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With the experimental confirmation of Eq. (2.5), the quarks were indeed identified
as spin-1

2 particles.

Precision measurements of the structure function F2 reveal small deviations from
the naive parton model dependent on lnQ2, a characteristic increase for small val-
ues of xBj and a drop in the higher xBj region. Figure 2.2 exemplarily shows the
combined results for the proton structure function F p

2 (xBj, Q
2) from various collider

and fixed target experiments as function of Q2 for fixed values of xBj. The scaling
violations can be explained as follows. The reduced wavelength of the virtual photon
scales with 1/Q2. With increasing resolution, at high xBj, the quark distribution is
shifted due to gluon radiation toward smaller values of xBj, whereas for small values
of xBj the structure function rises since the virtual photon resolves, besides the va-
lence quarks, more and more qq̄-pairs from gluon conversion. Scaling violations are
also predicted by QCD through the Altarelli-Parisi equations [20] that describe the
derivative of the quark and gluon distribution functions with respect to lnQ2. The
QCD fits on the Q2-evolution of F2 allow for a determination of the strong coupling
constant αs(Q2) and provide an estimate of the gluon distribution function.

19. Structure functions 329

NOTE: THE FIGURES IN THIS SECTION ARE INTENDED TO SHOW THE REPRESENTATIVE DATA.

THEY ARE NOT MEANT TO BE COMPLETE COMPILATIONS OF ALL THE WORLD’S RELIABLE DATA.
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Figure 19.8: The proton structure function F
p
2 measured in electromagnetic scattering of electrons and positrons on protons (collider

experiments H1 and ZEUS for Q2 ≥ 2 GeV2), in the kinematic domain of the HERA data (see Fig. 19.10 for data at smaller x and Q2),
and for electrons (SLAC) and muons (BCDMS, E665, NMC) on a fixed target. Statistical and systematic errors added in quadrature are
shown. The H1+ZEUS combined values are obtained from the measured reduced cross section and converted to F

p
2 with a HERAPDF

NLO fit, for all measured points where the predicted ratio of F
p
2 to reduced cross-section was within 10% of unity. The data are plotted as

a function of Q2 in bins of fixed x. Some points have been slightly offset in Q2 for clarity. The H1+ZEUS combined binning in x is used in
this plot; all other data are rebinned to the x values of these data. For the purpose of plotting, F

p
2 has been multiplied by 2ix , where ix is

the number of the x bin, ranging from ix = 1 (x = 0.85) to ix = 24 (x = 0.00005). References: H1 and ZEUS—H. Abramowicz et al.,
Eur. Phys. J. C75, 580 (2015) (for both data and HERAPDF parameterization); BCDMS—A.C. Benvenuti et al., Phys. Lett. B223,
485 (1989) (as given in [86]) ; E665—M.R. Adams et al., Phys. Rev. D54, 3006 (1996); NMC—M. Arneodo et al., Nucl. Phys. B483, 3
(1997); SLAC—L.W. Whitlow et al., Phys. Lett. B282, 475 (1992).

Figure 2.2: The proton structure function F p2 as function of Q2 shown in bins of
fixed xBj obtained from various experiments [17]. For better comprehensibility, the
results for F p2 have been multiplied by 2ix , where ix denotes the number of the x-bin,
ranging from ix = 1 (x = 0.85) to ix = 24 (x = 0.00005).
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2.2.2 Polarized Parton Distributions
In analogy to the unpolarized case, the asymmetric part of the hadronic tensor Wµν

in Eq. (2.2) is parametrized by the spin-dependent structure functions g1(xBj, Q
2)

and g2(xBj, Q
2). The spin-dependent structure functions are measured using a lon-

gitudinally polarized lepton beam scattered off a longitudinally polarized nucleon
target. The difference of the differential cross-sections for incoming leptons polar-
ized anti-parallel (–) and target polarizations parallel (+) or anti-parallel (–) with
respect to the beam direction is given by [21]:

d3σ−+

dxBjdydφ −
d3σ−−

dxBjdydφ =

4α2

Q2

2− y − γ2y2

2

g1(xBj, Q
2)− γ2y2g2(xBj, Q

2)
. (2.6)

In the quark parton model, the spin-dependent structure function g1(xBj) is written
as [22]:

g1(xBj) = 1
2
∑
f

e2
f

(
∆qf (xBj) + ∆q̄f (xBj)

)
, (2.7)

where ef denotes the fractional electric charge carried by the struck quark of flavour
f and

∆qf (xBj) = q→f (xBj)− q←f (xBj)

are the helicity distributions, the difference of the number densities of quarks with
helicity parallel q→f (xBj) and anti-parallel q←f (xBj) to the helicity of the target nu-
cleon. The helicity distributions for antiquarks are defined accordingly. The first
moment of the helicity distributions:

∆qf =
∫ 1

0
∆qf (xBj)dxBj, (2.8)

is linked to the sum rule for the spin structure of the nucleon introduced by Jaffe
and Manohar [23]:

1
2 = 1

2
∑
f

(∆qf + ∆q̄f ) + ∆g + Lq + Lg, (2.9)

who proposed that the nucleon spin can be decomposed into contributions from
all quark ∆qf and antiquark ∆q̄f flavours, the spin content of the gluons ∆g and
their respective orbital momentum contributions Lq and Lg. Just as for the unpo-
larized case, the spin-dependent structure functions depend logarithmically on Q2.
Hence, the same conclusions may be drawn with regard to scaling violations. The
spin-dependent structure function g1 has been measured by various experiments at
CERN, DESY, JLab and SLAC. The CERN experiments use a longitudinally po-
larized muon beam with momenta up to 200GeV/c scattered off a solid-state target
segmented into two or three cells with opposite polarisation. The analysis is based
on the polarized DIS cross-section asymmetry rather than the difference given by
Eq. (2.6), since important quantities like the unpolarized cross-section, the beam
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flux, the number of target nuclei and the spectrometer acceptance cancel out in the
asymmetry. The virtual photon asymmetry [24]:

A1 = dσ1/2 − dσ3/2

dσ1/2 + dσ3/2
= g1 − γ2g2

F1
→ g1

F1
, (2.10)

is of particular interest in spin physics. Here, dσ1/2 and dσ3/2 are the virtual photoab-
sorption cross-sections provided that the projection of the total angular momentum
of the photon-nucleon system along the direction of the incoming lepton is 1/2 and
3/2, respectively. Taking into account that g2 is suppressed by γ2 = Q2/ν2, the
asymmetry A1 corresponds to the ratio of the polarized and unpolarized structure
functions g1 and F1. The structure function g2 is only accessible with a transversely
polarized target. The virtual photon asymmetry A1 can be related via the optical
theorem to the longitudinal asymmetry A||, which is the experimental observable,
by the relationship [24]:

A|| =
dσ−+ − dσ−−
dσ−+ + dσ−− ≈ DA1,

where dσ is short for d3σ
dxBjdydφ and D is referred to the depolarization factor of

the virtual photon, to be found for instance in Ref. [24]. The world data of the
spin-dependent structure function g1(xBj, Q

2) as extracted from asymmetry mea-
surements according to Eq. (2.10) is illustrated in Figs. 2.3 and 2.4.

The parton contributions to the nucleon spin defined in Eq. (2.8) can be derived
from the first moment of g1. In leading order QCD, the first moment Γp1(Q2) of
g1(xBj, Q

2) for the proton can be written as [22]:

Γp1(Q2) =
∫ 1

0
g1(xBj, Q

2)dxBj = 1
12

(
a3 + 1

3a8

)
+ 1

9a0, (2.11)

with the three axial charges:

a3 = ∆u+ ∆ū−∆d−∆d̄,
a8 = ∆u+ ∆ū+ ∆d+ ∆d̄− 2(∆s+ ∆s̄),
a0 ≡ ∆Σ =

∑
f

(∆qf + ∆q̄f ) = a8 + 3(∆s+ ∆s̄).

The isovector charge a3 corresponds to the weak coupling constant |gA/gV | obtained
from the neutron β-decay. The octet charge a8 can be extracted from hyperon β-
decays assuming SU(3) flavour symmetry. The flavour-singlet charge a0 is identical
with the sum ∆Σ of the quark and antiquark contributions. In contrast to a3 and a8,
the singlet a0 becomes Q2-dependent in higher orders of QCD. Under the assumption
of a vanishing strange see polarization (∆s = ∆s̄ = 0), the octet and singlet charge
are identical and the constraints on a3 and a8 predict [22]:

Γp1,EJ ' 0.185, (2.12)

which is known as the Ellis-Jaffe sum rule [25]. The EMC experiment at CERN
obtained a somewhat smaller value for Γp1 than the naive prediction in Eq. (2.12).
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From the EMC result, it was concluded that ∆Σ is significantly reduced due to a
negative polarization of the strange sea. The finding that the quarks marginally
account for the spin of the proton is referred to as the spin puzzle that gave birth
to a number of polarized DIS experiments. Recent COMPASS results for the first
moment of the deuteron spin-dependent structure function gd1 point to a negative
strange quark contribution of ∆s+ ∆s̄ = −0.08± 0.01± 0.02 [26] and thus confirm
the EMC conclusions.

C. Adolph et al. / Physics Letters B 753 (2016) 18–28 23

Fig. 3. The spin-dependent structure function xgp
1 at the measured values of Q 2 as 

a function of x. The COMPASS data at 200 GeV (red squares) are compared to the 
results at 160 GeV (blue circles) and to the SMC results at 190 GeV (green crosses) 
for Q 2 > 1 (GeV/c)2. The bands from top to bottom indicate the systematic un-
certainties for SMC 190 GeV, COMPASS 200 GeV and COMPASS 160 GeV. (Coloured 
version online.)

Fig. 4. World data on the spin-dependent structure function gp
1 as a function of 

Q 2 for various values of x with all COMPASS data in red (full circles: 160 GeV, full 
squares: 200 GeV). The lines represent the Q 2 dependence for each value of x, as 
determined from a NLO QCD fit (see Section 6). The dashed ranges represent the 
region with W 2 < 10 (GeV/c2)2. Note that the data of the individual x bins are 
staggered for clarity by adding 12.1–0.7i, i = 0 . . .17. (Coloured version online.)

6. NLO QCD fit of g1 world data

We performed a new NLO QCD fit of the spin-dependent struc-
ture function g1 in the DIS region, Q 2 > 1 (GeV/c)2, considering 
all available proton, deuteron and 3He data. The fit is performed in 
the MS renormalisation and factorisation scheme. For the fit, the 
same program is used as in Ref. [20], which was derived from pro-
gram 2 in Ref. [17]. The region W 2 < 10 (GeV/c2)2 is excluded as 
it was in recent analyses [21]. Note that the impact of higher-twist 

effects when using a smaller W 2 cut is considered in Ref. [22]. The 
total number of data points used in the fit is 495 (see Table 2), the 
number of COMPASS data points is 138.

The neutron structure function gn
1 is extracted from the 3He 

data, while the nucleon structure function gN
1 is obtained as 

gN
1 (x, Q 2) = 1

1 − 1.5 ωD
gd

1(x, Q 2), (9)

where ωD is a correction for the D-wave state in the deuteron, 
ωD = 0.05 ± 0.01 [27], and the deuteron structure function gd

1 is 
given per nucleon. The quark singlet distribution �qS(x), the quark 
non-singlet distributions �q3(x) and �q8(x), as well as the gluon 
helicity distribution �g(x), which appear in the NLO expressions 
for gp

1 , gn
1 and gN

1 (see e.g. Ref. [17]), are parametrised at a refer-
ence scale Q 2

0 as follows: 

� fk(x) = ηk
xαk (1 − x)βk (1 + γkx )∫ 1

0 xαk (1 − x)βk (1 + γkx )dx
. (10)

Here, � fk(x) (k = S, 3, 8, g) represents �qS(x), �q3(x), �q8(x) and 
�g(x) and ηk is the first moment of � fk(x) at the reference 
scale. The moments of �q3 and �q8 are fixed at any scale by the 
baryon decay constants (F + D) and (3F − D), respectively, assum-
ing SU(2)f and SU(3)f flavour symmetries. The impact of releasing 
these conditions is investigated and included in the systematic 
uncertainty. The coefficients γk are fixed to zero for the two non-
singlet distributions as they are poorly constrained and not needed 
to describe the data. The exponent βg, which is not well deter-
mined from the data, is fixed to 3.0225 [28] and the uncertainty 
from the introduced bias is included in the final uncertainty. This 
leaves 11 free parameters in the fitted parton distributions. The 
expression for χ2 of the fit consists of three terms, 

χ2 =
Nexp∑
n=1

⎡
⎢⎣

Ndata
n∑

i=1

⎛
⎝ gfit

1 − Nn gdata
1,i

Nnσi

⎞
⎠

2

+
(

1 − Nn

δNn

)2

⎤
⎥⎦ + χ2

positivity .

(11)

Only statistical uncertainties of the data are taken into account in 
σi . The normalisation factors Nn of each data set n are allowed 
to vary taking into account the normalisation uncertainties δNn . 
If the latter are unavailable, they are estimated as quadratic sums 
of the uncertainties of the beam and target polarisations. The fit-
ted normalisations are found to be consistent with unity, except 
for the E155 proton data where the normalisation is higher, albeit 
compatible with the value quoted in Ref. [16].

In order to keep the parameters within their physical ranges, 
the polarised PDFs are calculated at every iteration of the fit 
and required to satisfy the positivity conditions |�q(x) + �q̄(x)| ≤
q(x) + q̄(x) and |�g(x)| ≤ g(x) at Q 2 = 1 (GeV/c)2 [29,30], which 
is accomplished by the χ2

positivity term in Eq. (11). This proce-
dure leads to asymmetric values of the parameter uncertainties 
when the fitted value is close to the allowed limit. The unpo-
larised PDFs and the corresponding value of the strong coupling 
constant αs(Q 2) are taken from the MSTW parametrisation [28]. 
The impact of the choice of PDFs is evaluated by using the MRST 
distributions [31] for comparison.

In order to investigate the sensitivity of the parametrisation of 
the polarised PDFs to the functional forms, the fit is performed for 
several sets of functional shapes. These shapes do or do not include 
the γS and γg parameters of Eq. (10) and are defined at reference 
scales ranging from 1 (GeV/c)2 to 63 (GeV/c)2. It is observed [8]

Figure 2.3: The spin-dependent structure function gp1 of the proton as function of xBj
and Q2. For clarity, the data of the different xBj-bins are offset. The lines correspond
to a NLO-QCD fit [7].

2.3 Semi-Inclusive DIS
Polarized Semi-Inclusive Deep-Inelastic Scattering (SIDIS) measurements gain ac-
cess to the individual quark, antiquark and gluon helicity distributions. Contrary
to inclusive DIS, which tags only the scattered lepton, SIDIS measures additional fi-
nal state hadrons. For the flavour decomposition of the helicity distributions mainly
high-energy charged pions and kaons are of interest. For instance, an up quark most
likely fragments into a π+ and a down quark into a π−. Analogically, a kaon in the
final state preferentially originates from a strange quark. Similar to inclusive DIS,
cross-section asymmetries for the production of hadrons h can be defined, which are
written in LO-QCD as [12]:

Ah1(xBj, Q
2, z) =

∑
f e

2
f

(
∆qf (xBj, Q

2)Dh
f (z,Q2) + ∆q̄f (xBj, Q

2)Dh
f̄
(z,Q2)

)
∑
f e

2
f

(
qf (xBj, Q2)Dh

f (z,Q2) + q̄f (xBj, Q2)Dh
f̄
(z,Q2)

) , (2.13)

where ∆q(xBj, Q
2) and q(xBj, Q

2) are the polarized and unpolarized PDFs. The
probability for quarks and antiquarks of flavour f to produce a hadron h that car-
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Figure 19.14: The spin-dependent structure function xg1(x) of the proton, deuteron, and neutron (from 3He target) measured in deep
inelastic scattering of polarized electrons/positrons: E142 (Q2 ∼ 0.3− 10 GeV2), E143 (Q2 ∼ 0.3− 10 GeV2), E154 (Q2 ∼ 1− 17 GeV2),
E155 (Q2 ∼ 1 − 40 GeV2), JLab E99-117 (Q2 ∼ 2.71 − 4.83 GeV2), HERMES (Q2 ∼ 0.18 − 20 GeV2), CLAS (Q2 ∼ 1 − 5 GeV2) and
muons: EMC (Q2 ∼ 1.5 − 100 GeV2), SMC (Q2 ∼ 0.01− 100 GeV2), COMPASS (Q2 ∼ 0.001− 100 GeV2), shown at the measured Q2

(except for EMC data given at Q2 = 10.7 GeV2 and E155 data given at Q2 = 5 GeV2). Note that gn1 (x) may also be extracted by taking

the difference between gd1(x) and gp1(x), but these values have been omitted in the bottom plot for clarity. Statistical and systematic errors
added in quadrature are shown. References: EMC—J. Ashman et al., Nucl. Phys. B328, 1 (1989); E142—P.L. Anthony et al., Phys.
Rev. D54, 6620 (1996); E143—K. Abe et al., Phys. Rev. D58, 112003 (1998); SMC—B. Adeva et al., Phys. Rev. D58, 112001 (1998),
B. Adeva et al., Phys. Rev. D60, 072004 (1999) and Erratum-Phys. Rev. D62, 079902 (2000); HERMES—A. Airapetian et al., Phys.
Rev. D75, 012007 (2007) and K. Ackerstaff et al., Phys. Lett. B404, 383 (1997); E154—K. Abe et al., Phys. Rev. Lett. 79, 26 (1997);
E155—P.L. Anthony et al., Phys. Lett. B463, 339 (1999) and P.L. Anthony et al., Phys. Lett. B493, 19 (2000); Jlab-E99-117—X. Zheng
et al., Phys. Rev. C70, 065207 (2004); COMPASS—V.Yu. Alexakhin et al., Phys. Lett. B647, 8 (2007), E.S. Ageev et al., Phys. Lett.
B647, 330 (2007), and M.G. Alekseev et al., Phys. Lett. B690, 466 (2010); CLAS—K.V. Dharmawardane et al., Phys. Lett. B641, 11
(2006) (which also includes resonance region data not shown on this plot).

Figure 2.4: World data of the spin-dependent structure function xBjg1(xBj) of the
proton, deuteron, and neutron as obtained by different experiments in polarized deep-
inelastic scattering [17].

ries the fractional energy z = Eh/ν in the target rest frame is described by the
fragmentation functions Dh

f and Dh
f̄
.

2.3.1 Flavour Decomposition of Helicity Distributions
The fragmentation functions cancel out in the difference asymmetry that is derived
from the difference of cross-sections for positive and negative hadrons [16, p. 140]:

Ah
+−h− =

(σh+
↑↓ − σh−↑↓ )− (σh+

↑↑ − σh−↑↑ )
(σh+
↑↓ − σh−↑↓ ) + (σh+

↑↑ − σh−↑↑ )
. (2.14)

Under the assumption ∆s = ∆s̄, the difference asymmetries for the deuteron target
Ah

+−h−

d allow for a direct determination of the polarized valence distributions [16,
p. 140]:

Ah
+−h−

d ≡ Aπ
+−π−

d = AK
+−K−

d = ∆uv + ∆dv
uv + dv

, (2.15)

where ∆qv ≡ ∆q − ∆q̄. The unpolarized PDFs uv + dv are extracted from the
structure function F2. Hadron identification is not required since pions and kaons
equally contribute to the difference asymmetry. Semi-inclusive asymmetries were
measured by the SMC and HERMES experiments and at JLab and BNL, and are
until today studied by the COMPASS collaboration. Figure 2.5 shows the first
moment of the polarised valence distribution:

Γv(xmin) =
∫ 0.7

xmin
(∆uv(xBj) + ∆dv(xBj))dxBj, (2.16)

as function of the lower integration limit xmin, extracted from COMPASS difference
asymmetry data. The final COMPASS result at Q2 = 10 (GeV/c)2 [27]:

Γv(0.006 < xBj < 0.7) = 0.40± 0.07± 0.06,
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Fig. 3. Left: Polarised valence quark distribution x(�uv(x) + �dv(x)) evolved to Q2 = 10 (GeV/c)2 according to the DNS fit at LO [17] (line). Three additional
points at high x are obtained from gd

1 [1]. The two shaded bands show the systematic errors for the two sets of values. Right: The integral of �uv(x)+�dv(x) over

the range 0.006 < x < 0.7 as the function of the low x limit, evaluated at Q2 = 10 (GeV/c)2.

(10)�uv + �dv = (uv + dv)MRST

(1 + R)(1 − 1.5ωD)
Ah+−h−

d .

The LO parameterisation of the DNS fit [17] has been used
to evolve all values of �uv + �dv to a common Q2 fixed
at Q2

0 = 10 (GeV/c)2 assuming that the difference between
�uv + �dv at the current Q2 and at Q2

0 is the same for the
data as for the fit [1]. The DNS analysis includes all DIS g1
data prior to COMPASS, the partial COMPASS data on g1 from
Ref. [3] as well as the SIDIS data from SMC [5] and HER-
MES [6]. Two parameterisations of polarised pdfs are provided
at LO, corresponding to two different choices of fragmenta-
tion functions, KRE [19] and KKP [20]. We have checked that
the x dependence of the ratio σh−

/σh+
(Fig. 2) is fairly well

reproduced by the LO MRST04 pdfs and the KKP fragmen-
tation functions whereas the KRE parameterisation leads to a
much weaker x dependence. For this reason we choose the
fit with the KKP parameterisation. The largest corrections to
x[�uv(x) + �dv(x)] are at large x and Q2 and do not exceed
0.03. The use of different fits (NLO fit of Ref. [17] or [18])
leads practically to the same results. The resulting values are
shown in Fig. 3 (left). The DNS fit, also shown in the figure,
is basically defined by the SMC and HERMES semi-inclusive
asymmetries. Its good agreement with the COMPASS values
(χ2 = 7.7 for 11 data points) illustrates the consistency between
the three experiments.

The sea contribution to the unpolarised structure function F2
decreases rapidly with increasing x and becomes smaller than
0.1 for x > 0.3. Due to the positivity conditions |�q| � q and
|�q̄| � q̄ , the polarised sea contribution to the nucleon spin also
becomes negligible in this region. In view of this, the evaluation
of the valence spin distribution of Eq. (10) can be replaced by a
more accurate one obtained from inclusive interactions. Indeed
at LO one obtains

�uv + �dv = 36

5

gd
1

(1 − 1.5ωD)

(11)−
[

2(�ū + �d̄) + 2

5
(�s + �s̄)

]
.

The values obtained by taking only the first term on the r.h.s. for
x > 0.3 are also shown in Fig. 3. They agree very well with the
DNS curve, which is based on previous experiments where the
same procedure had been applied [5,6]. The upper limit of the
neglected sea quark contribution, derived from the saturation of
the positivity constraint |�q| � q is included in the systematic
error.

The first moment of the polarised valence distribution, trun-
cated to the measured range of x,

(12)Γv(xmin) =
0.7∫

xmin

[
�uv(x) + �dv(x)

]
dx,

derived from the difference asymmetry for x < 0.3 and from
gd

1 for 0.3 < x < 0.7, is shown in Fig. 3 (right). Practically no
dependence on the lower limit is observed for xmin < 0.03. We
obtain for the full measured range of x

(13)Γv(0.006 < x < 0.7) = 0.40 ± 0.07(stat.) ± 0.06(syst.)

at Q2 = 10 (GeV/c)2, with contributions of 0.26 ± 0.07 and
0.14 ± 0.01 for x < 0.3 and x > 0.3, respectively. The un-
certainty due to the unpolarised valence quark distributions
(≈ 0.04) has been estimated by comparing different LO pa-
rameterisations and been included in the systematic error. It
should be noted that removing the factor (1 + R) in Eq. (10)
would increase the value of Γv to 0.42 ± 0.08 ± 0.06. Our
value of Γv confirms the HERMES result obtained at Q2 =
2.5 (GeV/c)2 over a smaller range of x and is also consistent
with the SMC result which has three times larger errors (Ta-
ble 2). The factor (1 + R) was also used in the analyses of the
previous experiments.

The difference between our measured value of Γv(0.006 <

x < 0.3) and the integral of gN
1 over the same range of x gives

a global measurement of the polarised sea. Indeed, re-ordering
Eq. (11) we obtain

0.30∫
0.006

[
(�ū + �d̄) + 1

5
(�s + �s̄)

]
dx

(14)= −0.02 ± 0.03(stat.) ± 0.02(syst.),

Figure 2.5: The first moment of ∆uv(xBj) + ∆dv(xBj) derived from COMPASS
asymmetry data for the deuteron target as function of the lower integration limit xmin.
The arrows indicate the theoretical expectations for a flavour symmetric polarised sea
and a non-symmetric polarization of the light sea quarks, respectively [27].

is two standard deviations below the value of the octet charge a8 = 0.58±0.03. The
assumption of a symmetric polarized sea (∆ū = ∆d̄ = ∆s = ∆s̄), which requires Γv
to be equal to a8, is thus disfavoured.

A full flavour decomposition of the helicity distributions for the lightest quarks
and antiquarks has also been performed by the COMPASS collaboration. Hadron
identification using the RICH-1 detector plays a key role in this analysis. The
quark helicity distributions extracted from double-spin asymmetries according to
Eq. (2.13) for the production of identified charged pions and kaons are shown in
Fig. 2.6. The data points of the up quark distribution ∆u(xBj) are positive and the
values of the down quark distribution ∆d(xBj) are negative over the measured xBj
range. The polarization of the sea quarks ∆ū(xBj) and ∆d̄(xBj) is found to be small.
While ∆ū(xBj) is compatible with zero, ∆d̄(xBj) tends to be negative, which leads
to a slightly positive flavour asymmetry of the sea ∆ū(xBj)−∆d̄(xBj). Surprisingly,
the strange quark and antiquark helicity distributions ∆s(xBj) and ∆s̄(xBj) are flat
and both consistent with zero, contrary to the negative value of the strange quark
polarization derived from the first moment of the structure function gd1 . As will be
pointed out below, the cause for this issue may be linked to the uncertainties on the
strange quark-to-kaon FFs.

2.3.2 Kaon Multiplicities and Fragmentation Functions
A significant input to the analyses of the quark-to-kaon fragmentation functions
comes from measurements of kaon multiplicities. In general, the differential multi-
plicity for charged hadrons h observed in unpolarized SIDIS measurements can be
written as the semi-inclusive cross-section for charged hadron production normalized
to the inclusive DIS cross-section [28]:

dMh(xBj, z, Q
2)

dz = d3σh(xBj, z, Q
2)/dxBjdQ2dz

d2σDIS/dxBjdQ2 . (2.17)
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Fig. 3. The quark helicity distributions x�u, x�d, x�u, x�d and x�s at Q 2
0 = 3 (GeV/c)2 as a function of x. The values for x < 0.3 (black dots) are derived at LO from the

COMPASS spin asymmetries using the DSS fragmentation functions [30]. Those at x > 0.3 (open squares) are derived from the values of the polarised structure function g1(x)
quoted in [20,35] assuming �q = 0. The bands at the bottom of each plot show the systematic errors. The curves show the predictions of the DSSV fit calculated at NLO [1].

The results for the quark helicity distributions �u, �d, �u,
�d and �s (�s = �s) are shown in Fig. 3. As for the asym-
metries, they are in good qualitative agreement with the results
from HERMES [14]. A quantitative comparison is not made here,
since the HERMES helicity distributions are extracted under dif-
ferent assumptions for the fragmentation functions and for the
unpolarised flavour distributions. In the range 0.3 < x < 0.7 three
additional values of �u and �d, derived from the g p

1 (x) and gd
1(x)

[35] structure functions, are also displayed. The gd
1(x) values in-

clude the target material corrections quoted in [20]. The dominant
contribution to the systematic error of �u and �d comes from
the uncertainty of the beam polarisation, which affects all data
in the same way and leads to an uncertainty of 5% for all fitted
values. The systematic error on the antiquark and strange quark
distributions is mainly due to possible false asymmetries gener-
ated by time-dependent effects on the detector acceptance. The
curves show the results of the DSSV fit at Next-to-Leading Order
(NLO) [1]. The comparison with the experimental results derived
at LO is thus only qualitative. Nevertheless, the curves reproduce
fairly well the shape of the data, confirming a previous observa-
tion that a direct extraction at LO provides a good estimate of the
shape of the helicity distributions [36]. The antiquark distributions,
�u and �d, do not show any significant variation in the x range
of the data, the former being consistent with zero, the latter being
slightly negative.

The values of the strange quark helicity distribution confirm
with slightly reduced errors the results obtained from the deuteron
data [17] alone. With the same fragmentation functions (DSS) no
significant variation of �s(x) is observed in the range of the data.
Only the first point at low x shows a small deviation from zero
(≈ 2.5σ ). This distribution is of special interest due to the appar-
ent contradiction between the SIDIS results and the negative first
moment derived [35] from the spin structure function g1(x). The
DSSV fit includes a negative contribution to �s for x � 0.03, which
reconciles the inclusive and semi-inclusive results. The evaluation
of the first moment of �s(x) from inclusive measurements relies

Table 4
First moments of the quark helicity distributions at Q 2

0 = 3 (GeV/c)2 truncated to
the range of the measurements and derived with the DSS fragmentation functions.
The first error is statistical, the second one systematic. The values of the sea quark
distributions for x � 0.3 are assumed to be zero.

x range 0.004 < x < 0.3 0.004 < x < 0.7

�u 0.47±0.02±0.03 0.69±0.02±0.03
�d −0.27±0.03±0.02 −0.33±0.04±0.03
�u 0.02±0.02±0.01 –
�d −0.05±0.03±0.02 –
�s(�s) −0.01±0.01±0.01 –

�uv 0.46±0.03±0.03 0.67±0.03±0.03
�dv −0.23±0.05±0.02 −0.28±0.06±0.03
�u − �d 0.06±0.04±0.02 –
�u + �d −0.03±0.03±0.01 –
�Σ 0.15±0.02±0.02 0.31±0.03±0.03

on the value of the octet axial charge a8, which is derived from
hyperon weak decays under the assumption of SU(3)f symmetry.
A recent model calculation suggests that a8 may be substantially
reduced and become close to the singlet axial charge a0 extracted
from the data [16]. In this case the inclusive data would no longer
imply a negative value of �s. Finally, as pointed out in our pre-
vious paper [17], one has to keep in mind that the semi-inclusive
results on �s(x) strongly depend on the choice of a set of fragmen-
tation functions. This dependence is quantified in the next section.

The first moments of the helicity distributions truncated to the
range of the measurements are listed in Table 4. The missing con-
tributions at low and at high x have been evaluated by extrap-
olating the measured values and alternatively by using the DSSV
parameterisation [1]. The contributions at high x are all small and
do not exceed 0.01. The two methods lead to similar values for
the valence quark moments �uv = �u − �u and �dv = �d − �d.
In contrast, they differ for the sea quark moments and particu-
larly for �s due to the sizable low-x contribution assumed in the
DSSV fit. The resulting full first moments for both methods are

Figure 2.6: The quark helicity distributions at Q2 = 3 (GeV/c)2 as function of xBj
extracted from COMPASS asymmetry data for the proton and deuteron target [12].
The data points were derived from a LO analysis using the DSS fragmentation func-
tions [29]. The curves represent the results of the NLO-DSSV fit [30].

When integrated over z, one obtains the mean number of hadrons h per DIS event.
In LO-QCD, Eq. (2.17) takes the form:

dMh(xBj, z, Q
2)

dz =
∑
f e

2
f

(
qf (xBj, Q

2)Dh
f (z,Q2) + q̄f (xBj, Q

2)Dh
f̄
(z,Q2)

)
∑
f e

2
f

(
qf (xBj, Q2) + q̄f (xBj, Q2)

) , (2.18)

where qf (xBj, Q
2) and q̄f (xBj, Q

2) are the unpolarized PDFs for quarks and anti-
quarks of flavour f . The fragmentation functions Dh

f (z,Q2) and Dh
f̄
(z,Q2) are de-

fined in analogy to Eq. (2.13) since pions and kaons are both spin-0 particles.
The COMPASS data used for the extraction of the kaon multiplicities come from
SIDIS measurements with a longitudinally polarized muon beam scattered off a
longitudinally polarized 6LiD target. The experimental setup covered the same
kinematic range as used for the measurement of the strange quark polarisation (see
Ref. [12]). The analysis is based on DIS events selected with inclusive triggers
tagging the scattered muons only.
Kaon identification was performed using the RICH-1 detector. The particle identifi-
cation is based on the extended likelihood method (see Ref. [31]). Knowing the mo-
mentum of the detected particle provided by the tracking system, likelihood values
can be calculated for different mass hypotheses (π, K, p) dependent on the distri-
bution of the measured Cherenkov photons. It is assumed that the detected particle
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Fig. 8. Sum of z-integrated multiplicities, M K+ + M K−
. COMPASS data (160 GeV, 

full points) are compared to HERMES data [13] (27.5 GeV, open points) (see text). 
The bands show the total systematic uncertainties.

M K+ + M K− = UDK
U + SDK

S

5U + 2S
, (6)

with U = u + ū + d + d̄, and S = s + s̄. The z-integrated FFs, 
DK(Q 2) = ∫

DK(z, Q 2) dz, depend on Q 2 only. The symbols DK
U

and DK
S denote the combinations of FFs DK

U = 4DK+
u + 4DK+

ū +
DK+

d + DK+
d̄

and DK
S = 2DK+

s + 2DK+
s̄ . At high values of x, the 

strange content of the nucleon can be neglected, and in a good 
approximation the sum of K+ and K− multiplicities is related to 
DK

U /5. This value is expected to have a rather weak Q 2 depen-
dence when integrated over z, so that it can be used at smaller val-
ues of x to determine the SDK

S value. The result for M K+ +M K−
is 

presented in Fig. 8 as a function of x at the measured values of Q 2. 
The data are integrated over z in the range 0.20 to 0.85 and aver-
aged over y in the range 0.1 to 0.7. Only those eight x bins which 
have a sufficient z coverage are shown. A weak x dependence is 
observed. Fig. 8 also shows the HERMES results [13] that were 
taken at 27.5 GeV beam energy and correspond to different kine-
matics in particular accepting lower W values. They lie well below 
the COMPASS points and exhibit a different x behaviour. The x de-
pendence of the HERMES results for pion and kaon multiplicities 
gave rise to some dispute [33–35]. Note that COMPASS multiplici-
ties are computed in bins of (x, y, z) before integration over z and 
averaging over y while in the case of HERMES, the hadron and 
DIS yields are obtained and integrated over separately, and finally 
combined in a ratio depending on x only [35].

From the COMPASS result on M K+ + M K−
at high x (x =

0.25) we extract DK
U ≈ 0.65–0.70, depending upon assumptions on 

strange quark PDFs and FFs. This differs from the earlier DSS fit re-
sult at Q 2 = 3 (GeV/c)2, DK

U = 0.43 ± 0.04 [9], which was mainly 
based on preliminary HERMES results. The latter differed signifi-
cantly from the published ones [13]. Towards low x, COMPASS data 
show a flat behaviour, unlike the rise that is suggested by the HER-
MES data and the DSS FF parametrisation [9].

Another quantity of interest is the x dependence of the mul-
tiplicity ratio M K+

/M K−
, in which most experimental systematic 

effects cancel. The results are shown in Fig. 9 as a function of x. 
In the region of overlap, COMPASS results are found to be system-
atically lower than those of HERMES. In contrast, for the case of 
pions COMPASS and HERMES multiplicity ratios are found in good 
agreement [15].

4. Summary and conclusions

Precise results for charged-kaon multiplicities are obtained from 
kaon SIDIS measurements using a muon beam scattering off an 

Fig. 9. Ratio of z-integrated multiplicities, M K+
/M K−

. COMPASS data (160 GeV, 
full points) are compared to HERMES data [26] (27.5 GeV, open points). The bands 
show the total systematic uncertainties.

isoscalar target. The data are given in a three-dimensional x, y, and 
z binning and cover a wide kinematic range: 1 (GeV/c)2 < Q 2 <

60 (GeV/c)2, 10−3 < x < 0.4, 0.1 < y < 0.7, and 0.20 < z < 0.85
with W > 5 GeV/c2. They constitute an important input for future 
world-data analyses in order to constrain strange quark PDFs and 
FFs. The sum of K+ and K− multiplicities integrated over z shows 
a flat distribution in x, with values significantly higher than those 
measured by HERMES at lower energy. By covering lower x values, 
the multiplicity sum data will significantly improve the constraint 
on the product of the strange quark PDF and FF, SDK

S . The present 
result points to a larger value of DK

U than obtained from the earlier 
DSS fit.
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Figure 2.7: Sum MK+ + MK− (a) and ratio MK+
/MK− (b) of kaon multiplic-

ities from the deuteron target as function of xBj extracted from COMPASS data in
comparison with HERMES results [28].

corresponds to the hypothesis with the largest likelihood value. To ensure kaon
identification at a confidence level of 95%, only particles with momenta between
12 – 40GeV/c were accepted in the present analysis. Concurrently, the probability
for falsely identified kaons was below 3% (see Ref. [28]).

The kaon multiplicities were obtained from the kaon yields summed over the different
target polarizations, normalized to the number of DIS events. Corrections were
applied considering QED radiative effects, the efficiency of hadron identification,
the acceptance of the spectrometer and diffractive contributions from vector-meson
production (see Ref. [28]). For an isoscalar target, the z-integrated sum of K+ and
K− multiplicities can be written as [28]:

MK+ + MK− = UDK
U + SDK

S

5U + 2S , (2.19)

where U = u + ū + d + d̄ and S = s + s̄ are combinations of unpolarized PDFs
and DK(Q2) =

∫
DK(z,Q2)dz denotes combinations of fragmentation functions inte-

grated over the measured range of z, with DK
U = 4DK+

u + 4DK+
ū + DK+

d + DK+

d̄ and
DK
S = 2DK+

s + 2DK+
s̄ . Figure 2.7a shows the COMPASS result for MK+ +MK− as

function of xBj in comparison with the HERMES results that were used at LO-QCD
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to extract the product SDK
S of the strange quark PDF and the strange quark-to-

kaon fragmentation function (see Ref. [32]). The COMPASS data points show a
rather flat and apparently larger distribution over the measured range of xBj than
the HERMES results. It is assumed that the strange quark PDF S(xBj) approaches
zero for high values of xBj. Hence, the sum MK+ + MK− can be equated with
DK
U /5 in this region. At xBj = 0.25, DK

U ≈ 0.65 − 0.70 was estimated from the
COMPASS result, which is at variance with the value DK

U = 0.43 ± 0.04 obtained
from a global analysis of the fragmentation functions (see Ref. [33]). Most systematic
effects are considered to cancel out in the ratio MK+

/MK− of the kaon multiplic-
ities. Figure 2.7b shows the multiplicity ratio in dependency of xBj together with
the HERMES results. Here, the COMPASS data points are systematically offset to
smaller values from the HERMES results.

In conclusion, the COMPASS deuteron data together with the proton data of 2016
and 2017 on kaon multiplicities will provide a significant contribution to further
constrain quark-to-kaon fragmentation functions. In particular, it can be expected
that a better knowledge of the strange quark-to-kaon fragmentation function will
shed more light on the contradictory results for the first moment of the strange quark
helicity distribution as obtained from SIDIS measurements and the spin structure
function g1, respectively.



3. The COMPASS-II Experiment

The COMPASS experiment is a fixed target experiment located at the M2 beam
line of the Super Proton Synchrotron at the CERN accelerator complex. Since its
founding, the COMPASS collaboration made important contributions in the fields
of hadron structure and spectroscopy. This chapter gives an overview of the current
experimental setup with a focus on physics with muon beams. Further details can
be found in Ref. [13, 34].

3.1 The Beam Line
The COMPASS-II experiment can switch on-demand between high-intensity muon
or hadron beams that originate from a primary proton beam extracted from the
Super Proton Synchrotron at momenta up to 400GeV/c. Protons are delivered
to COMPASS at regular intervals during so-called spills with variable duration,
dependent on the needs of other facilities. When injected to the M2 beam line, the
protons are scattered off a Beryllium target. To control the flux of the pions and
kaons created in the collision, production targets of different length are available.

During their transit through a 600m long tunnel, the pions and kaons partially
decay into muons and neutrinos. The remaining hadrons are finally stopped in a
hadron absorber. Due to parity violation, the muon beam is naturally longitudinally
polarized with respect to the beam axis. Since the degree of polarization depends
on the ratio between the momenta of the muons and mesons, bending magnets
for momentum separation are installed. The nominal momentum of the µ+ beam
selected for the COMPASS-II experiment is 160GeV/c. At an intensity of 4.6× 108

µ+ per spill, a polarization of (−80± 4)% is achieved. Likewise, a longitudinally
polarized µ− beam with significantly lower intensity is available.

Due to the trade-off between beam flux and polarization, a momentum spread of
around 5% is tolerated. Hence, accurate determination of the kinematics for each
incident beam particle is required. This is done using the beam momentum station
shown schematically in Fig. 3.1. The momentum measurement makes use of the fact
that the beam is brought up to the surface level and subsequently bend back to the
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horizontal axis before entering the experimental hall. The beam momentum station
is composed of four scintillator hodoscopes (BM01–BM04) and two scintillating fibre
detectors (BM05, BM06) positioned before and after a bending magnet (B6). From
the curvature of the reconstructed particle tracks in the magnetic field, the momenta
are derived at a precision of ≤ 1% with an efficiency of ≈ 93% [34, p. 15].

In the final section of the beam line, the incoming particles are focused on the target
using an arrangement of additional bending and quadrupole magnets. However, the
central beam spot is surrounded by a halo of particles, most of which are muons,
that were not properly deflected.

B6

BM01

BM02

BM03 BM04

BM06

BM05

Distance from target (m)

−123.8−131.0−137.2 −70.8−73.7 −61.3

Q31 Q32

Q30

Q29

MIB3
beam

Figure 5. Layout of the Beam Momentum Station for the COMPASS muon beam.

Table 4
Parameters and performance of the 190 GeV/c negative hadron beam.

Beam parameters Measured

Beam momentum 190 GeV/c

Hadron flux at COMPASS per SPS cycle ≤ 108

Proportion of negative pions 95%

Proportion of negative kaons 4.5%

Other components (mainly antiprotons) 0.5%

Typical spot size at COMPASS target (σx × σy) 3× 3 mm2

positive beams the proportions of the various parti-
cles change: at 190 GeV/c the positive beam consists
of 71.5% protons, 25.5% pions and 3.0% kaons. The
maximum allowed hadron flux is 108 particles per
SPS cycle, limited by radiation safety rules assum-
ing less than 20% interaction length material along
the beam path.

3.5. Electron beam

On request a 40 GeV/c tertiary electron beam
can be provided by selecting a 100 GeV/c negative
secondary beam, which impinges on a 5 mm thick
lead converter, located about 50 m upstream of
the hadron absorbers, which are moved out of the
beam for this purpose. The downstream part of the
beam line is set to 40 GeV/c negative particles, so
that only the electrons that have lost 60 GeV due to
Bremsstrahlung in the converter are transported to
the experiment. The electron flux is typically small,
of a few thousands per SPS cycle. In COMPASS the

electron beam is used for an absolute calibration of
the electromagnetic calorimeters.

16

Figure 3.1: Schematic diagram of the beam momentum station [34].

3.2 The Target Region
Measurements at COMPASS using muon or hadron beams have mainly been per-
formed with polarized solid-state targets. The muon programme measures cross-
section asymmetries, the cross-section difference for different spin configurations of
polarized muons and target nucleons divided by the corresponding spin-averaged
cross-section. In order to extract the cross-section asymmetries from the measured
raw asymmetries, the polarizations of the beam and target and the dilution factor,
which accounts for the fraction of events from target nuclei other than polarized
protons or deuterons, must be known. The target volumes are divided into two or
three cells with opposite polarizations. Though the different target cells are exposed
to the same beam flux, the polarization is inverted at regular intervals to cancel out
acceptance effects. Deuterated lithium (6LiD) was selected as deuteron target and
irradiated ammonia (NH3) as proton target, respectively. The degree of polarization
achieved by dynamic nuclear polarisation is > 40% for the deuteron target, while
the proton target can be polarized to a degree of > 80% [34, p. 17]. However, the
fraction of polarisable target nucleons in the ammonia target is only about one half
of the value of deuterated lithium. Once the targeted polarization is achieved, the
target material is kept in frozen spin mode at a temperature of around 60mK.

In the frame of the COMPASS-II programme, a liquid hydrogen target was in-
stalled in 2012 to study quark generalized parton distributions using a 160GeV/c
muon beam. Simultaneously, the liquid hydrogen target is used to record semi-
inclusive proton data that will allow for measurements of unpolarized quark parton
distribution functions and to constrain quark fragmentation functions [13, p. 37].
The target installation is composed of a 2.5m long cylindrical target cell with a
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diameter of 40mm that resides in a vacuum chamber with an outer diameter of
80mm. To cool down the target material, a helium cryocooler with a cooling power
of 30W at 20K is used. A detailed description of the target system is given in
Ref. [35].

32 3. The COMPASS-II Experiment

78 mm 

40mm 

2540 mm 

INOX  

flange 

2610 mm 35 mm 

Mylar  

window  

0.35 mm 

thickness 

15 mm 

Â 8 mm 

INOX pipe 
Carbon fiber endcap  

2 mm thickness 

55 mm 

super-insulation (30 layers of Al) 

80 mm 

   5 mm  

superposition 

Kapton & Mylar 

 5 mm  

superposition 

Kapton & Mylar 

4 rohacell supports 

Kapton 

0.125 mm 

thickness 

LH  Target Cell 2 

Carbon fiber vacuum tube 

1 mm thickness 
 10 mm  

superposition 

of 2 layers 

of Kapton 

Target cell 

Mylar end caps 

0.125 mm thickness 

Â 43.6 mm outer 

Â 40.6 mm inner 

76 mm 

Figure 3.3: Sketch of the liquid hydrogen target (not to scale). Picture adopted
from Ref. [52].

of gaseous phase. Following the DVCS pilot run in 2012, the target position and
shape was precisely extracted from data using reconstructed vertex positions of
deep-inelastic scattering events [53, 54]. This information is important for the data
analysis but also for the target description in the Monte Carlo simulation. Especially
regarding the simulation of primary vertices a correct target alignment is crucial, as
discussed in Sec. 4.2.2.

3.3 Tracking Detectors
The COMPASS-II spectrometer is composed by a large variety of tracking detec-

tors to ensure a precise measurement of particle trajectories. The different detector
planes are labeled in Fig. 3.4. Each tracking detector is optimized for its field of
application. Detectors in a short distance to the beam axis are exposed to a rela-
tively high radiation dose and particle flux, therefore they need to provide a very
good spatial and time resolution. The specification of these detectors differs from
the one of the large area tracking detectors, which are installed at a certain distance
from the beam axis. The tracking detectors can be separated into three categories:

Very Small Area Trackers

The very small area trackers cover the area near the beam axis up to a radial
distance of 2.5 - 3 cm. These detectors need to be radiation hard to resist high
particle rates up to 105 mm−2s−1 and they need to have an excellent spatial or time
resolution. Scintillating fiber detectors with a time resolution of about 400 ps are
in use as well as silicon micro-strip, Pixel-GEM1 and Pixel-Micromegas2 detectors
with a high spatial resolution.

1Gas Electron Multiplier
2Micromesh gaseous structure

Figure 3.2: Sketch of the liquid hydrogen target system [36].

Certain generalized parton distributions can be constrained by measuring deeply
virtual compton scattering cross-sections [37]. As pointed out in Sec. 3.1, the
COMPASS apparatus has the unique possibility to switch simultaneously between
µ+ and µ− beams, polarized along opposite directions. This feature allows to mea-
sure the deeply virtual compton scattering reactions ←µ+

p→ µ+pγ and →µ−p→ µ−pγ
for leptoproduction of real photons from an unpolarized proton target. The length
of 2.5m of the target cell is based on the specification that a luminosity of about
1032 cm−2 s−1 shall be achieved for the µ− beam. The exclusivity of the measure-
ment requires that photons and recoiled protons with momenta down to 260MeV/c
can escape the target volume. In order to reduce the material budget of the target
installation, the target cell is made of 125 µm thick Kapton sheet and Mylar end
caps, whereas the vacuum chamber consists of carbon fiber with a total thickness of
1mm and a 0.35mm thick Mylar window (see Fig. 3.2).
Along with the liquid hydrogen target, the so-called CAMERA1 detector was in-
stalled in 2012 to measure the momenta of the recoiled protons in exclusive scatter-
ing processes at full azimuthal and large polar angular acceptance. The CAMERA
detector is composed of scintillator slats forming two concentric rings (inner and
outer) surrounding the liquid hydrogen target (see Fig. 3.3). The inner and outer
ring consists of 24 scintillator slats each which are equipped on both ends with light
guides and a photomultiplier readout. The analog detector signals are digitized by
analog-to-digital converter modules provided by the GANDALF2 framework that
will be described in Sec. 3.6. The measurement principle relies on the time and
distance-of-flight between the intersection points of the particle tracks with the in-
ner and outer ring. This constitutes a constraint for the thickness of the inner ring
1COMPASS Apparatus for Measurements of Exclusive ReActions
2Generic Advanced Numerical Device for Analog and Logic Functions
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since low-momentum protons must create sufficiently large signals in the outer ring
and must not be stopped in the inner ring in order to be detected. The velocity and
hence the momenta of the protons between the intersection points can be derived
from the timing of the photomultiplier signals received on either side of the corre-
sponding scintillator slats. It must be kept in mind that due to energy loss in the
target and scintillators the measurement result can not be equated with the momenta
of the recoiled protons at the interaction vertices. Therefore, the CAMERA detector
has been calibrated using COMPASS data for exclusive ρ0 muoproduction [38].42 3. The COMPASS-II Experiment

Figure 3.4: Picture of the CAMERA detector looking into the beam direction. The
liquid hydrogen target is placed into the centre, while the carbon tube is removed.
The short light guides and the photomultipliers of the inner ring at the upstream end
are visible. The scintillators and light guides of the outer ring are visible [88].

points of intersection a spherical wave of scintillating light is created. It propagates
through the scintillator, being reflected at the horizontal scintillator surfaces, until
it reaches the vertical end points. At the vertical end points it is transported by
light guides to the photomultipliers, where it is converted into a current pulse. The
analogue signal of this current pulse is transmitted to the readout electronics. The
detector readout is performed by the GANDALF1 Framework, comprising pipelined
sampling ADCs2, which convert the analogue photomultiplier signals into digital
signals. A time-stamp and the maximum amplitude information of each of these
digitised photomultiplier signals is extracted inside in total 12 GANDALF modules
and transfered to the data acquisition system.

Apart from overall calibration constants kzA and kzB, with respect to the COMPASS
coordinate system, the z-positions zA and zB of the intersection points are given by
half the difference of the up- and downstream time-stamps times the effective speed
of light cA;B within the corresponding element. Denoting the time-stamp itself with

1 Generic Advanced Numerical Device for Analog and Logic Functions. For a dense description
and the related references see section 9.2.1.

2 Analogue to Digital Converter

Figure 3.3: Photograph of the CAMERA detector looking downstream the beam
axis. The photomultipliers and light guides of the inner ring and the scintillators and
light guides of the outer ring are visible [38].

3.3 The Spectrometer
The large luminosity required for the COMPASS-II programmes demands for high-
rate capability, efficient particle identification, large angular and momentum ac-
ceptance and the possibility to detect at the same time particles with very small
scattering angles. Figure 3.4 shows a schematic view of the current experimental
setup.

The COMPASS-II spectrometer extends over a length of about 60m and is divided
into two stages that are built around dipole magnets (SM1 and SM2). With precise
knowledge of the magnetic fields, the momenta of the outgoing particles can be
derived from the curvature of the reconstructed tracks. Low-momentum particles
are detected in the Large Angle Spectrometer (LAS) that was designed for a polar
acceptance of 180mrad. Located downstream of SM1, a Ring Imaging Cherenkov
(RICH) detector for charged hadron identification was installed. Particles with
larger momenta scattered at small angles up to ±30mrad are covered by the Small
Angle Spectrometer (SAS). Each spectrometer stage comprises a selection of tracking
telescopes, electromagnetic and hadron calorimeters and a muon filter station.
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Figure 3.1: Visualization of the 60m-long COMPASS-II spectrometer from
TGEANT. This picture shows the DVCS setup used in 2016/17.

3.1 The Beam Line
The high-energy particle beam used in the COMPASS experiment is provided via

the M2 beam line from the Super Proton Synchrotron (SPS) accelerator. The beam
type can be selected according to the running physics program. Muon or hadron
beam of both charges is available as well as a electron beam with lower intensity.
The following section focuses on the muon beam, which is needed for the GPD
program.
The SPS accelerates protons to momenta up to 450GeV/c. Once or twice during

a SPS cycle, these protons are extracted onto a fixed beryllium target (T6). The
duration of one cycle varies between 33 and 48 s and depends on the number of
experiments served by the SPS. The extraction time, which is also called spill, lasts
for 4.8 or 9.6 s at the COMPASS experiment. In the reaction of the accelerated pro-
tons with nucleons inside the beryllium target, mainly pions are created with a kaon
component of about 3.6%. The intensity of the reaction depends on the thickness
of the beryllium, which can be adjusted. After T6, the particles get focused inside
a 600m-long tunnel, where a part of the particles decay by the weak interactions
into muons and muon neutrinos: π+ → µ+ + νµ and K+ → µ+ + νµ or charge
conjugated respectively. The remaining hadron component is stopped by beryllium
absorbers at the end of the decay tunnel, while the momentum-selected and focused
muon beam is directed through another 250m-long tunnel leading to the entrance
of the experimental hall at ground level. Three 5m-long dipole magnets (B6) bend

Figure 3.4: Schematic view of the COMPASS-II spectrometer [36].

3.3.1 Tracking
Depending on the distance to the target and the radial position with respect to the
beam axis, different tracking detectors are installed for event reconstruction that
can be categorized as following [34, p. 10].

• Very Small Area Trackers: The beam region up to a radial distance of
2.5 – 3 cm is the domain of the very small area trackers. The high rates of up
to 105 s−1 cm−2 observed in the central beam spot demand for excellent time
and spatial resolution and require robust detector designs that can withstand
a high-intensity particle flow. These requirements are fulfilled by scintillating
fiber and silicon microstrip detectors.

• Small Area Trackers: In the intermediate distance of 2.5 – 40 cm to the
beam axis the requirement for high-rate stability is relaxed. This allows to
employ micropattern gaseous detectors providing sufficient spatial resolution
and, with regard to the covered area, a low material budget. In between the
target and SM1, Micromegas1 stations are in use, while the region downstream
of SM1 is covered by GEM2 stations. Extending to smaller scattering angles,
the central part of both GEMs and Micromegas has been partially equipped
with a pixelised readout that can cope with higher beam intensities. These so-
called Pixel-GEM and Pixel-Micromegas can be attributed to the very small
area trackers.

1Micromesh gaseous structure
2Gas Electron Multiplier
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• Large Area Trackers: Detector assemblies suitable to instrument large areas
are installed to cover the outer regions defined by the acceptance specification
of the spectrometer. These are dift chamber, straw drift tube and multi-wire
proportional chamber stations.

3.3.2 Particle Identification
Efficient particle identification is a key requirement to study semi-inclusive and
exclusive reactions. While hadron calorimeters measure the energy of hadrons pro-
duced at the interaction vertices, hadron identification is performed by the RICH-1
detector. Hadron calorimeters also serve as hadron absorbers for following muon
detectors and constitute a decisive input for the trigger system, for instance trigger-
ing on scattered muons at low Q2. The energy of photons and electrons is measured
using electromagnetic calorimeters. As opposed to momentum measurements, the
performance of calorimeters improves with increasing energy E of the incoming
particle according to the relationship σ(E)/E ∼ 1/

√
E [39, p. 602]. Therefore,

calorimetry is essential at high energies. The critical energy for muons, defined as
the energy where the energy loss due to ionization and radiation is equal, is several
orders of magnitude higher than for electrons. Consequently, muons are able to
penetrate thick absorbers like calorimeters. It is exactly this property the so-called
muon filters take advantage of in order to distinguish muons from other particles.

• RICH-1: The angle under which Cherenkov light is emitted by particles
traversing the large gas volume of the RICH-1 detector can be related to the
particle velocity. In combination with the momentum of the incoming particle
measured by the tracking system, the RICH-1 detector can separate protons,
pions and kaons with momenta up to 50GeV/c. The RICH-1 principle and its
associated photon detectors will be described in detail in Sec. 3.4.

• Calorimeters: Originally, two hadron calorimeters (HCAL1 and HCAL2)
and two electromagnetic calorimeters (ECAL1 and ECAL2) were installed, one
in each spectrometer stage. In the frame of the COMPASS-II programme,
a third electromagnetic calorimeter (ECAL0) has been mounted after the tar-
get to cover larger photon angles. Lead glass modules are used to instrument
the outer regions of ECAL1 and ECAL2. Incoming high-energy photons or
electrons deposit their energy via pair production and Bremsstrahlung, which
triggers electromagnetic showers in the absorber material. The secondary elec-
trons and positrons in the shower emit Cherenkov light crossing the lead glass.
Finally, the energy deposited in the calorimeter can be derived from the in-
tensity of the Cherenkov light detected at the end of each module using pho-
tomultipliers. The ECAL0 and the central part of ECAL1 and ECAL2 are
equipped with so-called Shashlyk modules. These sampling modules are made
of alternating lead and plastic scintillator layers. The readout is performed
using multi-pixel avalanche photo diodes that are less sensitive to magnetic
fields.
The hadron calorimeters consist of sampling modules only. Each module is
composed of alternating layers of iron and scintillators combined with a photo-
multiplier readout. Here, hadronic showers develop from inelastic interactions
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of the incident hadron with the absorber material. The dimension of hadronic
showers is described by the nuclear absorption length. This quantity is sig-
nificantly larger than the radiation length, the counterpart to electromagnetic
calorimeters. Hence, hadron absorbers are much thicker than the electromag-
netic ones. As a consequence, hadron calorimeters are always located behind
electromagnetic calorimeters in the spectrometer. Due to large fluctuations of
the hadronic showers from one event to another, the relative energy resolu-
tion of electromagnetic calorimeters is about ten time better than for hadron
calorimeters.

• Muon Filters: The COMPASS-II spectrometer is equipped with three
Muon Filter stations (MF1, MF2, MF3) that consist of hadron absorbers pre-
ceded and followed by tracking telescopes. Since all particles others than
muons are stopped in the absorbers, particle tracks continuing after the ab-
sorbers can be assigned to muons.

3.3.3 Trigger
Due to the luminosity at the COMPASS-II experiment, continuous data recording
is not feasible. Hence, the purpose of the trigger system is to select events related
to reactions that are in the focus of the interest. The limited buffer depth of the
front-end electronics demand for a short decision time below 500 ns.
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Figure 47: Location of the components relevant for the trigger (schematically), see also
Table 15. The inner trigger system (H4I and H5I) will not be used for DVCS and DY
data taking.

In order to guarantee triggering on muons only, at least one of the two hodoscopes is
located behind an absorber (muon filter). In each case, the hodoscopes are put as close
as possible to the absorber to minimise effects due to multiple Coulomb scattering in the
absorber. Details on the hodoscopes are given in Table 15 and a sketch of their positions
is shown in Fig. 47.

Ladder trigger (H4L, H5L): The ladder trigger selects muons with small scattering angles
but high energy losses. To achieve this selection, both hodoscopes are located behind the
spectrometer magnets bending particles in the horizontal plane. Both hodoscopes consist
of short vertical strips read out on both sides by PMTs. Using a coincidence of two
hodoscope strips in H4L and H5L, muons with a large deflection in the magnets but very
small scattering angle are selected yielding events with a large energy loss, but small Q2.

Middle trigger (H4M, H5M): The middle trigger combines the features of an energy
loss trigger using vertical elements with a target pointing trigger using a second layer of
horizontal strips for each of the two hodoscopes. The vertical strips are readout on one
side by PMTs while the horizontal ones are read on both sides. The middle system covers
a relative energy transfer y from 0.1 to 0.7 at small scattering angles.

Outer trigger (H3O, H4O): The outer system consists of a horizontal hodoscope plane
at the exit of the second spectrometer magnet (H3O) and a second one behind the hadron
absorber in the SAS (H4O) to obtain vertical target pointing. It is divided into two halves
to avoid very long strips. The size of the second hodoscope is matched to the size of the
muon wall MW2 chambers used to reconstruct muon tracks. All strips are read out by
two PMTs. The outer system covers all y and large Q2 up to 10 (GeV/c)2.

85

Figure 3.5: Placement of the hodoscope subsystems for the muon trigger [13].

The trigger system for the muon beam [40] is based on fast scintillator hodoscopes
(see Fig. 3.5). Optionally, the hodoscope trigger can be combined with the fast
response of the hadron calorimeters to select events with final state hadrons. In
addition, a veto system is installed in front of the target to reject events triggered
by halo muons. The trigger hodoscopes form subsystems, consisting of two stations
each, that cover different kinematic regions of Q2.

For medium and large values of Q2, it is sufficient to measure the vertical position of
the muon track at different distances from the target using two horizontal hodoscope
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planes. This information is used to determine the projection of the muon trajectory
in the non-bending plane of the spectrometer to be compared with the target posi-
tion. At low Q2, vertical target pointing fails due to the very small scattering angles.
In this case, the trigger accounts for the fractional energy loss y of the muon. There-
fore, two vertical hodoscope planes measure the horizontal deflection of the muon
trajectory at different distances downstream of the spectrometer magnets. In order
to suppress background processes such as elastic scattering off target electrons, the
energy loss trigger can be combined with a calorimeter trigger to request a certain
energy deposit in the hadron calorimeters. The different hodoscope triggers are:

• Inner and Ladder Trigger: The inner (H4I, H5I) and ladder (H4L,H5L)
hodoscopes consist of vertical scintillator slats. The inner trigger is sensitive
to very small scattering angles, while the ladder trigger selects muons with
large fractional energy loss.

• Middle Trigger: The middle (H4M, H5M) hodoscopes combine both hor-
izontal and vertical planes to select deep-inelastic scattering events and to
apply a coarse energy cut.

• Outer Trigger: The outer (H3O, H4O) hodoscopes use horizontal scintillator
slats for vertical target pointing up to Q2 = 10 (GeV/c)2 [13, p. 85].

• LAS Trigger: The LAS (H1, H2) hodoscopes are similar in structure to the
outer hodoscopes. They cover the highest region of Q2 up to 20 (GeV/c)2 [40].

The hodoscope signals of each trigger subsystem enter coincidence matrices to select
hit combinations that can either be related to extrapolated muon tracks matching
the target position or, in case of vertical planes, to a certain range of y. Subsequent
coincidence units also account for the calorimeter trigger and the veto signal [40].

3.4 The RICH-1 Detector
Particle identification using the RICH-1 detector (see Fig. 3.6a) relies on the de-
tection of Cherenkov light emitted by particles crossing a 3m long C4F10 gas-filled
vessel. The Cherenkov light cones are focused by a spherical UV mirror surface on
two arrays of photon detectors mounted outside the spectrometer acceptance. A
steel pipe with a diameter of 10 cm retains Cherenkov photons produced by beam
particles from entering the gas volume [31].

The fundamental relationship between the photon emission angle θc and the particle
velocity v is given by [39, p. 439]:

cos θc = 1
βn

, (3.1)

with β = v/c and the refractive index n. Since cos θ ≤ 1, the threshold velocity for
Cherenkov emission is given by:

βth = 1
n
. (3.2)
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Cherenkov radiation is emitted under a characteristic angle of θC = 1/(βn). To-
gether with a momentum measurement, the particle type can be identified by the
measurement of the opening angle of the Cherenkov light cone.

The RICH-1 radiator is filled with C4F10, which has a refractive index of n =
1.0015 at a pressure of 1 atm and a temperature of 25◦C. This allows to distinguish
between pions, kaons, and protons in the momentum range of 2.5 to 50GeV/c
[56]. The Cherenkov photons that are emitted along the particle’s trajectory get
reflected by two spherical mirrors and thereby focused as a ring on the readout
detectors (Figure 3.6). The radius of the ring correlates with the opening angle of
the light cone. In the central part, where the photon rate is higher, multi-anode
photo multipliers are in use. Multi-wire proportional chambers with Caesium iodide
photocathodes and Thick-GEM detectors are used for the outer part of the readout.

3.4.3 Muon Identification

To separate muons from other particles, so-called muon wall (MW) detector sys-
tems are installed at the end of each spectrometer stage. Each MW consists of
a large absorber, namely MF1 and MF2, surrounded by several tracking detector
planes. These muon filters absorb all particles except the weak interacting muons.

K + 

Photon 

detectors 

Spherical 

mirrors 

Figure 3.6: Visualization of the RICH-1 detector (left side). In this TGEANT ex-
ample simulation, a K+ with a momentum of 40GeV/c emits Cherenkov radiation
in the RICH-1 radiator filled with C4F10. These photons are reflected by the spher-
ical mirrors to the photon detectors on the upstream side of the detector. The two
affected readout channels show the expected circular structure (right side). Note
that the detector efficiency was not considered in this simulation. The beam pipe in
the center of the RICH-1 radiator is filled with helium to avoid Cherenkov radiation
from unscattered beam particles.

(a)

4. The photon-to-particle correlation

4.1. The particle trajectories and momenta

PID is performed when the particle trajectory is within the
geometrical acceptance at the RICH-1 entrance window and its
momentum is within a given range (typically 1.8–180 GeV/c).

In CORAL a particle trajectory is defined giving its helix (position,
direction and momentum). To reconstruct a trajectory inside RICH-1,
a helix is computed at the RICH-1 entrance window; the trajectory is
extrapolated inside the RICH-1 volume, taking into account the
fringe field of the spectrometer magnet, located about 3 m upstream
of RICH-1.

4.2. Hits and clusters on the photon detectors

The photon hits are measured on the RICH-1 photon detectors,
together with either their time information for the MAPMTs or
three signal amplitudes for the MWPCs.

The hit time information is used to reject out-of-time photons.
The hit amplitudes are used to reduce the background both from
out-of-time photons and from electronic noise (Section 2).

A converted photon can induce a signal on more than one adjacent
MWPC pad; for this reason, a clustering procedure is used. After
having found the pad with the maximum pulse height, the adjacent
pads are included in the cluster if their pulse height is less than a
percentage of this maximum value (60% for pads along the wire
direction, 30% for those in the transverse direction). The impact
position (cluster) is then evaluated as the mean of the hit positions,
weighted with their pulse height. The average cluster multiplicity is
1.1. For the MAPMTs the probability to have correlated hits in adjacent

pixels is negligible [9]: no hit grouping is needed. For practical reasons
the hit coordinate is projected onto the same plane of the MWPC pads,
the pad plane. An incoming photon enters the lens telescope in front
of a MAPMT at the surface of the field lens: the measured coordinates
correspond to this entrance point. The lens surface is spherical and its
distance to the pad plane varies between 0 and 5 mm. The orthogonal
projection to the plane is performed, introducing a negligible distor-
tion. The hits (MAPMT) and the clusters (MWPC) of a typical event are
shown in Fig. 5. In the following, both MAPMT hits and MWPC clusters

are referred to as clusters.

4.3. The photon reconstruction

The trajectory of a photon candidate is reconstructed from the
position of its cluster, measured on the photon detector plane, and
from its emission point [20]. This point is not known and it is assumed
to be the average emission point of the detectable photons, calculated
considering the particle trajectory inside the RICH radiator.

For each particle, all clusters present in a wide fiducial area of the
photon detectors are correlated to the emission point. The recon-
struction is carried out in the photon plane, the plane defined by the
photon cluster, the photon emission point and the RICH-1 mirror
centre of curvature; it contains the trajectory of the photon before
and after its reflection.

The detailed geometry of RICH-1 is used for the angle recon-
struction, including the measured radii and the positions of each
mirror element of the mirror systems, and the fused silica window
separating the radiator from the detectors.

The reconstructed photons are defined by giving their polar
angles y andj in the particle reference system (PRS); PRS is defined
with its z-axis along the particle trajectory and its x-axis lying in the

Fig. 5. A typical event display: many photon rings are visible. The 16 squares represent the photon detector frames. In the central part of the detectors, equipped with MAPMTs,

there are more photons per ring and less background.

P. Abbon et al. / Nuclear Instruments and Methods in Physics Research A 631 (2011) 26–39 29

(b)

Figure 3.6: (a) Visualization of the RICH-1 detector showing the response to an
incident K+ with a momentum of 40GeV/c [36]. (b) Typical event display of the
photon detectors located in the focal plane of the mirror system. Several photon
rings are visible [31].

In other words, the particle velocity must be larger than the phase velocity in the
radiator medium (v > c/n). Knowing the particle momentum p from the deflection
in the spectrometer magnets, the mass m can be derived from the measurement of
the Cherenkov angle θc [39, p. 452]:

m = p

c

√
n2 cos2 θc − 1. (3.3)

At the RICH-1, the Cherenkov thresholds for pions, kaons and protons are found
at 2.5, 9 and 17GeV/c, respectively. It must be kept in mind that the refractive
index n = n(w) is actually a function of frequency. The radiated energy per unit
frequency interval per unit path length is given by [39, p.442]:

d2E

dwdx = z2e2

4πε0c2w(1− 1
β2n2(w)). (3.4)

From Eq. (3.4), the number of Cherenkov photons emitted per unit wavelength
interval over the radiator length L can be calculated [39, p.443]:

dN
dλ = 2πz2α

λ2 L sin2 θc, (3.5)

where α is the fine structure constant. The actual photon yields are less than
Eq. (3.5) predicts since, in order to be detected, the emitted photons are converted
into electrons. In view of the overall efficiency for photon collection and detection,
the formula for the number of photoelectrons reads [39, p.445]:

Npe = N0z
2L sin2 θc. (3.6)
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The quality factor N0 is considered as the figure of merit of the given Cherenkov
detector. Since the azimuthal angle of emission is uniformly distributed, the detected
Cherenkov photons form a ring image in the focal plane of the RICH-1 mirror system
(see Fig. 3.6b). In this light, the Cherenkov angle θc can be reconstructed from the
radius of the photon ring and the known particle trajectory. Using the maximum
likelihood method, the particle mass is assigned to the mass hypothesis that best
fits the observed photon ring [31].

The central part of the RICH-1 photon detector, receiving the highest rates due
to uncorrelated background events, is based on multi-anode photomultiplier tubes.
The outer region, covering an active area of around 4m2, was instrumented with
multi-wire proportional chambers coupled to solid-state caesium iodide photocath-
odes [13, p. 112]. However, the multi-wire proportional chamber design suffers from
performance limitations related to ion backflow from the multiplication process,
which leads to a certain decrease of the quantum efficiency after a collected charge
of a few mC/cm2 [41]. Long recovery times (∼ 1 d) after detector discharges prevent
the operation at high gain (> 104) [42], thus limiting the efficiency for single photon
detection. Therefore, an active area of 1.4m2 was upgraded in 2016 with new hybrid
photon detectors based on micro-pattern gas detector technologies.

3.4.1 Hybrid Photon Detector
In selection of a large area photon detector providing higher robustness against
electrical discharges, larger operational gain and reduced ion feedback, the choice
was made for a hybrid design combining Thick Gas Electron Multiplier (THGEM)
structures as photo-sensitive pre-amplification stage with a Micromegas.

The THGEM consists of a Printed Circuit Board (PCB) with a mechanically drilled
hole structure similar to the GEM design but with much larger scale. Typical geo-
metrical parameters are [43]: thickness of 0.2 – 1mm and hole diameter of 0.2 – 1mm
with a spacing about twice the hole diameter. The rim, a small clearance ring around
the holes, has a width < 0.2mm. Due to its robust design, THGEMs can be in-
dustrially manufactured at affordable costs. The operation principle is the same as
for the GEM detector. A potential difference of a few kV between the copper layers
creates a strong electric field within the holes. The electric field also reaches out to
the surrounding attracting electrons, induced by gas ionization, into the holes where
their multiplication is obtained by a gas avalanche process. In most applications,
multiple THGEM layers are cascaded to achieve higher gain.

Toward the development of large area THGEM-based detectors, the geometrical
parameters have been extensively studied and optimized [45]. Two effects that scale
with the size of the active area have been identified. First, local thickness variations
have a strong effect on the gain uniformity. By selecting the most uniform areas
from the raw sheets, a thickness tolerance of 2% was achieved, corresponding to a
gain deviation factor of ≤ 1.5 over a detector surface of 300× 300mm2. The second
issue concerns electrical instabilities at maximum gain due to microscopic defects
and copper residuals on the hole edges. Therefore, the production process includes
a polishing treatment to improve the surface quality, which leads to a significant
improvement of the operation stability.
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oped during a seven year-long dedicated R &D programme [5] and
installed during the 2015–2016 winter shut-down. They are in
commissioning phase during the 2016 data taking run.

2. The hybrid detector architecture

Each of the four large hybrid 600×600 mm2 single photon detectors
is built using a modular architecture and consists of two identical
modules 600×300 mm2, arranged side by side. The basic structure of
the hybrid module (Fig. 1) consists in two layers of THick Gas Electron
Multipliers (THGEM) [7], one MicroMegas (MM) [8], and two planes
of wires. UV light sensitivity is obtained via the deposit of a thin (few
hundred nm) CsI layer on the first THGEM electrode which acts as a
reflective photocathode for VUV photons. The geometrical parameters
of all the THGEM layers are thickness of 470 μm, total length of
581 mm and width of 287 mm. The hole diameter is 400 μm and the
pitch 800 μm. Holes are produced by mechanical drilling and have no
rim, i.e. there is no metallic clearance area around the hole. The
diameter of the holes located along the external borders have been
enlarged to 500 μm in order to avoid an increased electric field in the
peripheral THGEM holes. The top and bottom electrodes of each
THGEM are segmented in 12 parallel sectors separated by 0.7 mm
clearance area. Each sector of the THGEMs is electrically decoupled
from the others by 1 GΩ resistors. Six consecutive sectors are then
grouped together and fed by independent high voltage power supply
channels. The protection wire plane is positioned 4.5 mm away from
the quartz window which separates the radiator gas volume from the
detector volume filled with Ar/CH4 50/50 gas mixture: it collects ions
generated above the THGEMs to prevent their accumulation at the
fused silica window. It is made of 100 μm ∅ wires with 4 mm pitch
600 mm long and is set at ground potential guaranteeing the correct
closure of the drift field lines. The Drift wire plane (100 μm ∅ 4 mm
pitch, 600 mm long), installed 4 mm from the CsI coated THGEM, is
biased to a suitable voltage in order to maximize the extraction and
collection of the converted photo-electron: the vertical component of
the electric field at the CsI deposit layer must be larger than 1 kV cm
[6]. The photo-electron is then guided into one of the first THGEM hole
where the avalanche process is started due to the electric field
generated by the biasing voltage applied between the top and bottom
THGEM electrodes. The electron cloud generated in the first multi-
plication stage is then driven by the 1.5 kV/cm electric field across the
3 mm transfer region to the second THGEM, where thanks to the
complete misalignment of the holes with respect to the first THGEM
layer (≈462 μm displacement along the THGEM length coordinate), the
charge is separated and undergoes a second independent multiplica-
tion process. Finally the charge is guided by the 0.8 kV/cm field across
the 5 mm gap to the bulk MM where the last multiplication occurs.
300 μm diameter pillars, at 2 mm distance each keep the micromesh
(18 μm woven stainless steel wires, 63 μm pitch) at 128 μm distance
from the anodic plane. The intrinsic ion blocking capabilities of the

MicroMegas as well as the arrangements of the THGEM geometry and
fields grant an ion back flow on the photocathode surface lower or
equal to 4% [5]. The charge is collected by the 7.5×7.5 mm2 pad
segmented anode biased at positive voltage and facing the grounded
micromesh. This segmentation results in 4760 readout channels for
detector. Each pad is biased through a independent resistor and the
signal, induced on the parallel buried pad (Fig. 2a, b), is read out by the
Front End APV 25 chip [9]. The signal attenuation caused by the
capacitor charge divider (Fig. 2b) results in a signal amplitude
reduction of ≈10%. The 500 μm clearance between pads prevents the
discharge, when occurring, to propagate towards the surrounding pads.
Each of the 2 groups of 2380 biased pads, hosted by a hybrid module, is
powered by an independent high voltage power supply channel. The
pads of each group are electrically decoupled among them via resistors.
The value of the resistance has been chosen as compromise between
the need to limit the voltage drop that affects the pads on the same high
voltage line after a discharge occurs and the recharge time to recover
the operating voltage. The 470 MΩ value adopted allows to limit the
voltage drop of the anodic pads next to a tripping one to be below 2 V
over the 620 V operational voltage resulting in a local gain drop lower
than 4% and a restoring time of the nominal voltage of ≈20 μs. The
solution adopted grants no damage to the F.E. electronics when an
occasional discharge occurs as verified during the operation of the
detector in laboratory and in test beam exercises. The THGEM correct
position and planarity is guaranteed by 12 pillars by Peek glued onto
corresponding pillars by photosensitive material present in the MM
layer.

3. The production and the quality assessments of the hybrid
photon detector components

Quality assessment protocols have been implemented for both the
THGEMs and the MMs.

3.1. The THGEM production and quality assessment

The THGEMS are produced from halogen-free EM 370-5 by Elite
Material Co, Ltd. raw PCB foils. The raw foils have been resized to a
square foil (800 × 800 mm2) side length by cutting out the external parts
affected by larger local thickness variations due to the pressing

Fig. 1. Sketch of the hybrid single photon detector: two staggered THGEM layers are
coupled to a bulk MicroMegas. The drift wire and the protection plane are visible.
Distances between the quartz window and between the electrodes are indicated too.
Image not to scale.

Fig. 2. (a) Sketch of the capacitive coupled readout pad. The biasing voltage is
distributed via independent 470 MΩ resistor to the pad facing the micromesh structure
(buried pad on the figure). The buried pad is isolated via 70 μm thick fibreglass and
connected to the front end chip. (b) Schematic of the capacitive coupled pad principle
illustrated via discrete elements blocks, the pad facing the micromesh is indicated as
capacitor/pad towards mesh while the buried pad is indicated as buried pad capacitor.
(c) Metallography section of the PCB: detail of the through-via contacting the external
pad via the hole of the buried pad.
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Figure 3.7: Schematic view of the hybrid photon detector [44].

The final hybrid hybrid photon detector has an active area of 600 × 600mm2 and
consists of a dual-layer THGEM with staggered hole alignment and a bulk Mi-
cromegas (see Fig. 3.7). The upper THGEM layer is coated with caesium iodide to
act as reflective photocathode. The intrinsic parameters of the THGEMs are [44]:
thickness of 0.47mm, hole diameter of 0.4mm with a spacing of 0.8mm. The holes
have no clearance rings. The micromesh and the anode plane, segmented into pads
of 7.5 × 7.5mm2, form a small (128 µm) amplification gap. The electrons from the
avalanche process are collected on the anode pads, while the positive ions drift to-
ward the mesh. The short drift times and hence fast signals induced by the positive
ions and their effective removal at the mesh are intrinsic benefits of the Micromegas
design. Together with the staggered design of the hole structures of the THGEMs,
the ion backflow rate to the photocathode is effectively suppressed [46]. The final
600× 600mm2 hybrid photon detector is operated with a gain in the range between
1.2× 104 and 2.5× 104 [44].

3.5 The Data Acquisition System

The data acquisition system [47] accomplishes the readout of about 300 000 detector
channels. The typical data rate is in the order of 1.6GB/s during a spill. Figure 3.8
shows a flow diagram of the data acquisition system.

The detector signals received from pre-amplifier and discriminator modules are con-
tinuously digitized by analog-to-digital and time-to-digital converter front-end mod-
ules, mounted as close as possible to the detector stations. Upon reception of the
trigger signal, the front-ends pass on the data, which coincide in time with the trig-
ger event, to subsequent VME readout modules. At this stage, the event data is
combined with identifier labels received from the Trigger and Control System (TCS).
The collected data is finally transfered via fiber-optic links to 15:1 multiplexer cards
following the S-LINK protocol [48]. The first data concentrator level of the data ac-
quisition system can receive up to 120 incoming fiber-optic links. At the next level,
a single switch card is employed to merge the sub-events of all detector channels be-
fore being sent to readout computers for temporary storage. Finally, the data files
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Figure 3.8: Structure of the data acquisition system [47].

are transfered via a 10Gbit/s Ethernet network to the CERN storage management
system CASTOR1 that copies them to magnetic tapes.

3.6 The GANDALF Framework
Primarily developed for the readout of the CAMERA detector, the GANDALF
framework is now employed for different applications at the COMPASS-II exper-
iment. Detailed information about this project can be found in Ref. [49]. The
GANDALF module was designed as 6U/VME64x [50] carrier board to employ the
widely-used VMEbus interface [51]. Moreover, it complies with the VITA 41.0 VXS2

standard [52] that defines a high-speed serial backplane link to connect each payload
board on a VXS backplane to a central switch card. The GANDALF mainboard
is combined with exchangeable, application specific mezzanine cards to adapt the
system to the required readout task. Figure 3.9 shows a picture of the GANDALF
module illustrating the main hardware components and interfaces.

3.6.1 Mainboard
Digital Signal Processing (DSP) is performed using a Field-Programmable Gate
Array (FPGA) device3 that has been chosen owing to its large amount of fast logic
units, allowing for a wide range of complex arithmetic operations up to 550MHz [53].
Extending the integrated memory of the FPGA, the mainboard comprises both a
1CERN Advanced STORage manager
2VME Switched Serial
3Xilinx Virtex-5 XC5VSX95T-2FFG1136C
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Figure 3.9: Overview of the GANDALF mainboard. External interfaces are de-
picted by blue labels. The main hardware devices allocating the GANDALF module
as digital signal processor are labeled in red. The grey-colored boxes indicate the
mezzanine sockets for the add-on cards.

144Mbit QDRII+1 and a 4Gbit DDR22 memory. These devices are connected to
a second FPGA3 that complements the system with a memory controller. In either
direction, the FPGAs are connected by eight differential serial links facilitating the
integrated high-speed transceiver tiles. The implemented Aurora bus protocol [54]
is capable of exchanging data at a bandwidth of 25Gbit/s.

The FPGA configuration is stored inside the device using volatile static Random-
Access Memory (RAM) cells. Upon power-up, each FPGA device must therefore be
programmed with a bitstream file to implement the intended circuit. Configuration
bitstreams may be retrieved directly from an on-board Flash memory4. Though, the
preferred way to configure the GANDALF module is through the VMEbus or the
USB2.0 interface. These interfaces are accessed by a Complex Programmable Logic
Device (CPLD)5 that transfers the received data on 8-bit wide SelectMAP buses to
the FPGAs. The CPLDs are limited in terms of performance and logic resources,

1Cypress Semiconductor CY7C1515V18
2Quimonda HYB18T2Gx02BF
3Xilinx Virtex-5 XC5VLX30T-2FFG665C
4System ACE CompactFlash
5Xilinx CoolRunner-II CPLD XC2C512-FG324
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but are advantageous over other programmable logic devices as they are opera-
tional directly after power-up, thanks to non-volatile internal memory. Likewise,
the VME64x backplane bus is used for various board monitoring and slow-control
tasks.

Data readout is performed using either the high-speed VXS interface or dedicated
backplane transition cards. The bus lanes of the transition card interface are directly
connected to both FPGAs. This gives the user the flexibility to operate the proto-
col of choice, for instance, the 160MB/s S-LINK interface [48]. Data acquisitions
with limited bandwidth may also be carried out using the USB2.0 or the VMEbus
interface.

3.6.2 Mezzanine Cards
The GANDALF mainboard allocates mezzanine sockets to extend the scope of
readout tasks. Different kinds of add-on cards are available, consistent with partic-
ular input signal standards and operational modes.

GIMLI

At the COMPASS-II experiment, the TCS distributes a reference clock and the
trigger signal together with corresponding event labels via an optical fiber network
to every readout module employed in the spectrometer. A dedicated optical receiver
and a clock recovery circuit are located on an add-on card mounted to the so-called
GIMLI socket (cf. Fig. 3.9), in order not to restrain the range of application of
the GANDALF module to a single clock distribution system. The recovered clock
signal and the TCS data stream are routed separately from the GIMLI socket to the
central FPGA where the final decoding of the event labels takes place. In addition,
the clock signal is provided to the mezzanine sockets and a clock synthesizer chip1

on the mainboard using differential buffers. Two more versions of the GIMLI card
are presently available. One of these replaces the optical interface with LEMO
input connectors for both clock and trigger signal. Optionally, the card hosts a
20MHz oven-controlled crystal oscillator to substitute the external clock input. In
a different scenario, the TCS is distributed via the VXS interface to the FPGA.
Here, a dummy add-on card was designed to take the clock signal from the FPGA
and redirect it to the targets mentioned before.

Analog Mezzanine Card

The analog mezzanine card is assembled with eight 12-bit analog-to-digital con-
verter chips2 running at approximately 500MSample/s (see Ref. [55]). Using a
time-interleaved method, the sampling rate is doubled (to 1GSample/s) combining
neighbouring channels. Both analog-to-digital converters are operated at the same
frequency but receive clock signals with a constant 180° phase offset to one another.
As a consequence, the number of input channels per mezzanine card is reduced by
half. Real-time pulse shape analysis and feature extraction on the continuous data
stream is carried out inside the FPGA on the mainboard.
1Silicon Labs Si5326
2Texas Instruments ADS5463
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The photomultiplier signals of the CAMERA detector are digitized by GANDALF
modules equipped with analog mezzanine cards as transient analyzers. Pulse shape
parameters like amplitude, integral and time stamp are extracted from the incoming
data stream with a sophisticated digital constant fraction discrimination algorithm
(see Ref. [56]). Its precision is inversely proportional to the signal amplitude in
terms of the dynamic range. For pulses exceeding 25% of the dynamic range, the
time resolution obtained at 1GSample/s is better than 7 ps (see Ref. [56–58]).

Digital Mezzanine Card

The digital mezzanine card may be employed in systems that do not require the
front-end electronics to be attached directly to the detector. Comprising two female
VHDCI1 connectors, the digital mezzanine card interconnects 64 differential chan-
nels with the FPGA on the mainboard. Differential buffers2 accepting LVDS3 and
LVPECL4 input signals, most commonly used by discriminator fabrics, are incorpo-
rated to protect the FPGA I/Os. With different placement of the buffer components
during PCB assembly, the digital mezzanine card is turned into a LVDS output card.
In this configuration, the GANDALF framework is utilized as versatile pattern gen-
erator that has extensively been used in the characterization of the ARAGORN
front-end (see Sec. 7.2).

The scintillating fiber stations in front of the target region in the COMPASS-II
spectrometer receive the highest input rates of several MHz per channel and exhibit
very long trigger latency in the microsecond range. Reading these detectors, a 128-
channel time-to-digital converter providing sufficiently deep hit buffer memory has
been implemented using the GANDALF module in this configuration (see Ref. [59,
60]). The design could be extended by a scaler featuring online beam monitoring
functionality (see Ref. [61, 62]). Further applications include a mean-timer with
subsequent coincidence logic providing fast trigger decisions (see Ref. [63]).

Optical Mezzanine Card

The ARWEN5 add-on card complements the scope of applications as generic readout
engine for front-end modules attached by optical links and shall hence be utilized for
the ARAGORN front-end. The ARWEN card hosts a FPGA device6 to establish
the electrical interface to four Small Form-factor Pluggable (SFP) transceiver sock-
ets. The entire optical network has been verified at a bandwidth of 3.1104Gbit/s in
either direction using standard 850 nm optical SFP transceiver modules7. Toward
the FPGA on the mainboard, a bidirectional interface is provided consisting of 32
differential channels per direction. Eighteen out of these signals are allocated to
parallel data transfer whereas the remaining interconnects are assigned to miscella-
neous functions. Furthermore, the mezzanine socket includes a SelectMAP interface
to configure the FPGA with bitstream files received from external storage via the
1Honda HDRA_ED136
2ON-Semi NB4N855S
3Low Voltage Differential Signaling
4Low Voltage Positive Emitter Coupled Logic
5Acronym for a mezzanine card providing four fiber optic transceiver modules
6Xilinx Spartan-6 XC6SLX45T-3CSG324C
7Finisar FTLF8524P2xNy and FTLX8571D3BCV
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VMEbus interface. Figure 3.10 shows a simplified block diagram of the ARWEN
mezzanine card.
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Figure 3: Schematic of the ARWEN mezzanine card. 

 
 
 
 
The firmware of the Spartan 6 FPGA on the ARWEN mezzanine card is loaded via the 
SELECT MAP interface from the GANDALF board, which receives the firmware files via its 
VME backplane. The GANDALF board and the ARWEN mezzanine cards are loaded by a 
VME command script. 4 LEDs of the front panel of the ARWEN mezzanine card signal the 
active links on the 4 optical transceivers. The LED is turned off, if the link is established and 
error-free. In case of errors or a loss of link, the LED is turned on. 
  
 

 
3. Optical transceivers 
 
 
The optical transceivers on the ARWEN card and their counterparts on the frontend card are 
standard small-form-factor, pluggable (SFP or SFP+) Gigahertz optical transceivers. The link 
has been tested with standard optical Ethernet transceivers (with bandwidths >=4 Gbit/s) from 
different producers. For our tests we used standard 4.25 Gbit/s Ethernet transceivers with 
850 nm multimode lasers (FTLF8524P2xNy from Finisar) and standard 10 Gbit/s 850 nm 
multimode Ethernet transceivers (FTLX8571D3BCV from Finisar).  
 
Also a mixed configuration of 4 Gbit/s and 10 Gbit/s transceivers was tested successfully. The 
standardized SFP plug on the ARWEN card offers the possibility to use different laser types 
and different optical wavelengths as well. 
 

Figure 3.10: Functional block diagram of the ARWEN mezzanine card [64].

As mentioned earlier, a reference clock enters the GANDALF mainboard through
the GIMLI add-on card. This clock signal is forwarded to a jitter attenuator chip1

on the ARWEN card, providing the embedded transceiver tiles and the FPGA fabric
with a clean reference. In the up-link direction, the design aims to distribute the
trigger items along with various control signals with fixed latency to each payload
board. This is achieved through bypassing the transmit buffers and disabling cer-
tain features like the integrated 8B/10B encoder inside the transceiver primitives.
The same design constraints apply to the receiver side in order to maintain fixed-
latency data transfer and recovery of a phase-synchronous reference clock upon the
connected front-end boards. Hence, the up-link data stream regularly includes a
recognizable bit sequence, referred to as comma symbol, to align the parallel data
to the word boundary. The actual alignment process is device specific and needs to
be tailored to the hardware realization of the payload board (see Sec. 6.2.1). More
than that, the front-end modules can be remotely controlled via the VMEbus in-
terface. For this purpose, a custom bus protocol has been introduced transferring
configuration data to the slave boards and retrieving status information in return.
Details about the configuration bus interface will be given in Sec. 6.3.

Down-link specifications are less restrictive as the constant-latency feature is not
required for data readout. The FPGA on the ARWEN card not only merges the
data received from the optical links but also acts as local event builder compliant
with the data format of the COMPASS-II experiment (see Ref. [65]). This allows
to perform certain consistency checks before passing on the received data to the
subsequent data acquisition system. Following merger stages are also implemented
inside the FPGA on the mainboard to process the output of both mezzanine cards.
Detailed information about the employed FPGA designs can be found in Ref. [66].

1Silicon Labs Si5326



4. The ARAGORN Front-end

The ARAGORN front-end constitutes a compact1 hardware platform for FPGA
based Time-to-Digital Converter (TDC) processing 384 input channels. Drawings
of the PCB top and bottom layer are provided in Figs. A.1 and A.2 to locate the
board components described in this chapter by means of their reference designators.
The readout of the ARAGORN front-end is performed using high-speed optical
links (see Fig. 4.1). This chapter focuses on the description of the hardware layout
of the ARAGORN front-end.
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Figure 4.1: Schematic illustration of the optical readout network that combines
eight ARAGORN front-ends through a star topology. Thereof seven slave boards are
connected to the master switch card as satellites. A single fiber optic cable transfers
the collected data from the master front-end to the subsequent readout engine.

1Board dimension: 140× 172mm2
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4.1 Design Overview
Four FPGA devices1 on the ARAGORN front-end, referred to as TDC-FPGAs,
implement time-to-digital converter that accept 96 input channels each. An interface
to the associated detector, or more specific analog readout modules, is provided
by four high-density board-to-board connectors2 located on the PCB bottom side.
The TDC inputs make use of the LVDS standard. A fifth FPGA device3, briefly
MERGER-FPGA in the following, provides differential point-to-point connections
to each TDC-FPGA for data output. Consequently, the MERGER-FPGA acts
as data concentrator and local event builder to present the collected data in an
appropriate format to the data acquisition system.

MERGER-FPGA

(XC7A200T-2 FBG676)

FINISAR CXP transceiver module

• communication with up to 7 
slave boards in star topology     
up to 6.6 Gb/s

SFP+ transceiver module

• data readout up to 6.6 Gb/s

4x TDC-FPGA

(XC7A200T-2 FBG484)

4x SAMTEC QMS-104  

(on solder side)
• interface to detector
• 208 pins SMD

Figure 4.2: This picture shows a photograph of the ARAGORN front-end. The
main functional blocks are highlighted. The board comprises four FPGAs that im-
plement time-to-digital converter in favour of 384 input channels. A fifth FPGA
functions as generic data processor. A SFP transceiver socket and a CXP compliant
receptacle are located on either side of the central FPGA. Four extension board con-
nectors providing an external interface to the associated detector are located on the
solder side of the PCB (not visible).

Furthermore, the MERGER-FPGA provides the infrastructure to control miscel-
laneous on-board devices that will be described within this chapter. The associated
low-speed bus interfaces are accessed by a Microblaze embedded processor. This
soft processor core is implemented with the programmable logic primitives and in-
tegrated memory cells provided by the MERGER-FPGA fabric. Including only
1Xilinx Artix-7 XC7A200T-2 FBG484
2Samtec QMS-104-06.75-L-D-A-GP
3Xilinx Artix-7 XC7A200T-2 FBG676
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the relevant features, the highly-configurable embedded design could be optimized
to reduce the device utilization to a minimum. The Microblaze processor supports
a rich set of peripherals which makes it a perfect match for slow-control tasks that
can be efficiently processed by a high-level software application.
As already mentioned, the readout of the ARAGORN front-end is accomplished
with fiber optic cables attached to a SFP+ transceiver module that in turn connects
to integrated high-speed transceiver tiles of the MERGER-FPGA. The transceiver
primitives provide a bandwidth of up to 6.6Gbit/s. Though the transceiver links
have been configured to adapt the system to the GANDALF module equipped
with ARWEN add-on cards (cf. Sec. 3.6.2), the programmable logic is feasible of
operating various industry standard protocols to fit the system in alternative read-
out configurations. Optical data communications is favored over standard copper
cabling not only because it works over longer distances at higher bandwidths. More-
over, fiber optics overcome electromagnetic interference issues induced by high-speed
board-to-board applications. Because the intrinsic signal-to-noise ratio of many par-
ticle detectors is small, this property is extremely valuable to keep the noise con-
tribution from the readout electronics to a minimum. Toward the evolution of a
high-speed optical readout network, the layout of the ARAGORN front-end per-
mits to connect up subsequent slave boards through a star topology. This design
objective is achieved with an optional CXP transceiver module, interconnecting with
up to seven ARAGORN cards as satellites using an optical fanout cable. Conse-
quently, eight boards thus 3072 detector channels can be read out via a single fiber
optic cable attached to the SFP slot of the master board that hosts the CXP module
(see Fig. 4.1). Thanks to the hot-pluggable realization of the costly CXP transceiver
module, the PCB layout of the ARAGORN front-end is maintained independent
of its final application.
The transceiver tiles inside the FPGA fabric integrate a clock recovery circuit to
synthesize a clock signal from the incoming data stream that is phase-synchronous
with the sender clock. This is of particular importance because the design intends
to apply the recovered clock in the TDC application. It is thus essential that the
transceiver channels linked to the CXP socket are driven with this particular clock
alike, in order to forward the data stream to the connected slave boards. Unfor-
tunately, the output of the clock and data recovery block does not comply with
the jitter specifications of the transceiver tiles. To select a jitter attenuator circuit
that reliable removes jitter from the recovered clock and at the same time main-
tains system synchronization upon repeated device initializations, extensive design
studies were necessary before PCB production. These exercises were subject to a
recent thesis conducted within the framework of this project (see Ref. [67]). The
specifications of the selected device are described in detail in Sec. 4.5.2.

4.2 Field-Programmable Gate Array
Most digital components including application-specific integrated circuits are de-
signed for particular functions that cannot be changed after manufacturing. In
contrast, programmable logic devices perform user-defined operations on the tar-
geted system. Programmable array logic components are considered as early pre-
cursors of today’s programmable logic devices. These devices consist of a matrix
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forming the logical AND, also called product term, of any combination of the op-
tionally inverted inputs. Together with a set of fixed OR-gates, each output repre-
sents a sum-of-product term, implementing a variety of boolean functions. Further
programmable array logic devices extended the combinatorial circuit with register
components providing feedback to the programmable input array. In the delivery
state, the AND-matrix is either completely connected or unconnected depending
on the manufacturing technology. During the programming process, the unwanted
interconnections are removed or as opposed to this, particular connections are made
conductive. This procedure had to be applied beforehand PCB assembly. Later
versions could be erased using ultraviolet light and electrically reprogrammed in the
field (see Ref. [68, p. 270 ff.]). The implementation of more elaborate designs be-
came feasible with the evolution of the CPLD family that extends the programmable
array with embedded macrocells. These macrocells contain sophisticated logic gates
like multiplexers and sequential components providing feedback and interconnec-
tions to other functional blocks via a central interconnection network. Compared
to programmable array logic components, CPLDs provide significantly more logic
resources along with an increased number of I/Os. In addition, the device configu-
ration is stored in SRAM cells that are initialized from on-chip nonvolatile memory
when the device is powered up (see Ref. [68, p. 274 ff.]).

The demand for high-performance programmable logic devices eventually led to the
evolution of FPGAs. The embedded logic cells, arranged in a regular array, are
linked to a programmable interconnection network. Compared to previous imple-
mentation fabrics, combinatorial circuitry is provided by so-called look-up tables,
consisting of asynchronous RAM cells that store the truth table of the boolean func-
tion. Because the configuration resides in volatile memory, FPGA devices have to
be programmed from on-board Flash memory or via external interfaces when power
is applied. The I/O blocks are likewise programmable to support different signal
standards to interact with other devices in a system. Modern FPGA devices include
rich quantities of embedded RAM blocks to buffer the data to be processed or to
store the executable image of embedded processor systems. Various portions of a
FPGA design usually require to operate on different clock frequencies. Therefore,
dedicated clock synthesizer modules and low-skew clock interconnection networks
are provided on-chip. Some models also incorporate integrated transceiver tiles
for high-speed serial I/O applications and dedicated primitives to perform complex
arithmetic operations. As for today, FPGAs are in widespread use in many digital
systems, allowing for design upgrades without the need for hardware modifications.
The low-volume requirements to instrument facilities in the field of high-energy
physics experiments can often not justify the tremendous engineering costs associ-
ated with application-specific integrated circuit designs. By contrast, FPGA based
applications are operational within short development time and may offer a more
cost-efficient alternative.

4.2.1 XILINX Artix-7 FPGA
The XILINX Artix-7 FPGA has been selected owing to its low power and cost speci-
fications that perfectly meet the design constraints. The device is available in differ-
ent versions that differ mainly in the quantity of the programmable logic resources.
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Careful evaluation of the expected device utilization for the applied firmware designs
indicated that the XC7A200T model provides a perfect trade-off between cost and
processing capacity. Table 4.1 gives an overview of the available device features.

Another benchmark is the rich amount of embedded RAM blocks. The readout
systems are often faced with high input rates from the detectors. However, the re-
quirement for local buffering also scales with trigger latency. The latency parameter
determines the duration of time the data must be kept in on-chip memory before a
pre-selection algorithm distinguishes the physics events from background noise. The
capacity for temporary data storage is crucial as well for the capability to combine
the output of the different nodes into standardized chunks of data to be subsequently
passed on to the following processing units.

Each FPGA model is available in a selection of packages that diverge in the num-
ber of user I/O and transceiver tiles. Different packages were selected for the TDC
application and the inter-card pipelining feature, respectively. These ball grid array
packages with a pitch of 1mm are manufactured using flip-chip technology. The
production process directly bonds the pads of the die, which are made conductive
and coated with solder bumps, to the package substrate. The substrate again inter-
connects the bare chip with the external pins of the package.

Table 4.1: Summary of the Artix-7 XC7A200T-2 device features.
a for the TDC-FPGAs
b for the MERGER-FPGA
i see Sec. 4.2.1.1
ii see Sec. 4.2.1.2
iii see Sec. 4.2.1.3

CLB Slicei 33650

CLB Flip-Flopi 269200

Block RAMii 365

DSP Sliceiii 740

fMAX (BRAM / DSP) 461MHz / 550MHz

LVDS I/O bandwidth 1.25Gbit/s

Package FBG484a FBG676b

Dimensions (mm) 23× 23 27× 27

User I/O 285 400

GTP Transceiver 4 8

4.2.1.1 Configurable Logic Blocks

The programmable logic resources of the Artix-7 FPGA are organized in Configurable
Logic Blocks (CLBs). Each CLB contains a pair of slice elements accessing the switch
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Chapter 1

Overview

CLB Overview
The 7 series configurable logic block (CLB) provides advanced, high-performance FPGA 
logic:

• Real 6-input look-up table (LUT) technology

• Dual LUT5 (5-input LUT) option

• Distributed Memory and Shift Register Logic capability

• Dedicated high-speed carry logic for arithmetic functions

• Wide multiplexers for efficient utilization

CLBs are the main logic resources for implementing sequential as well as combinatorial 
circuits. Each CLB element is connected to a switch matrix for access to the general routing 
matrix (shown in Figure 1-1). A CLB element contains a pair of slices.

The LUTs in 7 series FPGAs can be configured as either a 6-input LUT with one output, or 
as two 5-input LUTs with separate outputs but common addresses or logic inputs. Each 
5-input LUT output can optionally be registered in a flip-flop. Four such 6-input LUTs and 
their eight flip-flops as well as multiplexers and arithmetic carry logic form a slice, and two 
slices form a CLB. Four flip-flops per slice (one per LUT) can optionally be configured as 
latches. In that case, the remaining four flip-flops in that slice must remain unused.

X-Ref Target - Figure 1-1

Figure 1-1: Arrangement of Slices within the CLB
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Figure 4.3: A CLB comprises two slice components, which are linked to a switch
matrix accessing the routing network, to implement combinatorial and sequential logic
functions. The fast look-ahead carry chain indicated with the CIN and COUT labels
runs vertically up the slice columns [69, p. 9].

matrix that interconnects the CLB with the global routing network (see Fig. 4.3).
A slice includes four 6-input look-up tables, eight storage elements as well as multi-
plexer and carry logic for arithmetic functions. No direct connection exists between
the slice pair inside a CLB. However, the carry chain is cascadable in upward direc-
tion in each slice column to form wider arithmetic functions. The look-up tables are
the intrinsic boolean function generators of the Artix-7 FPGA that implement ar-
bitrary combinatorial circuitry. Each look-up table either supports a single 6-input
function or two independent 5-input functions. Wider circuits are realized by com-
bining multiple look-up tables using multiplexer interconnect logic. The storage
elements register the look-up table outputs or directly sample the input signals by-
passing the function generators. In general, the storage elements are configured as
edge-triggered flip-flops, but four of these may alternatively be used as level-sensitive
latch. In that case, the other elements remain unused. The various active-high con-
trol signals — clock enable, set/reset and write enable in particular — are shared
across the sequential primitives of a slice. This property also applies to the option-
ally inverted clock input. The choice whether the set/reset inputs have synchronous
or asynchronous behaviour is naturally common to all slice registers as well. A sub-
set of the available slice components is capable of implementing shift registers or
distributed RAM.

4.2.1.2 Embedded Memory

Apart from distributed RAM provided by the look-up tables, the Artix-7 FPGA
comprises abundant embedded memory, organized in so-called Block RAM (BRAM)
primitives. Each memory element can either be configured as single 36 kbit RAM
or divided into two independent 18 kbit storage elements. The true dual-port con-
figuration (see Fig. 4.4a) provides two independent access ports for concurrent syn-
chronous read and write operations. The actual depth of the memory scales with
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Synchronous Dual-Port and Single-Port RAMs

Synchronous Dual-Port and Single-Port RAMs

Data Flow
The true dual-port 36 Kb block RAM dual-port memories consist of a 36 Kb storage area 
and two completely independent access ports, A and B. Similarly, each 18 Kb block RAM 
dual-port memory consists of an 18 Kb storage area and two completely independent 
access ports, A and B. The structure is fully symmetrical, and both ports are 
interchangeable. Figure 1-1 illustrates the true dual-port data flow of a RAMB36. Table 1-3 
lists the port functions and descriptions.

Data can be written to either or both ports and can be read from either or both ports. Each 
write operation is synchronous, each port has its own address, data in, data out, clock, 
clock enable, and write enable. The read and write operations are synchronous and require 
a clock edge.

There is no dedicated monitor to arbitrate the effect of identical addresses on both ports. It 
is up to you to time the two clocks appropriately. Conflicting simultaneous writes to the 
same location never cause any physical damage but can result in data uncertainty.
X-Ref Target - Figure 1-1

Figure 1-1: True Dual-Port Data Flows for a RAMB36
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Chapter 2: Built-in FIFO Support

FIFO Architecture: a Top-Level View
Figure 2-2 shows a top-level view of the 7 series FPGAs FIFO architecture. The read 
pointer, write pointer, and status flag logic are dedicated for FIFO use only.

FIFO Primitives
Figure 2-3 shows the FIFO36E1 in FIFO36_72 mode.
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Figure 2-2: Top-Level View of FIFO in Block RAM
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Figure 2-3: FIFO36
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Figure 4.4: (a) The true dual-port RAM configuration features two independent
access ports (PortA and PortB). Each port comes with individual address bus, data
inputs/outputs and control signals [70, p. 16]. (b) The built-in FIFO support facili-
tates integrated logic for read/write pointer and status flag generation [70, p. 48].

the selected data width1. Using the simple dual-port feature, the data width can be
doubled to 36 bit for 18 kbit BRAM and 72 bit for 36 kbit BRAM primitives. In this
mode, one port corresponds to the read-only port and accordingly the other port
designates the write-only port. Wider and deeper storage areas are implemented by
cascading multiple memory elements.

The TDC-FPGA design requires loads of memory to implement hit buffers storing
the digitized timestamps from the individual input channels. It is furthermore neces-
sary throughout this project to buffer the received data between independent clock
domains and subsequent processing steps. This requirement is addressed by the
dual-clock First-In First-Out (FIFO) memory support. For this purpose, dedicated
counters, comparators and integrated logic for status flag generation are included
(see Fig. 4.4b), thus saving programmable logic resources. Further integrated fea-
tures like independent read/write port width selection and byte-write enable or
optional output registers to increase performance are also available.

4.2.1.3 Digital Signal Processing

The Artix-7 FPGA provides dedicated primitives for DSP applications. A simplified
diagram of the available operations is provided in Fig. 4.5. Each DSP48E1 slice con-
sists of a 25-bit× 18-bit multiplier with optional pre-adder followed by multiplexers
1selectable data width: 1, 2, 4, 9, 18 for 18 kbit BRAM and 1, 2, 4, 9, 18, 36 for 36 kbit BRAM
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Simplified DSP48E1 Slice Operation

accumulators. In conjunction with the logic unit, the pattern detector can be extended to 
perform a 48-bit dynamic comparison of two 48-bit fields. This enables functions such as 
A:B NAND C = = 0, or A:B (bitwise logic) C = = Pattern to be implemented. 

Figure 2-5 shows the DSP48E1 slice in a very simplified form. The seven OPMODE bits 
control the selects of X, Y, and Z multiplexers, feeding the inputs to the adder/subtracter or 
logic unit. In all cases, the 43-bit partial product data from the multiplier to the X and Y 
multiplexers is sign extended, forming 48-bit input datapaths to the adder/subtracter. 
Based on 43-bit operands and a 48-bit accumulator output, the number of guard bits (i.e., 
bits available to guard against overflow) is 5. To extend the number of MACC operations, 
the MACC_EXTEND feature should be used, which allows the MACC to extend to 96 bits 
with two DSP48E1 slices. If A port is limited to 18 bits (sign-extended to 25), then there are 
12 guard bits for the MACC. The CARRYOUT bits are invalid during multiply operations. 
Combinations of OPMODE, ALUMODE, CARRYINSEL, and CARRYIN control the 
function of the adder/subtracter or logic unit.
X-Ref Target - Figure 2-5

Figure 2-5: Simplified DSP Slice Operation
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Figure 4.5: Functional diagram of the basic operations provided by the DSP48E1
slice [71, p. 25].

(X,Y,Z) selecting the inputs to an adder/subtracter or logic unit. The multiplexers
are controlled by the OPMODE register, while the ALUMODE register specifies the
particular add/subtract/multiply operation. When the multiplier is bypassed, the
logic unit may implement bitwise logic functions on two 48-bit binary numbers. A
pattern detection logic supports advanced features like the recognition of accumu-
lator overflows or underflows and the implementation of counter resets on certain
count values. Optional registers can be enabled for maximum speed. To realize
more complex applications like DSP filters, the DSP48E1 slices located in the same
device column can be cascaded using dedicated interconnections.

4.2.1.4 Clocking Resources

Providing the Artix-7 FPGA with high-precision, external clock signals through
an optimal combination of dedicated package pins, clock buffers and clock routing
resources is mandatory to achieve maximum design performance. The Artix-7 FPGA
comprises global, regional and I/O clocking resources to manage different clock
distribution strategies. A so-called clock region spans 50 CLB rows vertically and
half the device in horizontal direction. Each clock region covers the sequential logic
resources and an I/O bank consisting of 50 user I/O pins. The global clock tree
is designed for low-skew and low-power applications and reaches every sequential
component across the device. Independent of the global clock tree, the regional
clock networks cover applications that can be restricted to a single clock region.
The I/O clocking resources are tailored to implement source-synchronous interfaces.

Capabilities for clock frequency synthesis, clock deskew and jitter filtering are pro-
vided by embedded Mixed-Mode Clock Manager (MMCM) primitives. Figure 4.6
shows a functional diagram. In order to lock the circuit to the external reference
clock, the frequency dividers D and M in the reference and in the feedback path
must be selected such that:

fIN
D

= fV CO
M

, (4.1)
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Introduction

reference voltage to the VCO. The PFD produces an up or down signal to the charge pump 
and loop filter to determine whether the VCO should operate at a higher or lower 
frequency. When VCO operates at too high of a frequency, the PFD activates a down signal, 
causing the control voltage to be reduced decreasing the VCO operating frequency. When 
the VCO operates at too low of a frequency, an up signal will increase voltage. The VCO 
produces eight output phases and one variable phase for fine-phase shifting. Each output 
phase can be selected as the reference clock to the output counters (Figure 3-2 and 
Figure 3-3). Each counter can be independently programmed for a given customer design. 
A special counter, M, is also provided. This counter controls the feedback clock of the 
MMCM and PLL, allowing a wide range of frequency synthesis.

In addition to integer divide output counters, MMCMs add a fractional counter for 
CLKOUT0 and CLKFBOUT.
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Figure 3-2: Detailed MMCM Block Diagram
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Figure 4.6: Block diagram of the MMCM circuit [72, p. 67]. The phase frequency
detector (PFD) in combination with the charge pump (CP) and the subsequent loop
filter (LF) synchronize the voltage-controlled oscillator (VCO) to the input clock.

where fIN and fV CO are the frequencies of the input clock and the Voltage-Controlled
Oscillator (VCO), respectively. The clock outputs include programmable frequency
divider (O0−6), allowing for a wide range of clock frequencies (fOUT,i), determined
by the equation:

fOUT,i = fIN
M

D ·Oi

, (4.2)

where Oi denotes the frequency divider of the corresponding clock output. The
VCO provides eight output phases, each shifted by 45°, to be selected by the clock
outputs and the feedback clock. Any delay added to the feedback path, which closes
the loop to the phase frequency detector, results in a negative phase-shift of all clock
outputs. Increasing system performance, the MMCM is commonly used in this way
to compensate for clock buffer insertion delays. A comprehensive description of the
clocking resources and the MMCM features is given in Ref. [72].

4.2.1.5 SelectIO Resources

The Artix-7 SelectIO drivers support a wide range of single-ended and differential
signalling standards up to 3.3V including programmable drive strength, output slew
rate and integrated differential terminations. The user selectable inputs and outputs
are organized in I/O banks containing 50 pins each. The dedicated Output Buffer
Supply Voltage (VCCO) pins of an I/O bank connect to the same external voltage
rail. Thus, care must be taken when combining different signal standards within
an I/O bank. The following signalling standards are employed by the ARAGORN
front-end:

• 3.3V and 2.5V LVCMOS — miscellaneous control signals and low-speed bus
interfaces.
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Chapter 4: Designing with the Core

Datapath
The SelectIO Wizard assists in instantiating and configuring the components within the I/O 
interconnect block.

You can choose to:

• Use or bypass the delay insertion functionality.

• Use serialization/deserialization through use of Input SERDES or Output SERDES.

• Register double data-rate data.

• Use the I/O registers for single rate data.

• Drive directly into the fabric.

The data flow graph for an input bus is shown in Figure 4-2. For an output bus, the 
components are similar, but the data flows in the other direction. For a bidirectional bus, 
there is both an input and output path, although there is only one IODELAY2 or IODELAYE1 
element.
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Figure 4-2: Flow in the I/O Input Datapath
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Figure 4.7: Sketch of the input datapath depicting the available primitives for data
capture inside the I/O tile [73, p. 23].

• 1.8V LVCMOS — memory interface between the on-board Flash and the
MERGER-FPGA.

• 2.5V LVDS— high-precision clock signals, TDC inputs, high-speed transceivers
and source-synchronous interfaces.

Figure 4.7 shows an example of the data flow from the input pad through the I/O tile
to the FPGA logic. Likewise, combinatorial interconnections are provided to directly
interface the I/O drivers with the programmable logic inside the device. The I/O
tiles include 31-tap, programmable input delay elements along with registers and
dedicated Double Data Rate (DDR) primitives for data capture and corresponding
features for serial data output and clock forwarding. High-speed source-synchronous
applications are preferably implemented using the serial-to-parallel and parallel-to-
serial converters, respectively. A so-called bitslip feature can be used to shift the
parallel data to the correct word boundary. The advanced features provided by the
I/O tiles greatly simplify timing issues encountered from signal routing delays inside
the FPGA logic. Leveraging the dedicated I/O clock nets, the SelectIO resources
are capable of processing data rates up to 1.25Gbit/s.

4.2.1.6 GTP Transceiver Tiles

The Artix-7 FPGA incorporates configurable GTP transceiver tiles for high-speed
serial I/O applications supporting a wide range of protocols up to 6.6Gbit/s. The
transceivers are organized in so-called quads. Each quad consists of four independent
transmitter and receiver modules and is provided with two differential reference clock
inputs along with dedicated routing to feed two Phase-Locked Loop (PLL) circuits
(see Fig. 4.8). The clock pin pairs are internally terminated and biased to the analog
power supply of the quad. The PLLs synthesize the high-speed clocks for the serial
transmitter and receiver logic. Dedicated multiplexer interconnect logic gives the
user high flexibility to implement different clocking schemes.
Both the transmitter and the receiver module are divided into a Physical Coding
Sublayer (PCS) and a Physical Medium Attachment (PMA) sublayer. The PCS pro-
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Four GTPE2 channels clustered together with one GTPE2_COMMON primitive are called 
a Quad or Q. 

The GTPE2_COMMON primitive contains two ring oscillator PLLs (PLL0 and PLL1). 
GTPE2_COMMON must always be instantiated.

Each GTPE2_CHANNEL primitive consists of a transmitter and a receiver.
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Figure 1-2: GTP Transceiver Quad Configuration
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Figure 4.8: Internal structure of the GTP transceiver quad [74, p. 14]. The
GTPE2_CHANNEL primitives comprise the transmitter (TX) and receiver (RX)
modules. The PLLs (PLL0, PLL1) together with the multiplexers reside in the
GTPE2_COMMON primitive.

vides the interface to the FPGA fabric, support for 8b/10b encoding/decoding and
buffers to handle the clock transition between the parallel clock of the PMA sublayer
and the FPGA fabric clock domain. The serializer/deserializer logic and the drivers
of the serial transmitter and receiver reside inside the PMA sublayer. Moreover, the
PMA sublayer features transmitter pre-emphasis and receiver equalization capabil-
ities, which compensate for frequency-dependent loss in the PCB interconnects, to
improve the data-eye opening at the receiver. Following the linear equalizer, the
receiver PMA incorporates a clock and data recovery circuit to extract a clock from
the incoming data stream. Designs that do not implement clock correction use the
recovered clock as parallel receiver clock to drive the downstream FPGA logic. In
this project, the GTP transceiver primitives of the MERGER-FPGA are used to
handle the data traffic of the on-board optical networks.

4.2.1.7 I/O Pin Planning

I/O pin planning denotes the process of mapping logical design ports to physical
device pins. This design step poses a trade-off between the requirements of the
PCB design and the claim to achieve optimal data flow in and out the device. The
interface pins providing the Artix-7 FPGA with configuration bitstreams are located
in I/O bank 0, 14 and 15 (see Figs. 4.9 and 4.10). The configuration pins contained
in bank 14 and bank 15 turn into standard user I/Os after the configuration process
is completed. However, the VCCO supplies are restricted to the voltage required for
the selected configuration mode.
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The pin planning for both the TDC-FPGA and the MERGER-FPGA was con-
ducted using the XILINX Vivado Design Suite that provides a graphical interface
to interactively control I/O pin placement in compliance with assigned signal stan-
dards, VCCO voltages and distinct configuration modes. The elaborated pin plans
have been validated during the early phase of the PCB design on the basis of provi-
sional firmware designs, which covered the main functional blocks and the clocking
networks, allowing for conclusive design rule checks.

TDC-FPGA Pin Plan

The FBG484 package comprises 484 pins out of which 285 are user I/Os. These pins
are spread over I/O banks with 50 single-ended or 24 differential I/Os, respectively.
Each TDC-FPGA implements 96 TDC input channels. The corresponding pin
pairs are assigned to bank 15, 16, 34 and 35, which best support the routing process
of the differential signal lines to the laterally located extension board connectors.
A SelectMap x16 interface, which is located in bank 0 and 14, receives the config-
uration bitstream. The remaining multi-function pins of bank 14 and the partially
bonded bank 13 are assigned to external clock inputs and residual board interfaces.
Figure 4.9 shows the package pin plan of the TDC-FPGA.

The employed signal standards, LVDS for differential interconnects and LVCMOS
for single-ended I/Os, are based on a VCCO voltage of 2.5V. As a result, all I/O
banks of the TDC-FPGA could be connected to the same voltage rail. Dealing
with a single I/O voltage greatly simplified the layout of the power planes and the
placement of the decoupling capacitors in the PCB design.

MERGER-FPGA Pin Plan

The FBG676 package has been chosen for the MERGER-FPGA owing to the
availability of two GTP transceiver quads. The high-speed interconnects of the
GTP channels are subject to transmission line effects. Maintaining signal integrity,
the FPGA device is mounted clockwise rotated by 90° on the PCB in order to
minimize the length of the signal traces to the optical transceiver (SFP and CXP)
sockets.

The 676 pads of the FPGA fabric are bonded out to package pins providing 400 user
I/Os. Bank 13 and 34 are supplied with 3.3V to control the analog readout modules
attached to the ARAGORN front-end through the extension board connectors.
These banks also include the low-speed bus interfaces of the peripheral on-board
devices. When power is applied, the MERGER-FPGA retrieves the configuration
bitstream from a parallel NOR Flash that requires an operating voltage of 1.8V.
This consequently defines the VCCO supplies of bank 14 and 15, which comprise the
memory interface to the Flash, and the configuration bank 0. The remaining four
I/O banks accommodate the interconnections with the TDC-FPGAs, for instance
the SelectMap x16 configuration or the source-synchronous data readout interfaces,
that specify a VCCO voltage of 2.5V. Furthermore, the MERGER-FPGA receives
and distributes a number of differential clock signals that are assigned to these banks
alike. An overview of the package pin plan is given in Fig. 4.10.
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Figure 4.9: View of the I/O interfaces assigned to the package pins of the
TDC-FPGA (exported from the Vivado Design Suite). The multi-function pins
in bank 14 implement the SelectMap x16 configuration interface. All VCCO supplies
are connected to a common 2.5V voltage rail.



44 4. The ARAGORN Front-end

TDC SelectMap x16

General Purpose 

Clocks TCS Interface

TDC Data In

Config Bus Interface

GTP Transceiver Tile I/O Bank 16

I/
O

 B
an

k 
1

4
I/

O
 B

an
k 

1
3

I/
O

 B
an

k 
3

3
I/

O
 B

an
k 

3
4

BPI x16

I/
O

 B
an

k 
1

5

I/
O

 B
an

k 
3

5

I/
O

 B
an

k 
1

2

CXP Tranceiver

SFP Transceiver Peripherals Control

I2C, PMBus, UWIRE

Analog FE Control

Figure 4.10: Package pin plan of the MERGER-FPGA (exported from the Vivado
Design Suite). I/O interfaces related to the TDC-FPGAs are assigned to bank 12, 16,
33 and 35 using a VCCO voltage of 2.5V. Bank 13 and 34 provide 3.3V-based signal
standards for miscellaneous low-speed bus interfaces. Beside the transceiver channels,
the transceiver quads receive two external reference clock signals each. Bank 14 and
15 host the memory interface of the configuration Flash (1.8V).
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4.3 Power Supply
The purpose of the power distribution network is to provide the on-board devices
with stable supply voltages under all operating conditions. The power consumption
of the ARAGORN front-end is dominated by the employed FPGA devices. The
power dissipation of the optical transceiver modules is rather low1. The power de-
mand of an FPGA varies with programmable logic utilization, design speed and ap-
plied I/O interfaces. Nevertheless, the Xilinx Power Estimator spreadsheet tool [75]
was consulted to evaluate the anticipated power supply requirements. A reliable as-
sessment of the expected current draw on individual voltage rails could be retrieved
for the TDC-FPGA firmware parameters that have been largely known at an early
project stage. For the MERGER-FPGA design, a considerable device usage of
70% CLB logic, 70% BRAM primitives, 50% DSP slices running at 400MHz and
100% GTP transceiver channel utilization was assumed. The simulation results are
6.6W per TDC-FPGA and 9.8W for the MERGER-FPGA. These specifications
will provide sufficient capacity allowing for design upgrades and the implementation
of future applications.

4.3.1 Voltage Regulators
The ARAGORN front-end facilitates a 4-pin power connector header2 (J9), which
is capable of carrying 5A per contact, to interconnect the on-board power converters
with an external power supply (12V). Texas Instruments LMZ3 power modules [76]
have been selected to generate the secondary core, auxiliary and VCCO voltage rails
required by the Artix-7 FPGA fabrics. These integrated DC/DC power converters
achieve an efficiency of greater than 95% and are available in pin compatible versions
of 4, 7 and 10A output current. A single external resistor is required to adjust the
output voltage in the range of 0.6 – 5.5V.

Under maximum load, the power consumption is dominated by the core supplies.
The power distribution network incorporates four LMZ31710 devices providing up
to 10A each, which are configured for parallel operation in groups of pairs, to cope
with any potential requirement emerging. The current sharing capability is enabled
by connecting up dedicated pins of every device pair and synchronizing the switch-
ing frequencies to an external clock signal. As a consequence, the core voltage rail
is distributed among two independent power split planes. The auxiliary voltage rail
and the different I/O bank supplies are generated with LMZ31704 modules, provid-
ing up to 4A output current. Furthermore, these modules power the miscellaneous
on-board devices like optical transceiver modules, Flash memory, clock multiplier
chips and fanout buffers.

The GTP transceiver quads feature separate power supplies for their internal ana-
log constituents and integrated termination circuits. The power consumption of
these primitives is rather low, but the specification requests very low-noise supply
voltages. Linear regulator modules, which provide very clean output voltages, com-
ply best with these demands. Compared to DC/DC converters, switching noise is
non-existent but the power dissipation scales with the ratio between the input and
1CXP transceiver < 3.5W, SFP+ transceiver < 1W
2Molex Micro-Fit
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output voltage. To get around this issue, the transceiver supplies are generated from
the auxiliary voltage rail using TPS74201 linear regulators [77] that can operate on
very low dropout voltages. A schematic overview of the power distribution network
is given in Fig. 4.11.
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Figure 4.11: Overview of the power distribution network. The secondary voltage
rails are generated from an external 12V power supply using LMZ3 power modules
and TPS74201 LDO linear regulators.

4.3.2 Power Management
The ARAGORN front-end incorporates an UCD90120A power rail supervisor [78]
to ensure a reliable system start-up. The device continuously monitors the secondary
voltage rails with an integrated 12-bit analog-to-digital converter. Using the config-
urable outputs of the supervisor chip to enable the individual voltage regulators, the
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power rails can be sequenced-on and sequenced-off according to the specification.
At power-up, the start-up currents of the FPGAs and the capacitive load currents,
which charge the decoupling capacitors, may add up to a high surge current depend-
ing on the ramp-up rate of the voltage regulators. Avoiding such inrush currents, the
power modules incorporate a built-in soft start feature to ensure a monotonic rise of
the output voltages. Integrated overcurrent protection circuitry is likewise provided
to protect the system from load faults. In addition, the entire power distribution
network is safeguarded by a fast-acting fuse with an ampere rating of 7A, assembled
with a fuse holder (FH1) for easy replacement.

The Fusion Digital Power Designer software [79] provides a graphical user interface
to setup the operating parameters of the power rail supervisor. Each rail definition
includes the nominal output voltage, under/over voltage warnings, fault limits and
power-good on/off settings. A power rail is turned on when a programmable time
delay has passed and other selectable rails reach the power-good state. The same
applies in reverse order for the sequence-off procedure. If a given rail does not
achieve regulation within a certain time window, the device has been configured
to shut down all rails and try once to re-sequence them back on. In response to
a fault, which is still present after a programmable glitch time has expired, all
rails are shut down immediately. Potential power failures are indicated by a red
board LED (LD13). An overview of the secondary voltage rail definitions is given
in Tab. 4.2.

Table 4.2: Overview of the power rail definitions.

Rail Vout (V) Iout (A) Power-good Power-good
nominal limit On (V) Off (V)

VCC1V0_up 1.0 20 0.95 0.9
VCC1V0_dn 1.0 20 0.95 0.9
VCC1V8 1.8 4 1.71 1.62
MGTAVCC 1.0 1.5 0.97 0.95
MGTAVTT 1.2 1.5 1.16 1.14
VCC2V5 2.5 4 2.38 2.25
VCC3V3 3.3 4 3.14 2.97

The general-purpose outputs provided by the power rail supervisor, of which some
offer Pulse-Width Modulation (PWM) capabilities, implement simple boolean func-
tions including optional assertion or deassertion delays on rail status flags and
other general-purpose pin states. This feature is used to stall the configuration
of the MERGER-FPGA and to hold the Flash in reset until all voltage rails are
sequenced-on successfully in order to avoid abortive system initialization. Any erro-
neous completion of the configuration sequence is indicated with a red LED (LD1).
Other system interrupts are asserted in response to status outputs of auxiliary on-
board components. The integrated PWM functionality is used to provide a system
clock and to synchronize the DC/DC converters generating the core supplies of the
FPGAs.
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The power supervisor chip operates on a detached standby voltage which is active
as soon as the board is powered on. This standby supply implements undervoltage
lookout circuitry adjusted to disable the device if the input voltage inadvertently
drops below 7.5V. Thus, early power rail switch-ons and system malfunctions are
prevented. A green LED (LD2) indicates that the 12V power is present and the
standby voltage is up. The ARAGORN front-end hosts a Power Management
Bus (PMBus) compliant receptacle to access the power rail supervisor for monitoring
purposes and to store the user-defined device settings to on-chip nonvolatile memory.
The secondary voltage rails are enabled according to these settings directly after the
device comes out of reset. A diagram of the implemented ramp-up and ramp-down
sequence is shown in Fig. 4.12.

O
u

tp
u

t 
V

o
lt

ag
e 

(V
)

VCC1V8

VCC2V5

VCC3V3

MGTAVTT

MGTAVCCVCC1V0

Time (ms)

Figure 4.12: Power sequence-on and sequence-off operation for the secondary volt-
age rails. The auxiliary voltage rail (VCC1V8) is ramped up after the core supply
(VCC1V0) is within regulation. As soon as the auxiliary rail reaches the power-good
on state, the I/O bank rails (VCC2V5 and VCC3V3) are ramped up together with
the MGTAVCC transceiver supply followed by the MGTAVTT transceiver supply.

4.4 Board Configuration
When the ARAGORN front-end is successfully powered up, configuration bit-
streams are delivered to the FPGAs to implement the application-specific firmwares.
During the startup process, the Artix-7 FPGA samples the state of dedicated mode
pins to select the desired configuration mode. In the so-called master mode, the
FPGA itself initiates the programming sequence and outputs a clock signal to read
the bitstream data from nonvolatile memory that resides on the same host board.
However, using an on-board microprocessor or CPLD to control the configuration
process, which is referred to as slave mode, is preferable. It gives the user more flex-
ibility in selection of the data source providing the bitstream image (see Ref. [80]).
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Data communication between the ARAGORN front-end and a remote system can
only be established by means of the optical transceiver modules via an intermediate
host board, like the GANDALF module, connected to the VMEbus or similar in-
terfaces. The optical transceiver sockets in turn directly interconnect with the GTP
transceiver channels of the MERGER-FPGA. It is therefore required to boot
the MERGER-FPGA from on-board nonvolatile memory first. After the optical
network is established, the MERGER-FPGA provides other programmable de-
vices like the TDC-FPGAs with configuration data received from network storage.
The ARAGORN front-end comprises a 1Gbit Micron parallel NOR Flash [81]
(U7) that provides a 16-bit wide data bus. Dedicated configuration pins of the
MERGER-FPGA connect to the address bus of the Flash. The main storage
area of the Flash is subdivided into eight 128Mbit partitions that can store an un-
compressed bitstream each. This enables the MERGER-FPGA to load different
images without loosing previous versions. By default, the bitstream is automatically
retrieved after power-up in asynchronous read mode. Thereby, the FPGA succes-
sively increments the Flash address and latches the received data using an internal
oscillator. In asynchronous read mode, the clock speed is limited to 6MHz, but
the configuration process can be speed up enabling the synchronous read mode sup-
port of the Flash. An External Master Configuration Clock (EMCCLK), provided
by a 80MHz precision clock oscillator (U8), can be optionally enabled to substi-
tute the internal oscillator. The configuration time is then given according to the
relationship:

configuration time = bitstream size
fEMCCLK × 16 .

Assuming a nominal bitstream length of 128Mbit, the programming sequence is fin-
ished within 100ms. The configuration Flash can be indirectly programmed via the
JTAG interface in combination with an external programming cable (see Ref. [82]).
This process is referred to as indirect, because the FPGA is in advance programmed
with a bitstream that bridges the connection between the JTAG and the memory
interface to the Flash. The intended use case of this approach is for debug purposes
only and to provide the Flash with an initial bitstream image. The ARAGORN
front-end is generally operated in radiation areas with limited access and besides
that, the readout electronics are mounted to locations of the detector assembly that
are accessible only with considerable effort. Hence, the capability for upgrading the
bitstream image in the field is absolutely required for this project. On this account,
the MERGER-FPGA design implements an embedded Microblaze processor (see
Sec. 6.2.4) that enables in-system Flash programming from remote data sources.
The different upgrade flows are illustrated in Fig. 4.13a.

The BPI configuration interface facilitates two revision select pins (RS[1:0]) that
are wired to the most significant address bits of the Flash. These address lines are
set externally to RS[1:0]=b’01’ using pull-up and pull-down resistors, respectively.
With this setting, the FPGA initially boots the default image from an upper ad-
dress space. The configuration process runs a Cyclic Redundancy Check (CRC) on
received data packages. Any CRC error enables a fallback feature that ensures that
the system can be recovered without manual user intervention. The fallback process
actively drives the revision select pins low to load a so-called golden image from the
base address of the Flash. The golden image implements a functioning design that
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Figure 4.13: (a) Bitstream images can be delivered to the Flash either indirectly
via the JTAG interface or in-system using the Microblaze processor. (b) A hard reset
(PROGRAM_B) triggered by the SFP+ loss-of-signal (LOS) flag and a software in-
terrupt (IPROG) can be used to reprogram the MERGER-FPGA during operation.

can fix corrupted memory contents and dynamically upgrade the default bitstream
in the field. Apart from CRC errors, fallback is triggered as well if the configuration
process does not complete and the address counter wraps around or an optionally
enabled watchdog timer expires.

The design foresees two different strategies to reprogram the MERGER-FPGA
during operation (see Fig. 4.13b). First, in the event that the remote connection to
the ARAGORN front-end has been lost, a hard reset is executed from the power rail
supervisor chip (cf. Sec. 4.3.2) whenever the loss-of-signal flag of the SFP+ module
is cleared. In order to trigger this event, the user simply needs to toggle the laser on
the sender side. For a complete reinitialisation of the readout system, this procedure
is first carried out on the host board, e.g. the GANDALF module, to reprogram the
MERGER-FPGA on the ARAGORN master. Once the master board is opera-
tional again, the connected slave boards are recovered by toggling the transmitters
of the CXP module. The second option issues an Internal PROGRAM (IPROG)
command through the internal configuration access port (ICAPE2) primitive [83]
which provides an interface to the configuration registers of the Artix-7 FPGA. A
dedicated interrupt to the Microblaze processor calls a service routine performing
this task. Optionally, the warm boot start address register, which specifies the Flash
address the bitstream is retrieved, can be modified. Thus, this multiboot function
allows the user to switch between different bitstream images in order to enable in-
system debugging of new firmware versions. If the upgraded firmware has been
approved, the warm boot start address register and the IPROG command can be
embedded inside the default image to automatically load the upgraded bitstream
at power-up. Table 4.3 shows the relevant section of an exemplary bitstream that
must be modified to enable the IPROG option. A flow diagram of the fallback and
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Figure 4.14: Flash memory allocation (left) and flow chart of the fallback and
multiboot features (right). Following the IPROG command, the MERGER-FPGA
is reprogrammed from the Flash address specified in the warm boot start address
register (WBSTAR).

multiboot features is shown in Fig. 4.14. The configuration of the TDC-FPGAs is
controlled by the Microblaze processor. The MERGER-FPGA provides individ-
ual SelectMap x16 interfaces to program the TDC-FPGAs in parallel. Bitstream
images are delivered from remote storage in the same way as the Flash program-
ming files. However, the data is not buffered in the configuration memory. Instead,
the Microblaze processor directly outputs the data packages on four SelectMap x16
busses to the TDC-FPGAs. Just as the MERGER-FPGA, the TDC-FPGAs
can be reprogrammed at any time of operation using a dedicated interrupt to the
embedded processor.
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Table 4.3: IPROG command (red color) embedded in an exemplary bitstream that
triggers a reboot from the Flash address specified in the Warm Boot Start Address
Register (red color), adapted from Ref. [80, p. 142].

Bitstream Data Explanation
32-bit hex

FFFFFFFF Dummy Word
AA995566 Sync Word
20000000 Type 1 NO OP
30020001 Type 1 Write 1 Words to WBSTAR
00000000 Warm Boot Start Address
30008001 Type 1 Write 1 Words to CMD
0000000F IPROG Command
20000000 Type 1 NO OP
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4.5 Clocking Networks
The ARAGORN front-end recovers the reference clock of the COMPASS-II exper-
iment from the SFP+ transceiver link. This reference clock is employed as system-
wide sampling clock in the TDC application and must therefore be used to drive the
CXP channels that redirect the up-link data stream to the slave boards. The strict
jitter specifications demand for an on-board jitter attenuator device that delivers a
clean, phase-synchronous copy of the reference clock. Free-running clocks of differ-
ent frequencies are likewise required for miscellaneous board functions. A schematic
overview of the implemented clock structure is shown in Fig. 4.15.
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Figure 4.15: Clock structure of the ARAGORN front-end. Relevant devices are
detailed in sections 4.5.1 and 4.5.2. The recovered clock (in red color) extracted
from the SFP+ up-link inside the GTP receiver is forwarded to the LMK04906 jitter
attenuator device. The jitter attenuator delivers a clean copy of the recovered clock
to the GTP transmitter channels and the TDC-FPGAs. Moreover, this clock is
redirected to the MERGER-FPGA driving the interface between the GTP receiver
and the FPGA logic. The recovered clock is equivalent to the reference clock of the
TCS. The TCS information received from the up-link is forwarded along with the
TCS clock to the TDC-FPGAs.

4.5.1 Clock Sources
The Silicon Labs Si5338 [84] (U11) clock generator functions as programmable clock
source providing four independent, differential output clocks. The Si5338 device is
operated in free-running mode using an external 25MHz crystal. Frequency syn-
thesis is performed with an integrated PLL providing a VCO operating range of
2.2 – 2.84GHz, followed by a fractional divider stage to produce arbitrary output
frequencies up to 350MHz. In this application, all clock outputs are configured as
LVDS drivers.

To adapt the system to distinct readout tasks, the design of the ARAGORN front-
end aims to support any desired transceiver line rate up to 6.6Gbit/s. Therefore, two
Si5338 clock outputs connect to the reference clock inputs of both GTP transceiver
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tiles. The two remaining clock outputs provide user clocks to the FPGA fabrics.
In case of the TDC-FPGAs, the corresponding clock output feeds a 1:4 fanout
buffer that delivers a copy to each TDC-FPGA. The elaborated frequency plan
of the Si5338 device and other on-board clocking devices is listed in Tab. 4.4. The
device configuration in terms of a register map is created leveraging the ClockBuilder
software tool [85]. After power-up, the register map is stored in-system to internal
RAM of the Si5338 device via an I2C interface (see Sec. 4.7.2).

Table 4.4: Frequency plan of the on-board clocking devices.

Device Receiver Objective Frequency

Si5338

GTP transceiver Reference clock 155.52MHz
GTP transceiver Reference clock 155.52MHz
MERGER-FPGA User clock 200MHz
TDC-FPGAs User clock 200MHz

ECS-3518 MERGER-FPGA EMCCLK 80MHz

UCD90120A (PWM) MERGER-FPGA System clock 40MHz

4.5.2 Jitter Attenuator
As outlined in the introduction to this chapter, the strict jitter specifications forbid
to directly employ the unfiltered recovered clock as reference for the GTP channels
that set up the star topology interconnections to the slave boards. Besides the ability
to sufficiently remove jitter from the recovered clock, the designated circuit must
maintain a deterministic phase to the input clock after a power cycle or loss-of-lock.
These prerequisites are fulfilled by the Texas Instruments LMK04906 [86] (U31)
jitter attenuator operated in zero-delay mode.

The device incorporates two PLLs that consist of a phase frequency detector, which
compares the frequency of a tunable oscillator to the reference input, followed by
a charge pump. Both frequencies are divided by programmable counters which
are selected such that the divided frequencies coincide at the input to the phase
frequency detector. The charge pump outputs a current, which is proportional to
the phase offset, to a loop filter. Passing the loop filter, the current from the charge
pump is converted into a voltage steering the tunable oscillator. Thereby, the loop
filter acts as low-pass, aiming to remove jitter from the reference clock (see Ref. [87]).

The dual PLL architecture of the jitter attenuator is depicted in Fig. 4.16. The
device provides superior jitter cleaning capabilities and facilitates six independent
clock outputs. The output buffers can be programmed to support several single-
ended or differential formats. In this project, all clock outputs are configured to
use LVDS. The first PLL (PLL1) receiving the external reference clock is operated
with an external Voltage-Controlled Crystal Oscillator (VCXO). Suppressing any
high-offset frequency phase noise contained in the reference clock, the loop filter of
PLL1 implements a narrow loop bandwidth using external components. The VCXO
then outputs a low-jitter version of the reference clock to the second PLL (PLL2)
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for frequency multiplication using an internal VCO. The partially integrated loop
filter of PLL2 has been designed for a wide loop bandwidth to benefit from the low
high-offset phase noise of the VCO.
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Figure 4.16: Simplified block diagram of the LMK04906 jitter attenuator.

The internal VCO of PLL2, which has a tuning range of 2370 – 2600MHz, feeds
the output buffers that include individual output dividers to produce the desired
output frequencies up to 2.6GHz. Depending on the selected divider values, there
are multiple possible phases the output clocks can be aligned to the reference in-
put. However, an internal feedback loop from the clock outputs back to the phase
frequency detector of PLL1 can be enabled in the device to assure a fixed phase
relationship to the reference input which is fundamental for the constant-latency
feature of the star topology network. In this zero-delay mode, the output clock
with the lowest frequency is connected to the feedback input of PLL1, satisfying the
relationship:

fRecCLKin
R1

= fV CO
N1 ·Ox

, (4.3)

where fV CO is the frequency of the VCO in PLL2 and R1, N1 and Ox denote the
frequency divider at the phase frequency detector of PLL1 and the corresponding
clock output. The feedback frequency of PLL2 must coincide with the frequency
fV CXO of the VCXO, according to:

fV CXO
R2

= fV CO
N2 · P2

, (4.4)

where R2, N2 and P2 denote the frequency divider at the phase frequency detector
and in the feedback path of PLL2. All external components of the LMK04906
device, among other things, the loop filters and the VCXO, have been particularly
optimized for this project. The frequency of the recovered clock extracted from the
SFP+ transceiver link is 155.52MHz, four times the reference clock frequency of the
COMPASS-II experiment. In selection of reasonable divider settings satisfying
Eqs. (4.3) and (4.4), a 19.44MHz VCXO component has been selected. The loop
filter of PLL1 is designed as a 2nd order loop filter that is solely implemented
with external resistor and capacitor components. In contrast, the external loop
filter of PLL2 can be extended with integrated components to a higher order loop
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filter. The particular values of the integrated resistors and capacitors are selected
during device configuration. To achieve the best possible jitter performance, both
loop filter designs have been simulated with the Clock Design Tool software [88] in
consideration of the phase noise inherent with the recovered clock. Based on these
studies, the optimized loop filter components, which correspond to loop bandwidths
of 100Hz for PLL1 and 111 kHz for PLL2, are listed in Tab. 4.5. Figure 4.17 shows
a diagram of the simulated phase noise profile.

Table 4.5: Selected loop filter resistors and capacitors.

PLL# external internal

C1 C2 R2 C3 R3 C4 R4

1 330 nF 14.7 µF 270W – – – –
2 39 pF 3.3 nF 1.5 kW 10 pF 200W 10 pF 200W
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Figure 4.17: Simulated phase noise performance of the LMK04906 device (LVDS
output at 155.52MHz) in consideration of the jitter inherent with the recovered clock.

A comparison between the resulting phase noise performance of the LMK04906
device, the measured phase noise of the recovered clock and the recommended limits
of the GTP transceiver reference at different offset frequencies is shown in Tab. 4.6.
These numbers demonstrate that a jitter attenuator circuit is absolutely necessary
for this application and that the implemented design complies with the specified
requirements. A summary of the underlying device settings is provided in Tab. 4.7.
The desired configuration can be selected with the CodeLoader software tool [89]
that produces a register map to program the device through a Microwire interface
(see Sec. 4.7.3).
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Table 4.6: Phase noise of the recovered clock, the recommended phase noise limits
of the GTP reference clock and the phase noise of the jitter attenuator clock outputs
in dBc/Hz at different offset frequencies.

Offset
Recovered

Clock
(155.52MHz)

GTP Ref.
Clock [90]

(156.25MHz)

LMK04906
Clock Out
(155.52MHz)

10 kHz -105 -121 -123
100 kHz -115 -129 -133
1MHz -122 -133 -152

RMS Jitter 8 ps N/A 337 fs
1 kHz to 10MHz

Table 4.7: Outline of the device settings.

VCXO Frequency 19.44MHz
Gain 1 kHz/V

VCO Frequency 2488.32MHz
Gain 18MHz/V

PLL1 PDF 19.44MHz
Kφ 1.6mA

Phase Margin 70°
Bandwidth 100Hz

PLL2 PDF 19.44MHz
Kφ 3.2mA

Phase Margin 70°
Bandwidth 111 kHz

4.6 Fiber Optics
Fiber optic communication uses modulated light to transmit digital information
along strands of glass fiber. A fiber optic cable consists of a core made of silica glass
surrounded by a cladding and a protective jacket. According to the principle of total
internal reflection, the index of refraction of the core must be greater than that of
the cladding to confine the light within the core on its path through the cable.

There a two primary types of optical fibers – multi-mode and single-mode fibers –
that are classified by their core diameter. Multi-mode cables have a core diameter of
50 – 62.5 µm. The thickness of the core allows the light rays to travel various paths.
This results in varying propagation velocity for the different modes of light that
propagate through the fiber. The spread of the arrival time, also known as modal
dispersion, causes a distortion of the light pulse at the receiving node. Therefore,
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multi-mode fibers are typically employed in short distance applications ranging up to
500m. The international standard ISO/IEC 11801 defines three categories – OM1,
OM2, OM3 and OM4 – of multi-mode cables. For instance, laser-optimized OM3
class fibers have a core-to-cladding ratio of 50/125 µm and are designed for 850 nm
VCSEL1 technology, supporting 10-Gigabit Ethernet (10GBASE-SR) links on dis-
tances up to 300m. In contrast, single-mode fibers have a smaller core diameter of
about 9 µm, allowing only a single mode of light to propagate. This has the benefit
that signal attenuation is reduced due to the decreased number of reflections which
permits to instrument long-distance links. For this type of fiber, the bandwidth is
limited by chromatic dispersion that contributes to the deterministic jitter portion
obtained at the receiver node. However, single-mode fiber products are costly as the
interface to the optical transceiver is rather complex to implement.

Compared to copper cabling solutions, optical networking meets higher bandwidth
applications over longer distances and offers a number of advantages like low loss,
small size, light weight equipment. The front-end electronics employed in high-
energy physics experiments are usually very noise-sensitive due to the small response
of the particle detectors. A key design principle therefore is to minimize the impact
of electromagnetic radiation that mainly originates from the digital part of the
readout chain. Using fiber optic communication electrically decouples the sending
and receiving nodes. This feature is highly desirable for the multi-tiered arrangement
of the ARAGORN front-ends to avoid ground loops that can increase the level
of background noise in the system by picking up electromagnetic energy through
inductive coupling.

SFP Transceiver Socket
The Small Form-factor Pluggable (SFP) transceiver [91] is by now the standard
interface for many applications using fiber optic data communication. The full-
duplex, hot-pluggable SFP module provides an electrical interface to the host board
and an optical interface that can be attached to different types of fiber optic cables
to support the line rate and link distance required for the desired application. The
ARAGORN front-end comprises a SFP/SFP+ compliant transceiver socket that
connects to the GTP transceiver tile of the MERGER-FPGA. In the down-link
direction, the SFP module allows for high-speed data readout up to 6.6Gbit/s.
The up-link instead provides an interface for slow control tasks and distributes the
reference clock and the trigger primitives along with the corresponding event labels.

CXP Transceiver Socket
The CXP specification is part of the Infiniband architecture [92] that describes
an interface for pluggable transceivers with 12 full-duplex lanes supporting data
transmission rates in excess of 10Gbit/s per lane. The ARAGORN front-end hosts
a CXP compliant receptacle (see Fig. 4.18a) to enable the communication with up
to seven boards through a star topology. For this purpose, seven transmit and seven
receive lanes of the CXP socket are linked to the remaining GTP transceiver channels
of the MERGER-FPGA. The connector layout permits to retrospectively mount
1Vertical-Cavity Surface-Emitting Laser
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the receptacle to the host board, enabling the CXP interface as required by the final
application.

(a) (b)

Figure 4.18: (a) CXP transceiver socket on the ARAGORN front-end. (b) Finisar
FTLD10CE1C transceiver module.

The Finisar FTLD10CE1C transceiver module [93], which is shown in Fig. 4.18b, has
been selected to operate the star topology network. The device provides a 24-fiber,
high-density receptacle for parallel optical communication over multi-mode fiber
supporting a variety of industry formats. A fiber optic breakout cable interconnects
the CXP module attached to the master front-end with the SFP slots on the satellite
boards. The hot-pluggable CXP form factor has the advantage that this costly
module is only required once to operate a set of eight boards.

4.7 Interfaces
The ARAGORN front-end comprises four high-speed connectors, providing an
external interface for extension boards. Different industry-standard interfaces for
communication with miscellaneous on-board components are furthermore available.
Some of these are mastered solely by the MERGER-FPGA, while others are also
accessible for debugging or monitoring purposes via external programming cables.
Moreover, six LEDs are provided on the ARAGORN front-end to indicate the
board status or system faults. Figure 4.19 shows a detailed view of the ARAGORN
front-end for locating the different board interfaces.

4.7.1 Extension Board Connectors
The extension board connector provides 208 pins that are divided into four individual
pin banks (see Fig. 4.20). The pins located on either side of each bank are sepa-
rated by integral ground planes. The device has been selected due to its increased
contact wipe, large number of mating cycles (up to 1000) and optional guide posts
to provide a durable connection to extension boards comprising the analog front-
end electronics like preamplifier and discriminator modules. Each TDC-FPGA
allocates 192 pins corresponding to 96 differential input pin pairs. The differential
input buffers of the TDC-FPGAs are configured for the LVDS format. Allowing
for a space-optimized PCB layout, the TDC-FPGA design makes use of built-in,
differential 100W terminations that save loads of discrete board components.
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1a

1b

2
3

4

6

5

7

8

9

1a Board ID (bits 4 to 7)
1b Board ID (bits 0 to 3)
2 JTAG: MERGER-FPGA
3 JTAG: TDC-FPGAs
4 LEDs (from left to right): LD2, LD1, LD13
5 LEDs (from left to right): LD15, LD16, LD17
6 PMBus header
7 Power inhibit (PMBus_CTRL)
8 Microwire header
9 I2C header

Figure 4.19: The external interfaces are located alongside the board edge to main-
tain accessibility when the ARAGORN front-end is equipped with an optional heat
sink.
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The remaining 16 pins of each connector are attached to 3.3V I/O banks of the
MERGER-FPGA to support the widely used LVTTL or LVCMOS signal standard,
implementing a general purpose interface to the extension boards. The connector
pin-outs are listed in Appendix B.
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Figure 4.20: The Samtec QMS-104 connectors provide the interface for extension
boards. The pin numbers of each pin bank are partially labeled in red color to enhance
the understanding of the connectivity tables listed in Appendix B.

4.7.2 I2C and PMBus
The Inter-Integrated Circuit (I2C) bus interface [94] is a popular serial bus specifi-
cation for inter-IC control. The interface consists of two bidirectional lines – serial
data (SDA) and serial clock (SCL) – for communication between a master (option-
ally multiple masters) and one or more slave ICs. Each slave device is identified by a
unique, 7-bit software address. The slave addresses assigned to the different devices
on the ARAGORN front-end are listed in Tab. 4.8. To avoid an address conflict
between the SFP and CXP transceiver, the SFP module is connected to a separate
bus that is driven by the MERGER-FPGA only. Furthermore, the main I2C bus is
accessible through a pin header in combination with an external programming cable.
A schematic diagram of the implemented bus architecture is shown in Fig. 4.21.

Devices are attached to the I2C bus using open-drain transistors. An open-drain
output either actively drives the bus line low or disconnects the device from the
bus when it is switched off. To make sure the devices on the bus see a valid logic
high when the bus is left floating, the bus lines are connected via pull-up resistors
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Table 4.8: Listing of I2C slave addresses.

Bus# Address (7-bit) Device Description

1
50h CXP transceiver Transmitter Functions
54h CXP transceiver Receiver Functions
70h Si5338 Configuration RAM

2 50h SFP transceiver Serial ID Memory Map
51h SFP transceiver Digital Diagnostic Interface

to a positive supply voltage. This wired-AND structure permits multiple devices
to share the same interconnect lines without the risk that bus conflicts end up in a
short circuit when more than one device accidentally initiates a bus transfer at the
same time.

MERGER

FPGA

CXP Si5338

SCL

SDA

Rp=1.8 kΩ

VCC3V3

VCC3V3

I2C
Header

J8

Figure 4.21: Topology of the main I2C bus.

The I2C specification defines different operating speeds, ranging from bit rates of
100 kbit/s in Standard-mode, through 400 kbit/s in Fast-mode and up to 3.4Mbit/s
in High-speed mode. Each mode specifies a maximum rise time that is related
to the time constant given by the capacitive load of the bus lines and the value
of the pull-up resistors. In consideration of the voltage waveform for a charging
capacitor V (t) = VDD(1− e−t/RC), the rise time is defined as the period of time
between VIL = 0.3 · VDD and VIH = 0.7 · VDD. The maximum value of the pull-up
resistor Rp(max) can then be expressed as a function of the rise time tr and the bus
capacitance Cb [94, p. 55]:

Rp(max) = tr
0.8473 · Cb

. (4.5)

Conversely, the minimum specified sink current IOL defines the minimum value of
the pull-up resistor Rp(min) that has to be large enough to drive the bus lines to a
valid low-level voltage VOL [94, p. 55]:

Rp(min) = VDD − VOL
IOL

. (4.6)

Regarding the contributions from the device pins, the PCB traces and the optional
off-board cabling, the parasitic capacitance of the main I2C bus is roughly 100 pF.
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The slave peripherals attached to the bus are operated in Fast-mode using a supply
voltage of VDD = 3.3V. Taking into account the parameters tr = 300 ns, VOL = 0.4V
and IOL = 3mA from the specification, the value of the pull-up resistors should be
in the range of 0.97 – 3.5 kW. The selected pull-up resistance of 1.8 kW is a trade-off
between operating frequency and power consumption. A similar consideration yields
a value in the range of 0.97 – 11.8 kW for the I2C bus accessing the SFP transceiver
module.

The Power Management Bus (PMBus) specification [95], which is an extension to
the SMBus standard, defines a protocol for managing power modules via a serial in-
terface based on I2C. The power rail supervisor on the ARAGORN front-end, which
is mastered by the MERGER-FPGA, complies with the PMBus specification and
can be operated at either 100 kHz or 400 kHz. Likewise, external host controllers
can access the PMBus interface for configuration file download and monitoring of
the power supplies via a connector header. The implemented PMBus topology is
shown in Fig. 4.22.

Besides the standard PMBus commands transmitted through the serial interface,
the PMBus specification permits to add pin-based functions, for instance with the
control (CTRL) input that can be used to sequence-on and sequence-off the power
rails. In this project, the CTRL signal is asserted with a jumper (J15) to inhibit the
on-board voltage regulators. This is a useful feature to prevent unsupervised switch-
ons of the voltage rails before the power rail supervisor has been programmed with a
valid configuration at initial board operation. The PMBus address of the power rail
supervisor is decoded from dedicated device pins. However, some addresses of the
7-bit address space are reserved for specific devices by the SMBus specification [96].
Again others can be restricted by the device manufacturer. The available address
ranges for the power rail supervisor are 1–10 and 13–125.

MERGER

FPGA

Power Rail

Supervisor

(Addr. 104)

PMBus CLK

PMBus DATA

PMBus ALERT

PMBus Isolation

RP

VCC3V3

RP

J15 Jumper ON: Power Inhibit

PMBus CTRL

VSB3V3

PMBus
Header

J10

Figure 4.22: PMBus interface accessing the power rail supervisor.

4.7.3 SPI and Microwire
In selection of a communication interface for slow control tasks between the on-board
FPGAs, the Serial Peripheral Interface (SPI) bus was chosen (see Fig. 4.23). Its
interface is designed as a full-duplex serial link for connecting peripheral devices to
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a single master. The master initiates the bus transfers on the master output (MOSI)
and provides the slave peripherals with a clock signal (SCK). When multiple devices
are attached to the bus in parallel, individual slave select (SS) lines are required to
address the different devices. The master output signal is shared among the slaves.
Reversely, the individual slave outputs can be tied together to the master input
(MISO) alike, provided that tri-state drivers are available. In contrast to open-
drain interfaces like I2C, push-pull drivers can be employed, allowing for higher
data throughput and lower power consumption. Altogether, the SPI architecture
provides a simple hardware interface and flexibility in the implementation of the
software protocol applied. A comprehensive description of the inter-FPGA link is
provided in Sec. 6.3.

MERGER
FPGA

TDC
FPGA

TDC
FPGA

TDC
FPGA

TDC
FPGA

SCK
CLK

MOSI
DIN

MISO
DOUT

SS0
CS

CS

SS1

CS

SS2

CS

SS3
CLK

CLK

CLK

DIN

DIN

DIN

DOUT

DOUT

DOUT

Rp

VCC2V5

Figure 4.23: SPI bus architecture of the inter-FPGA link.

The Microwire interface [97] is a variant of the SPI bus developed by National
Semiconductor. It is utilized by the jitter attenuator for register programming.
The serial data is clocked into a shift register. The content of the shift register is
subsequently transfered on the rising edge of the latch enable signal to the internal
register addressed. The latch enable port corresponds to the slave select input of
the SPI bus. Microwire peripherals might be operated in parallel with SPI devices.
However, the Microwire interface is not shared with the inter-FPGA link due to its
limited clock speed. It is also recommended by Texas Instruments not to share the
bus wires as it can cause increased phase noise on the output clocks in case these
signals are toggled while the jitter attenuator is in operation (see Ref. [86]).

4.7.4 Board LEDs and DIP Switches
Altogether six board LEDs are located on the ARAGORN front-end. Table 4.9
lists their assigned purposes. In order to address a particular ARAGORN board,
two rotary-code DIP switches (U9, U10) are provided that form a 8-bit identifier
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number. Thereby, the upper bits of the identifier are selected with DIP switch U10
and the lower bits with DIP switch U9. Both LEDs and DIP switches are highlighted
in Fig. 4.19.

Table 4.9: Listing of the board LEDs.

RefDes Colour Meaning

LD1 red MERGER-FPGA configuration failure
LD2 green 3.3V standby power on
LD13 red Secondary voltage rail failure
LD15 green TDC-FPGAs configured
LD16 green Jitter attenuator locked
LD17 green SFP link aligned to valid word boundaries

4.7.5 JTAG Configuration and Debugging
In-system debugging tools interact with the FPGA fabrics through the JTAG inter-
face that is compliant with the IEEE Standard 1149.1 [98]. This standard defines
the boundary-scan architecture, a method for testing integrated circuits and inter-
connects on assembled PCBs. Targeted devices communicate through the test access
port that contains the following connections:

TCK test clock input.

TMS next state select input to the test access port controller.

TDI serial data input to the instruction and data registers.

TDO serial data output of the JTAG registers.

The built-in test logic includes the test access port controller, an instruction register
and several data registers accessing the test features of the design. Multiple devices
can form a daisy chain path, interconnecting the TDO pin of one device with the
TDI pin of the following device. The test access port of the Artix-7 FPGA is
located in I/O bank 0. Thus, the on-board FPGAs cannot share the same JTAG
chain because the Flash and consequently the MERGER-FPGA require a different
supply voltage than the TDC-FPGAs.

Besides the standard boundary-scan registers, Xilinx FPGAs facilitate a dedicated
register for bitstream download leveraging the configure instruction. In addition,
the JTAG interface can be employed for indirect programming of Flash memories.
The programming flow is referred to as indirect because the FPGA is preloaded
with a bitstream that converts the JTAG instructions and subsequently outputs the
received configuration data through the existing memory interface to the Flash (cf.
Sec. 4.4). The configuration options described and the capability for debugging logic
designs in hardware are integrated features of the XILINX Vivado Design Suite [99].
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Programming cables to connect to the device under test for prototyping purposes
are available from different vendors.

Debugging of logic designs is performed with special debug Intellectual Property (IP)
cores1 that can be customized to probe selected internal signals in the design. As
described above, the logic analyzer software interacts with the implemented debug
cores through the JTAG interface to examine the probed nets and to stimulate logic
in the design. However, the sampling frequency is limited to system speeds and
the length of the captured data frame depends on the integrated memory resources
available in the target device. Despite these limitations, in-system debugging flows
are advantageous over external logic analyzers and de facto standard in complex
FPGA designs.

4.8 PCB Design
The PCB design process implies several steps, namely the design authoring, the
placement of the board components and the routing of the physical interconnec-
tions between them. In high-speed digital designs, certain constraints need to be
applied, for instance to match the targeted impedance of the transmission lines.
Concomitantly with the layout process, intensive simulations have constantly been
performed to ensure signal integrity and minimum noise coupling of the power dis-
tribution network. These challenging tasks were carried out using the Cadence
Allegro 16.6 software toolkit [100].

4.8.1 Schematics
In this project, the Allegro System Architect software was used for design authoring.
This tool allows the user to accomplish the design entry either using the conventional
schematics or a spreadsheet-based flow. With the schematic editor, the designer
gathers the desired connectivity by drawing wire connections between component
symbols representing the physical devices. This approach is most suitable for analog
designs like power supplies. The spreadsheet editor in turn comes in handy dealing
with high pin-count devices like FPGAs that involve only few discrete components
like termination resistors or decoupling capacitors. The spreadsheet-based method
was highly appreciated for capturing the connectivity of the FPGA devices and
the extension board connectors on the ARAGORN front-end. For documentation
purposes, schematic diagrams can be exported from spreadsheet-based designs as
well.

4.8.2 Layout
In order to meet the targeted performance of digital systems, transmission line
effects like reflections, cross-talk or ground bounce and their possible impact on the
quality of the transmitted signals must be considered in the layout of the PCB.
These requirements are then turned into design rules or constraints that can be
captured with the Allegro Constraint Manager spreadsheet tool. A constraint set
gathers multiple constraint parameters of a given domain.
1Intellectual Property cores are reusable, configurable logic blocks
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Table 4.10: Listing of the electrical constraint sets.

Electrical CSet Static phase Dynamic phase

max length tolerance

DIFF_ECS 2.5mm 15mm 5mm
HS_DIFF_ECS 0.15mm 15mm 0.15mm

Any asymmetry in the length of a differential pair causes mode conversion, trans-
forming the differential signal fractionally into the common signal. If the common
signal again is not properly terminated, it may reconvert causing increased differen-
tial noise (see Ref. [101, p. 606 ff.]). Taking this into account, electrical constraint
sets controlling the skew of the differential signal pairs in the design were created
(see Tab. 4.10). The HS_DIFF_ECS constraint set applies strict phase tolerance
to the high-speed differential lines interfacing the optical transceiver sockets with
the MERGER-FPGA, while the noncritical nets are assigned to the DIFF_ECS
constraint set. The static phase tolerance reflects the total difference in length, from
the driver to the receiver, between the traces of a differential pair. The dynamic
phase specifies a maximum tolerated etch length exceeding the phase tolerance along
the signal path. The Allegro PCB Designer tool displays the affected nets and inter-
actively assists the designer in identifying the source of the asymmetry, and hence
to balance the differential lines by adding compensation length (see Fig. 4.24a).

Table 4.11: Listing of the physical constraint sets.

Physical CSet Line width Separation gap Via

default neck default neck hole ∅ pad ∅

Single-ended 0.13mm 0.10mm – – 0.20mm 0.50mm
Differential 0.10mm 0.09mm 0.20mm 0.14mm 0.20mm 0.50mm
Power/GND 0.14mm 0.10mm – – 0.30mm 0.60mm

A major signal integrity issue in digital designs are signal reflections that occur
whenever the instantaneous impedance of transmission lines change. Engineering a
flat impedance profile, the impedance of the signal traces must be matched to the
interface technology employed. The characteristic impedance depends on the line
width, the separation gap in case of differential pairs, the distance to the reference
plane and the value of the dielectric constant of the substrate material. Using the
Polar Si8000 Impedance Field Solver [102], these parameters were selected such
that the design constraints of (50± 5) W for single-ended signals and (100± 5) W
for differential pairs are met on all signal layers. The physical dimensions of the
signal traces and the board vias are specified in the physical constraint sets listed in
Tab. 4.11. The BGA packages of the FPGAs have a pitch of 1mm. With the default
physical constraint set, it is impossible to route the differential signals in between
the via rows of the BGA escapes. Thus, a so-called neck mode was introduced that
squeezes down the traces in order to pass the differential signal in a tightly coupled
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manner through the via mesh (see Fig. 4.24b). Spacing constraints are the third type
of design constraints. For low-voltage circuit boards like the ARAGORN front-end,
the minimum spacing between conductive elements is basically limited only by the
manufacturing process of the PCB. However, sufficient edge-to-edge spacing must
be observed to neighbouring traces to avoid cross-talk within the design.

(a) (b)

Figure 4.24: (a) The high-speed differential signals are phase-tuned by adding com-
pensation length to the shorter trace close to the origin of the length mismatch. (b)
The BGA escapes of the FPGAs are routed in neck mode passing the differential
signal traces tightly-coupled through the dense via mesh.

Once completed, the logic design is exported to the Allegro PCB Editor. The PCB
design process usually involves subsequent modifications such as pin swaps made in
the physical layout and the logic design, accordingly. The first step in the layout
process is to define the cross section of the PCB. The board areas facing the high-
est routing density determine the number of required signal layers. These regions
have been identified on the ARAGORN front-end as the via fields underneath the
FPGAs that require four layers to route all endpoints. The cross section of the
14-layer PCB is shown in Fig. A.3.

Special attention has been paid to the routing of the 384 differential pin pairs of the
extension board connectors, because any noise picked up along these interconnect
lines to the TDC-FPGAs directly affect the accuracy of the TDC application.
Due to the dense layout, cross-talk induced noise must be considered that can be
decreased by moving neighbouring traces farther apart, not less than twice the line
width. However, enhanced near-end cross-talk is obtained between adjacent signal
layers in dual-stripline configurations due to inadvertent overlap of signal traces (see
Ref. [101, p. 405 ff.]). This effect could be reduced with orthogonal routing, which
is often not applicable in dense designs like the ARAGORN front-end. Taking
this into account, the signal layers have been separated from one another by return
layers to eliminate noise contributions from broadside coupling.

Engineering the power distribution network, the basic design principle is to keep
the supply voltages at the device pads within the specified noise limits under all



4.8. PCB Design 69

operating conditions. Fluctuating currents induced by switching events inside the
on-board devices cause ripple voltages proportional to the impedance of the intercon-
nects. Hence, the impedance spectrum of the power distribution network must not
exceed the target impedance up to the bandwidth of the switching currents. Based
on the worst case transient current Itrans, an estimate of the target impedance Ztarget
is given by the relationship (see Ref. [101, p. 624])

Ztarget <
VCC · ripple(%)

Itrans
, (4.7)

where VCC denotes the power supply voltage. To keep the impedance profile be-
low the target impedance and thus the supply voltage within the noise limits, the
peak impedance is damped out by a network of decoupling capacitors placed in
close proximity to the current drawing devices, here the on-board FPGAs. How-
ever, the impedance of a real capacitor rises up for higher frequencies due to its
parasitic inductance. To get around this issue, multiple capacitors are connected in
parallel lowering their inductive contributions. The capacitor and FPGA mounting
inductance together with the cavity spreading inductance, associated with the PCB
power and ground planes, likewise contribute to the total effective inductance as
the current flows from the capacitor to the power supply pins of the FPGA and
back again from the ground pins to the capacitor. In order to reduce the current
loop area, the design of the cross section minimizes the spacing between the power
and adjacent ground planes. Apart from the capacitor quantities and values, their
placement on the PCB is equally important. In order to be effective, the distance
of a capacitor to the power supply pins must be matched to the transient frequency.
Wherever possible, the high-frequency capacitors were directly attached to the BGA
vias using a via-in-pad process. In practice, determining the target impedance is not
an obvious task because it is very difficult to acquire precise knowledge about the
current spectrum in the design that moreover varies with CLB and I/O utilization.
Therefore, this design employs a decoupling network1 recommended by the FPGA
vendor, which surely exceeds the requirements for the applications performed with
the ARAGORN front-end.

4.8.3 Simulations

Power and signal integrity analyses were performed using the Allegro Sigrity simu-
lation environment. The DC currents delivered from the voltage regulator modules
through the power distribution network to the device pads induce static voltage
drops at the sinks. These drops are proportional to the series resistance observed
in the PCB interconnects. Designing the power distribution network, the first step
is to keep the DC voltage drop to a minimum as any deviation from the nominal
voltage at the loads restrains the tolerable noise limits. The principle solution is to
use wider and thicker copper traces. However, to fit the different voltage rails on the
limited design space, certain trade-offs must be made in the layout of the PCB be-
tween what is desirable and what is feasible. Following this exercise, the simulation
tools can be consulted to optimize the placement of the decoupling capacitors.
1Decoupling capacitor quantities per FPGA device can be found in Ref. [103]
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The core voltage supply (cf. Sec. 4.3) of the FPGA fabrics, which is distributed on
two independent voltage rails, has the highest power demand, the lowest operating
voltage (1.0V) and the most stringent tolerance (5%). Identifying excessive voltage
drop and thermal hotspots in the layout of these planes, the design was examined
in consideration of the specified sink currents. The simulation is furthermore very
helpful to evaluate the optimal locations for the sense lines of the voltage regulators
that partially compensate the resistive loss to keep the voltage as close as possible
to the nominal value. In addition, visualizations of the current flows through the
vias connecting the voltage regulator outputs to the internal board layers were used
to explore their ideal quantities and positioning at the output pads of the voltage
regulators. Figure 4.25 shows the voltage drop across the core supply planes that
could be optimized to deviate not more than 2.6% from the specification. The tem-
perature distribution in Fig. 4.26 shows the simulated joule heating, more precisely
the temperature increase due to the resistive power loss in the conductors. Although
the effective board temperature is dominated by component heating, adequate and
uniform heat transfer is important in order to avoid thermal stress to the board.
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Figure 4.25: Simulation result for the voltage drop across the core supply planes.
The deviation from the nominal voltage is below 2.6%.
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Figure 4.26: Simulation result for the temperature rise of the core supply planes
due to joule heating.
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5. Time-to-Digital Converter

High-precision time measurements are frequently required for many applications in
the field of high-energy physics, allowing for accurate time-of-flight or drift-time
measurements. A Time-to-Digital Converter (TDC) translates the timing of signal
changes into digital time values. Depending on the granularity of the converter
circuit, a loss of information is associated with the digitization process. The TDC
circuits commonly receive the digital input signals from preamplifier following dis-
criminator modules that process the detector response. The timing of the physical
event in the detector is determined by the rising or respectively falling-edge of the
incoming pulse, referred to as a hit. While some architectures provide distinct in-
puts to start and stop the measurement process, in this project the incoming hits
are processed on the fly using a reference clock as common time base. With this
method, the dead time is virtually zero. Time intervals are later calculated off-chip
from the recorded timestamps. In the COMPASS-II experiment, the reference
clock is distributed globally to all readout modules employed in the spectrometer,
allowing for time measurements between channels from different host boards. The
performance characteristics of TDCs are defined as following:

• time bin size — intrinsic digitization step or Least Significant Bit (LSB).

• time resolution — random error or standard deviation of a time interval
measurement.

• dynamic range — number of bits of the digital value representing the mea-
surement result in units of LSB. If the measured time interval exceeds the
measurement range, the result is equivalent to the time interval modulo the
dynamic range.

• double hit resolution — minimum delay between consecutive hits received
on the same input channel. Pulses with shorter spacing cannot be resolved by
the TDC.

• hit rate — in our case, the input pulses to the TDC occur randomly in
time. Not to be confused with the double hit resolution, the maximum hit
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rate specifies the average input rate that can be processed on a certain time
interval. Exceeding this parameter results in buffer overflow conditions and
consequently loss of data.

• trigger rate — on-chip pre-processing of the raw data frames is essential
for many different applications. In this design, only such hits which are time-
correlated to the trigger primitives are selected for data output (see Sec. 6.1.2).
The maximum trigger rate depends on various factors like the hit rate, the
length of the trigger gate, the internal buffer depth and the bandwidth of the
data acquisition system.

• dead time—period of time in which hit encoding tasks prevent the TDC from
processing new hits. The dead time can be reduced by the use of pipelining
registers and integrated memory for data buffering.

In real-world applications, precise time measurements are affected by jitter contri-
butions from the input signals, the sampling clock and inherent noise in the system.
The inhomogeneity of the conversion characteristic, which is described with the
following metrics, likewise contributes to the accuracy of the measurements:

• Differential Non-Linearity (DNL) — the deviation from the nominal time
bin size can be determined with a statistical code-density test. The DNL is
usually illustrated with a graph showing the deviations of the individual bins
normalized to LSB. Alternatively, the maximum value can be specified.

• Integral Non-Linearity (INL)— the deviation tINL,i from the ideal transfer
function after a given bin number i:

tINL,i = ti − i · LSB. (5.1)

The graph of the INL can be obtained from summation of the differential
non-linearities. The standard deviation of the INL is a good estimate for the
deviation from the precision of an ideal TDC.

• gain error— the gain k denotes the slope of the regression line of the transfer
function:

k = 1
LSB . (5.2)

The TDC application developed in this work implements an interpolating
method. This technique combines a precision measurement of the timing of the
hit within a reference clock cycle with the value of a coarse counter extending
the measurement range. Due to the periodicity of the transfer characteristic
it makes more sense to regard the INL rather than the gain error.

5.1 Random Error
Evaluating the precision of time interval measurements, it is assumed that the in-
coming hits are uncorrelated in time with the sampling clock of the TDC. The
measured interval T can be decomposed in an integral part Q and a fractional part
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F with (0 ≤ F ≤ 1), so that T = LSB · (Q+ F ). Taking a repeated measurement
of a constant interval T , the output of an ideal TDC is either T1 = Q or T2 = Q+ 1,
provided that F 6= 1. The ratio of T1 and T2 follows a binomial distribution with

p(T1) = 1− F and q(T2) = F. (5.3)

The standard deviation σ of the binomial distribution is considered as an estimate
of the random error or single-shot precision (see Ref. [104]):

σ = LSB
√
F (1− F ). (5.4)

The random error strongly depends on the fractional part F of the measured interval,
reaching a maximum of σmax = LSB/2 for F = 0.5 when both measurement results
are evenly observed. In the event of F = 0 or F = 1, the TDC exclusively outputs
either T1 or T2 and the random error becomes practically zero. The half-circle graph
in Fig. 5.1 depicts the normalized standard deviation σ/LSB. The average standard
deviation σavg can be derived by integration of Eq. (5.4) within the limits 0 ≤ F ≤ 1
(see Ref. [104]):

σavg = π

8 LSB ∼= 0.39 LSB. (5.5)

The INL of the converter circuit and the jitter contributions from different con-
stituents prevent that the theoretical resolution from Eq. (5.4) is observed in real
world applications. Determining the single-shot precision, the length of the mea-
sured interval is incremented in small steps in the range of T to T + LSB to cover
the periodic pattern of the converter characteristic. The worst case random error or
the average single-shot precision obtained in this exercise is an important measure
of the effective resolution.

fractional part F
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

 = 0.39
LSB

avgσ

LSB
σ

Figure 5.1: Normalized standard deviation σ/LSB dependent on the fractional part
F of the measured time interval.

In some applications, where it is possible to take a series of N measurements of a
constant interval T , the accuracy can be improved beyond the precision of a single-
shot measurement by averaging the results (see Ref. [105]). An important finding
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is that, if N is sufficiently large, the best estimate of the measured interval is the
averaged result T̂ of the measurements, so that T̂ ≈ T . It is demonstrated that the
random error of the averaged reading is reduced by a factor of 1/

√
N . The worst

case and average uncertainty are then given by:

σmax,T̂ = LSB
2
√
N

(5.6)

and

σavg,T̂
∼= 0.39LSB√

N
. (5.7)

5.2 Counter-based TDC
The simplest implementation of a TDC is that of a coarse counter. The time base
equals the clock period of the reference clock, thus LSB = 1/fref . Time interval
measurements are performed by activating a preferably synchronized gate input to
the counter. Alternatively, the current counter value is latched at the beginning and
once again at the end of the interval. The measurement result calculated from the
two counter values must take into account possible counter rollovers. This mode of
operation is favoured if the incoming hits are received on different channels. The
coarse counter approach has the advantage that the measurement range scales with
the width of the counter primitives. However, an obvious drawback of this method is
the limited precision because high-frequency oscillators are expensive devices and the
large supply currents cause enhanced power consumption and often require efficient
cooling. In the event of the Artix-7 FPGA, assuming the counter primitives are
implemented with the integrated DSP components (cf. Sec. 4.2.1.3) providing a
maximum frequency of 550MHz and consequently a digitization step of 1.8 ns, this
counter-based approach would be insufficient for most applications in modern high-
energy physics experiments.

5.3 Interpolating TDC
Higher accuracy is achieved with an interpolating method (see Ref. [106, p. 13 ff.]).
The interpolators resolve the timing of the hit signal with respect to the clock edge.
The subdivision of the reference clock cycle can be achieved with a tapped delay
line. Given that the individual delay cells introduce equidistant delay steps τ , the
number of delay elements K are selected such that the total propagation delay Kτ
equals the clock period Tref . Compared to the coarse counter approach, interpolating
TDCs provide an improved time bin size of LSB = Tref/K. When the hit signal
propagates through the delay line, the state of the delay line is captured by sampling
the delayed versions of the hit signal using latches or flip-flops. The measurement
result is encoded from the thermometer code output of the associated register. The
flip-flops reading the delay cells, which have been passed by the hit signal, output
the ’high’ state while the residuals in the delay line still remain in the ’low’ state
(see Fig. 5.2). Hence, the timing of the hit is given by the initial bit-flip position
in the register output. In a subsequent encoding step, the measurement result is
converted to a binary code word.
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Figure 5.2: Operational principle of the interpolating TDC. The delayed versions
of the incoming hit signal are sampled in parallel to store the state of the delay line
in a register. The timing of the hit signal is encoded from the resulting thermometer
code. Adapted from [106, p. 14].

An improvement of the interpolating method is achieved by the use of an integrated
Delay-Locked Loop (DLL) or Phase-Locked Loop (PLL) circuit that automatically
stabilizes the delay line against ambient temperature and supply voltage variations.
The DLL facilitates a phase detector that compares the phase of the reference clock
before and after it has passed the voltage-controlled delay line. A charge pump in
combination with a loop filter following the phase detector tunes the delay line to
match exactly the reference clock cycle. The PLL basically consists of a voltage-
controlled oscillator that is synchronized to the reference clock. Depending on the
bandwidth of the loop filter and the amount of phase noise inherent with the voltage-
controlled oscillator, the PLL removes jitter from the reference clock, thereby im-
proving the accuracy of the TDC. If the voltage-controlled oscillator is designed as
a ring oscillator, this circuitry provides a delay line similar to the DLL approach.

Either way, the equidistant phase-shifted clock signals connect to the data inputs of
the flip-flops and the incoming hit signal is used to sample the associated register.
Alternatively, the interconnections are reversed so that the delay line acts as a mul-
tiphase clock source, activating the flip-flops in sequential order. In consideration
of the available clocking resources provided by the Artix-7 FPGA (cf. Sec. 4.2.1.4),
the latter was favoured for the implementation of the TDC application. The rel-
atively short measurement range provided by the interpolators is easily extended
with a synchronous counter counting up the reference clock cycles. The measure-
ment result combines both the binary representation of the bit-flip position in the
register ni and the current coarse counter value mi. The measured time interval T
calculated from consecutive samples is (see Ref. [104])

T = (m2 −m1) · Tref + (n2 − n1) · LSB. (5.8)
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6. Firmware

This chapter outlines the development of the firmware designs for the on-board
FPGAs. The structure and the behaviour of digital circuits can be described in
a text-based manner using a Hardware Description Language (HDL). This work
makes use of VHDL1, which was originally developed for behavioral simulations.
However, a subset of the language constructs can be used to create Register Transfer
Level (RTL) models of the design. The RTL description is then translated with a
synthesis tool to a gate level netlist inferring the logic gates required to implement
the desired circuit.

The Vivado Design Suite provides the toolset for the implementation of logic designs
tailored to the Xilinx FPGA architecture. The implementation flow includes the
synthesis of the RTL code and the mapping of the circuit to the logic resources
provided by the FPGA fabric. Subsequent design steps conduct the placement of the
logic primitives onto the hardware platform and the routing of the interconnections
between them. Finally, a bitstream file for device programming is generated. The
implementation process is carried out either in a graphical user interface for the
Vivado Design Suite or with Tool command language (Tcl) commands in a shell
environment. Likewise, the Tcl commands involved in the entire implementation
flow can be embedded in a script file.

In order to obtain implementation results that meet timing closure, various design di-
rectives, so-called constraints must be applied during physical synthesis. The design
constraints used with the Vivado Integrated Design Environment (IDE) are specified
in the XILINX Design Constraint (XDC) format, a selection of industry standard
and XILINX proprietary constraints that are collected in one or more (.xdc) files
(see Ref. [107]). Two major categories can be distinguished, timing and physical
constraints. Timing constraints refer to the specified input and output delays and
the timing path requirements associated with the targeted clock frequencies. Physi-
cal constraints define pin locations and guide the place and route tools to use certain
cell locations and routing resources. For instance, fixed-routing constraints play an
1Very High Speed Integrated Circuit Hardware Description Language
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important role in the implementation of the TDC-FPGA design in order to obtain
uniform routing delays of the incoming hit signals to the sampling registers. Finally,
the design tools support the use of RTL attributes, which are directly specified in
the RTL code, to control the treatment of certain nets or registers.

6.1 TDC-FPGA Design
The TDC firmware implements a 96-channel TDC inside a single Artix-7 FPGA. A
top-level diagram of the design is shown in Fig. 6.1. The main building blocks are
detailed in the section at hand. The TDC architecture is based on the interpolating
method outlined in Sec. 5.3. Intrinsic delay cells with similar propagation delays
that can be linked together to form a tapped delay line are not eligible constituents of
FPGAs. Commonly, delay lines are implemented based on the gate delays inherent
with the carry chain structure propagating upward in the CLB slice columns (cf.
Sec. 4.2.1.1). A drawback of this approach is that the total delay of the line must be
adjusted to match the sampling clock period and that the cell delays are subjected
to ambient temperature variations so that additional calibration steps are necessary.
These design obstacles can be avoided when the interpolators are operated with a
multiphase clock generated from an external reference clock input. This concept
is beneficial in the sense that the design can make use of the integrated clocking
resources to control the phase alignment.

TDC-FPGA

multiphase
clock

TCS interface

coarse
counter

clk 0◦

TDC coreTDC coreTDC core

trigger
time

1 2 96

event builder
config
master

- spill no.
- event no.

- event type

- event no.
- window low

- window high

clk 0◦ – clk 315◦

coarse time

trigger

TCS data

TCS clock

TDC data out

hit
signals

config
bus

config

config

config

config

8

14

96

32

32

Figure 6.1: Top-level diagram of the TDC-FPGA design depicting the main func-
tional blocks and interconnections.

6.1.1 Multiphase Clock
The TCS reference clock is recovered inside the MERGER-FPGA and distributed
in parallel with the TCS data stream to the on-board TDC-FPGAs where it is
fed into two MMCM primitives (see Fig. 6.2). The synthesized clock frequency
(fTDC = 311.04MHz) equals twice the reference clock frequency. The MMCM
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basically consists of a PLL with some enhanced functionalities (cf. Sec. 4.2.1.4). The
clock outputs of the MMCM can select from eight different phases of the voltage-
controlled oscillator, shifted by 45° each. Depending on the selected output counter
values, even higher phase-shift resolution is achieved.
The first MMCM is programmed to produce four phase-shifted clocks of 0°, 45°,
90° and 135° with respect to the reference clock input. Four more clocks shifted
by 180°, 225°, 270° and 315° are delivered by the second MMCM. As a result, the
dual MMCM configuration reveals a stabilized multiphase clock with eight evenly
aligned phases. The phase-shifted clocks access the global clock tree of the FPGA
that distributes the clock signals with minimal skew to any sequential element in
the device. This ensures that the uniform delay steps introduced by the multiphase
clock are retained at the clock inputs to the sampling registers.

IBUFDS
reference

clock

BUFG

MMCM

MMCM

BUFG

0◦

45◦

90◦

135◦

180◦

225◦

270◦

315◦

Figure 6.2: Two MMCMs synthesize eight equidistant phase-shifted clocks from
the external reference clock that enters the FPGA through a differential input buffer
(IBUFDS) followed by a global clock buffer (BUFG) primitive.

6.1.2 TDC Core
The TDC core instance covers the logic design of a single channel following the
interpolation principle. Figure 6.6 shows a schematic diagram of the implemented
circuit.

Fine Interpolators

Each input signal is connected to a set of eight edge-triggered D flip-flops. The
flip-flops are driven in successive order by the multiphase clock (see Fig. 6.3). This
approach results in a digitization step of LSB = 1/(8 · fTDC) ∼= 402 ps. Just as for
the clock buffer tree, any routing skew in the input signal to the flip-flops has a
direct impact on the uniformity of the transfer characteristic. The automatic router
algorithms optimize the data paths between registers until the timing requirements
are fulfilled. However, the results obtained with the standard implementation flow
are inadequate for this application. It was therefore necessary to work out adequate
implementation directives balancing the propagation delays to all net endpoints (see
Sec. 6.1.4).
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Figure 6.3: The multiphase clock activates the flip-flops (DFF0 – DFF7) receiving
the incoming hit signal in consecutive order. The measurement result is encoded from
the readings of the sampling register.

Before the fine time can be resolved from the readings of the sampling register,
the output is synchronized with the first sampling clock. This is in fact the most
timing critical part of the design, because the worst case margin equals the time
delay between the phases of the multiphase clock. Relaxing the timing requirements
of the design, the synchronization is performed by a three-stage pipelining register
(see Fig. 6.4). A beneficial side effect is that the synchronizer protects the sub-
sequent logic from unlikely but nevertheless potential effects of metastability that
could be observed when the asynchronous hit signal violates the setup and hold time
requirements of the flip-flops in the interpolators.

Hits are detected in the synchronized output of the sampling register using an 8-input
OR gate. An edge detection circuit following the OR gate flags if a bit-flip occurred
in the thermometer code. The OR gate remains in the high state for multiple clock
cycles depending on the width of the input pulse. With this circuit, consecutive hits
are only recognized if the OR gate returns to the low state for at least one clock
cycle, determining the double hit resolution of the TDC. Analogously, the falling-
edge of the input pulse is detected with an 8-input NAND gate which is beneficial
for time-over-threshold measurements or when the polarity of the input signals is
reversed. Covering those aspects, the detection logic was designed for user-selectable
rising, falling or both-edge sensitivity.

The initial bit-flip position in the thermometer code yields the fine time of the
measurement result. The low-to-high transition corresponds to the rising-edge of
the hit while the falling-edge is identified with the lowest bit position storing the
low state. The truth tables of the implemented binary encoders are listed in Tabs. 6.1
and 6.2. The binary value Thit of the final measurement result1 is composed of the

1the binary output of the TDC is the measured timestamp in units of LSB
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Figure 6.4: The output of the hit register is successively synchronized to the clock
domain of clk 0° using a three-stage pipelining register. A bit-flip in the synchronized
register is detected with an 8-input OR gate. The subsequent edge detection circuit
ensures that only the initial low-to-high transition is recognized.
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binary-encoded fine time Tf and the current value Tc of a 14-bit coarse counter that
keeps track of the clock cycles elapsed to extend the measurement range:

Thit = 8 · Tc + Tf . (6.1)

Multiplying binary numbers by a power of two is equivalent to a repeated shift left
operation. Hence, the fine time bits are simply concatenated with the output of the
coarse counter to obtain the measurement result according to Eq. (6.1). The com-
puted measurement values are stored in 2k deep dual-port hit buffers implemented
with the embedded 36 kbit Block RAM cells (cf. Sec. 4.2.1.2). The most signifi-
cant bit of the timestamps flags potential counter rollovers and is omitted in a later
processing step. Whether the detected hits are actually written to the hit buffer
primitives finally depends on the selected edge-sensitivity and additional control
flags avoiding for instance buffer overflow conditions. It is furthermore possible to
completely shut down particular channels in the event of unconnected thus floating
inputs.

Table 6.1: Truth table of the rising-edge encoder. The bits following the initial
low-to-high transition are treated as don’t-care (’–’).

Thermometer code Binary code
t7 t6 t5 t4 t3 t2 t1 t0 b2 b1 b0

– – – – – – – 1 0 0 0
– – – – – – 1 0 0 0 1
– – – – – 1 0 0 0 1 0
– – – – 1 0 0 0 0 1 1
– – – 1 0 0 0 0 1 0 0
– – 1 0 0 0 0 0 1 0 1
– 1 0 0 0 0 0 0 1 1 0
1 0 0 0 0 0 0 0 1 1 1

Trigger Matching

The trigger matching unit selects only such entries from the hit buffers for subse-
quent data readout which coincide in time with the trigger events. At the time
of trigger arrival, the current value of the coarse counter is latched and a pro-
grammable latency time is subtracted from the trigger timestamp to account for the
trigger generation and distribution delay of the TCS. The latency-corrected trigger
time (window_low) defines the lower limit of the acceptance window. Adding up a
configurable gate parameter, corresponding to the drift-time or time-of-flight in the
detector, determines the upper limit (window_high). A locally generated identifier
number is incremented for every received trigger to be later compared in the event
building process with the corresponding event number provided by the TCS. The
trigger information computed is buffered in 1k deep FIFO primitives using the for-
mat outlined in Tab. 6.3 before the trigger matching units are available to process
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Table 6.2: Truth table of the falling-edge encoder. The bits following the initial
high-to-low transition are treated as don’t-care (’–’).

Thermometer Code Binary Code
t7 t6 t5 t4 t3 t2 t1 t0 b2 b1 b0

– – – – – – – 0 0 0 0
– – – – – – 0 1 0 0 1
– – – – – 0 1 1 0 1 0
– – – – 0 1 1 1 0 1 1
– – – 0 1 1 1 1 1 0 0
– – 0 1 1 1 1 1 1 0 1
– 0 1 1 1 1 1 1 1 1 0
0 1 1 1 1 1 1 1 1 1 1

the events in parallel. The simple dual-port hit buffer primitives have one write-
only and one read-only port accessing the storage area. New hits are written to the
memory address specified by the write pointer register (write_ptr). Accessing a
given memory entry, the trigger matching process facilitates a read pointer register
(read_ptr). Another register, the start search pointer (read_ptr_s), stores the
memory address the pre-selection process is expected to start off for the next trigger
event scanning the hit buffer entries. The selected timestamps are transfered to a
1k deep output FIFO. A hit is considered to match the selective time window when
the coarse time fraction of the timestamp (ram_dout(15 downto 3)) is greater than
the lower and smaller than the upper acceptance limit. This condition is expressed
with the following VHDL statements:

gt_wl_i <= ’1’ when ( ram_dout (15 downto 3) >=
window_low (12 downto 0)) else ’0’;

st_wh_i <= ’1’ when ( ram_dout (15 downto 3) <=
window_high (12 downto 0)) else ’0’;

However, overflows in the buffer entries that occur when the coarse counter wraps
around within the bounds of the acceptance limits invert the comparisons listed
above. The same applies to the comparison of the address pointers indicating buffer
overflow conditions. Such events are detected with a XOR gate that outputs ’high’
if the most significant bit of the corresponding binary words differ. The relevant
inputs to the trigger matching process therefore include reserved rollover bits. The
altered statements regarding overflow conditions are then as follows:

gt_wl <= gt_wl_i xor window_low ’HIGH xor ram_dout ’HIGH;
st_wh <= st_wh_i xor window_high ’HIGH xor ram_dout ’HIGH;

The trigger matching process is implemented with a Finite-State Machine (FSM).
Figure 6.5 shows a flow chart to illustrate the sequence of states. After initialization,
the FSM remains in the idle state until a trigger is received and the empty flag of
the trigger FIFO is deasserted (tf_empty =’0’). Then the next entry is loaded from
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Figure 6.5: Flow chart of the trigger matching FSM.



6.1. TDC-FPGA Design 87

the trigger FIFO (tf_rden <= ’1’) and the FSM transitions to the write header
state. As soon as the trigger information is available (tf_valid = ’1’), a header
word is written to the output FIFO to flag the beginning of the event. In the
following, the FSM transitions between the read ram and the compare state
processing the hit buffer entries. The read ram state enables the read port of the
hit buffer (ram_en <= ’1’) and holds the process in an idle loop until the requested
entry is available. The compare state increments the read pointer and takes the
decision whether the hits are discarded or written to the output FIFO. The search
process terminates if a hit younger than the region of interest is received or no more
hits are available in the hit buffer. The start search register is updated with the
address of the first hit that was found in the acceptance window as the region of
interest of consecutive triggers arriving at short intervals may overlap in the event
of detectors using long trigger gates. Before the next trigger event is processed, a
trailer word identical with the header word is written to the output FIFO to indicate
the end of the event.

If the trigger matching FSM is idle for longer periods, the write pointer may catch
up with the read pointer and consequently new hits would be lost. In order to
prevent such overflow conditions in the hit buffers, so-called artificial triggers are
generated internally at regular intervals whenever the trigger FIFO is empty and the
previous event has been processed. Artificial triggers are distinguished from physics
triggers by the most significant bit (rtrg) of the entries in the trigger FIFO and are
treated equally in the trigger matching process except that no data is written to the
output FIFO. This practice updates the read pointer position in memory, thereby
discarding old hits that are no longer of interest for upcoming trigger events.

sampling registersynchencoder

trigger
matching

output FIFO
1k x 32

hit buffer
2k x 17

trigger FIFO
1k x 35

multiphase clock

0◦ 45◦ 315◦

hit signal

- event no.
- window low
- window high

coarse time

data out

88

17

17

32
32

35

14

Figure 6.6: Block diagram of a TDC channel.

The format used for the header and data words (see Tab. 6.4) complies with the
COMPASS online data format (see Ref. [65]). Headers are distinguished from data
words by the most significant bit of the entries in the output FIFOs. The TDC
timestamps (data) are included in the data words. The header words contain the
internal trigger number (event_no) and the lowest bits of the lower acceptance limit
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(trg_time) provided by the trigger FIFO entries in consistency with the existing F1-
TDC employed at the COMPASS-II experiment (see Ref. [108]). The four lowest
bits (lock) of both header and data words indicate if the MMCMs generating the
multiphase clock were locked to the external reference clock. Each TDC input of
the ARAGORN front-end is assigned to the corresponding channel of the detector
assembly according to the port and channel identifiers for later analyses of the
recorded data frames. Thereby, the port identifier allocates a number of 32 TDC
inputs that are individually addressed by the given channel number. The mapping
between the extension board connectors and the channels in the logic design can be
specified after FPGA initialization as desired. The default configuration is listed in
Appendix C.

Table 6.3: Format definition of the trigger FIFO entry.

34 · · · · · · · · · · · · · · 0

rtrg window_low (14) window_high (14) event_no (6)

Table 6.4: Format definition of the header and data words.

31 · · · · · · · · · · · · · · 0

header word

0 0 event_no (6) trg_time (9) 0 channel (6) port (4) lock (4)

data word

1 0 channel (6) data (16) port (4) lock (4)

6.1.3 Event Builder
Prior to data output, the data sets belonging to the same trigger event have to
be collected from the individual output FIFOs. This is done using a three-stage
scheme. In the first stage, the output FIFOs are processed in parallel by a number
of twelve 8:1 data concentrator units. The second and final stage consist of three 4:1
data concentrator and a single 3:1 merger unit, respectively. After each stage, the
collected data is buffered in 1k deep FIFO primitives. The merger algorithm implies
that the event data is delimited by header respectively trailer words. To reduce the
data volume transferred, these control words are successively dropped except from
the header of the first channel and the trailer of the last channel with the same port
identifier.

The data packets are finally combined with the event labels distributed by the TCS.
The data format is outlined in Tab. 6.5. Every data packet is prepended with two
event header and encapsulated within control words, the begin and end marker. An
additional bit (cw) indicating control words in the data stream is appended to every
buffer entry. For further reading please refer to the COMPASS online data format
(see Ref. [65]).
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Table 6.5: Format of a data packet.

31 · · · · · · · · · · · · · · 0

begin marker

0x00000000 (32)

event header

0 tcs_evt_type (5) source_ID (10) event_size (16)
0 tcs_spill_no (11) tcs_event_no (20)

TDC data · · ·

end marker

0xCFED1200 (32)

The event_size bits in the first event header state the number of words in a data
packet including the event headers. This value has to be determined beforehand
data readout. Therefore, another FIFO memory stores the accumulated number of
words in each data packet until the subsequent logic is available to compose the
data packet in the final format. Concurrently, the internal event number contained
in the TDC header (cf. Tab. 6.4) is cross-checked with the corresponding event label
(tcs_event_no) to discard any incoherently received data in case of a fault.

Each TDC-FPGA provides a source-synchronous interface for data transfer to the
MERGER-FPGA. The event data is loaded into a shift register for parallel-to-
serial conversion and subsequently fed into an output DDR register provided by
the I/O tiles of the Artix-7 FPGA (cf. Sec. 4.2.1.5). In DDR mode, two bits are
presented on the same clock edge to the inputs of the register that outputs the data
on both clock edges. Additional DDR primitives are used to forward a copy of the
serial clock and a control flag indicating valid data along with the serial data stream
(see Fig. 6.7).

serial clock

serial data cw 31 30 · · · 1 0

valid flag

Figure 6.7: The source-synchronous interface is composed of three differential lines,
serial data, serial clock and valid flag, using LVDS signalling. The figure depicts the
structure of the DDR transfer.
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On the receiver side inside the MERGER-FPGA, the incoming data stream and
the valid flag pass through variable 31-tap delay primitives (cf. Sec. 4.2.1.5) to
adjust the input timing so that the clock edge is centered in the middle of the data
eye. Once at initial board operation, the link is configured to send a recognizable bit
pattern, here ’1’s and ’0’s in alternating order, corresponding to a clock signal. Then
the delays are stepped trough until a bit-flip in the captured data is observed. At
this point, the clock transitions at the edge of the data eye. With this information,
the optimal delay values to be loaded at subsequent initializations are calculated.

The data transfer rate of the serial links must be adjusted to the bandwidth of the
optical transceiver network. For a single board readout, the available bandwidth may
be evenly partitioned among the four on-board TDC-FPGAs. With the maximum
transceiver speed of 6.6Gbit/s, the line rate equals:

Rb,board = 6.6Gbit/s · 0.8
4 = 1.32Gbit/s. (6.2)

The factor of 0.8 regards for the overhead due to 8b/10b encoding. For comparison,
the maximum speed of the LVDS transmitter provided by the Artix-7 FPGA is
1.25Gbit/s in DDR mode (see Ref. [109]). Provided that the star topology readout
is applied, the line rate decreases by a factor of eight:

Rb,star = 6.6Gbit/s · 0.8
4 · 8 = 0.165Gbit/s. (6.3)

The current design is operated in Single Data Rate (SDR) mode using the reference
clock with a frequency of 155.52MHz, satisfying the specification given in Eq.(6.3).

6.1.4 Implementation
As already mentioned in previous sections of the thesis at hand, potential skew in
the signal path to the interpolating flip-flops has a direct impact on the uniformity of
the transfer characteristic and hence on the feasible resolution. However, adequate
directives are not included in the tool chain such that the automatic place and route
algorithms produce satisfactory results with regard to the design requirements. In
order to minimize the linearity error, the manual routing capability of the Vivado
IDE, which permits the designer to interactively assign routing to specific nets, was
applied (see Ref. [110]). Comprehensive studies conducted in a recent thesis [111]
within the frame of this project revealed that the best results are obtained when the
primary net from the input pad to the sampling flip-flops is in advance divided into
multiple segments by introducing Look-Up Table (LUT) primitives as branching
points (see Fig. 6.8).

The advantage of this approach is that the routing of the resulting subnets is gen-
erally less complex due to the smaller number of loads. In addition, the routing
assigned to the first subgroup of flip-flops can simply be adopted by the second one.
In order to keep the routes as short as possible, the flip-flips are arranged one below
the other in the same CLB column with their related branching LUTs placed in the
next column to the left (see Fig. 6.9). The manually assigned routes induce a skew of
only 16 ps. The routing path connecting the two symmetric subgroups to the initial
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DFF 1

clk 45◦

D Q

DFF 2

clk 90◦

D Q

DFF 3

clk 135◦

D Q

DFF 4

clk 180◦

D Q
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DFF 6

clk 270◦
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multiphase clock

LUT 0

LUT a LUT b

hit signal

Figure 6.8: Schematic drawing of the signal path to the sampling flip-flops (DFF0
– DFF7) split into subnets using LUT primitives (LUT_0, LUT_a, LUT_b). Each
sampling flip-flop occupies a different slice because the sequential primitives of a slice
share the same clock input. As a reminder: a CLB comprises two slice primitives,
depicted by Slice(0) and Slice(1) in this figure.

branching point marginally increases the net skew by 3 ps. A static timing analysis
of the net delays (see Tab. 6.6 and 6.7) revealed that the routing skew is primarily
caused by a static delay offset between the slice primitives located inside the same
CLB, whereas the delays to the same slice of neighbouring CLBs is negligible. An
evaluation of the associated clock nets showed an analogous distribution with an
arrival time offset of around 35 ps between the slices of a CLB. This finding predicts
a total effective skew of 54 ps on average, corresponding to a non-linearity of 13.4%
of the interpolators, disregarding potential phase errors of the multiphase clock.

The final routing is exported to be reused for the implementation of the remaining
channels in the design. To lock down the routing in future implementation runs, the
placement of the driver and receiver cells must be preserved as well. This is achieved
by specifying the site locations these elements occupy on the device and their position
within a slice. Furthermore, the mapping between the logical and physical inputs
to the LUT components must be specified in a advance to prevent pin swapping
during implementation. In a script-based flow, the constraint set was replicated to
implement all input channels. The site locations are defined such that the logic
cells of the sampling registers are located in two columns on either side of the die
close to the I/O banks. Once the routing of the hit signals is preserved, re-synthesis
does not change the converter characteristic, allowing for design updates adding new
functionality. No further floorplanning of the design was required to achieve timing
closure. The entire TDC-FPGA design utilizes only 16% of the flip-flop registers,
22% of the look-up tables and 86% of the BRAM resources available in the Artix-7
FPGA.
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DFF0
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DFF2

DFF3

DFF4

DFF5

DFF6

DFF7

hit signal

LUT_a

LUT_b

LUT_0

Slice(0)
Slice(1)

Figure 6.9: Device view of the manually assigned signal path to the interpolators of
a single TDC channel.

Table 6.6: The net delays from the first branching point (LUT_0) to the next
branching level (LUT_a/LUT_b) add a skew of 3 ps.

Cell CLB slice BEL Delay (ps)

LUT_0 Slice(1) A6LUT 0
LUT_a Slice(0) C6LUT 620
LUT_b Slice(0) C6LUT 623

Table 6.7: The net delays within a subgroup of sampling flip-flops cause a maximum
skew of 16 ps.

Cell CLB slice BEL Delay (ps)

LUT_a Slice(0) C6LUT 0
DFF0 Slice(1) DFF 607
DFF1 Slice(0) DFF 623
DFF2 Slice(1) C5FF 607
DFF3 Slice(0) C5FF 622
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6.2 MERGER-FPGA Design
The MERGER-FPGA has the purpose to collect the output of the on-board
TDC-FPGAs and, provided that the board is operated as a master in the multi-
tiered front-end arrangement, to act as an inter-card pipelining device combining
the data packets received from the connected slave boards via the CXP transceiver
slot. Either way, the collected data is transmitted to the SFP transceiver slot to
be transferred to the subsequent readout engine. Besides, the MERGER-FPGA
is the centerpiece of the constant-latency up-link that aims to distribute the trigger
primitives and the reference clock among the front-end boards linked together in the
star topology network.

6.2.1 Constant-Latency Link

Physical events detected in the COMPASS-II spectrometer are recorded with a
substantial number of different readout modules. Evaluating time intervals between
the measured timestamps thus demands for a global time base. To allow for syn-
chronous time measurements, the reference clock and control signals are expected to
approach the receiver nodes with predictable latency and deterministic phase with
respect to subsequent initializations and after a reset or a loss-of-lock.

At the COMPASS-II experiment, this is accomplished by the Trigger and Control
System (TCS). The GANDALF module receives the TCS information via an
experiment-wide passive optical network that is subsequently forwarded on fiber
optic links to the ARAGORN master front-end using dedicated mezzanine cards
(cf. Sec. 3.6.2). The CXP module on the master front-end again interconnects
with the SFP slots of up to seven ARAGORN cards as satellites via a fiber optic
breakout cable. Handling the communication with the on-board optical transceiver
modules, the MERGER-FPGA is supposed to provide a constant-latency link that
meets the above prospective. The high-speed links are operated using integrated
transceiver primitives. A brief description of the GTP transceiver tiles is provided
in Sec. 4.2.1.6. Basically, the independent transmitter and receiver channels act as
parallel-to-serial and serial-to-parallel converter between the FPGA logic and the
serial interface of the optical modules, respectively. To enhance the understanding
of the following explanations, the link topology and the general clock structure is
shown in Fig. 6.10.

Inevitable clock domain crossing between the serial and parallel side of the transceiver
primitives and the programmable logic of the FPGA fabric constitutes a critical
design issue. The transceiver tiles feature integrated PLLs that feed the internal
clocking resources. One PLL receives a reference clock from the Si5338 clock multi-
plier to synthesize a clock seed for the clock data recovery circuit that extracts the
high-speed clock and a divided version from the up-link data stream. This recov-
ered clock could be facilitated as the fabric clock forwarding the up-link to the CXP
module. However, this is not directly feasible due to the strict jitter requirements.
Instead, the recovered clock is delivered to the on-board jitter attenuator that re-
turns a clean copy to the FPGA fabric and to another shared PLL providing the
high-speed transmitter clock.
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Figure 6.10: Topology of the constant-latency link showing the receiver channel
attached to the SPF slot and an exemplary transmitter channel forwarding the up-
link data stream to the CXP slot. The building blocks of the transceiver primitives
are detailed in Ref. [74].
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With the standard settings, the transceivers do not maintain the same latency
through the link after a reset or loss-of-lock. The latency variations arise from
the multiplication of the parallel clock at the sender side and the subsequent di-
vision of the recovered high-speed clock at the receiver side. As the divided clock
can be aligned to different clock edges of the high-speed clock, the phase between
the parallel clocks and thus the latency of the data transferred through the link
varies alike (see Ref. [112]). Phase variations are observed in many clocking devices
including PLL circuits. That is why the jitter attenuator device has particularly
been selected for this application (cf. Sec. 4.5.2).

The latency variations demand for an alignment mechanism so that the received data
matches the word boundaries. This project facilitates the 8b/10b encoding scheme
that translates 8-bit data words into 10-bit symbols. On the one hand, the 10-bit
symbols ensure a proper number of transitions to allow for a safe recovery of the
clock signal. On the other hand, 8b/10b specifies 12 symbols as comma characters,
commonly used to give specific meaning to the data transferred and to define an
alignment sequence. The alignment sequence must not be contained within any
combination of data symbols or comma characters. Only a subset of the available
commas fulfills this requirement (see Ref. [113]). In fact, the alignment sequence
selected for this design is a combination of two commas1 because the internal data
path of the transceivers is 20 bits wide, receiving two symbols at a time. The
receiver primitives contain dedicated circuitry for automatic word alignment. When
enabled, the alignment feature shifts the parallel data logically to the word boundary
without changing the phase of the parallel clock. Alternatively, the alignment can be
changed manually from the FPGA fabric. A dedicated control signal, when asserted,
initiates a bit-shift in the parallel data. If the total number of bit-shifts is even, the
alignment adjusts the phase of the recovered clock, but in event of an odd number
of bit-shifts, the data word is shifted logically. As pointed out before, it is essential
that the parallel clock is always aligned to the same clock edge of the high-speed
clock. Hence, the integrated alignment features do not achieve the desired result.

To work around this issue, the comma detection unit and the 8b/10b decoder in the
receiver is bypassed and implemented externally inside the FPGA fabric. The cus-
tomized comma detection logic scans the incoming data for the alignment sequence
and resets the receiver whenever the link is found incorrectly locked to the word
boundaries. This approach completes quickly, as in the link idle state every fourth
transmitted 20-bit symbol contains the alignment comma combination. Thereby,
the process guarantees that the link is constantly monitored and automatically re-
aligned after a loss-of-lock. Each time the up-link receiver comes out of reset and
the jitter attenuator gets locked to the recovered clock, it is necessary to reset the
transmitters connected to the CXP module including their associated PLLs as well.
The latency through the transmitter datapath is effected by the variable phase re-
lationship between the fabric clock and the clock domain of the parallel-to-serial
converter. The phase offset between these clocks is resolved using the integrated
phase-alignment capability. The fixed-latency feature is not required for the down-
link which is therefore operated in the default configuration.

1K28.1 + 28.5 – a complete listing of data symbols and comma characters can be found in Ref. [74]
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6.2.2 De-formatter

The data transfered in both directions through the fiber optic network is delimited
into packets to recognize related data sets at the receiver side. A packet starts with
a begin marker, followed by a number of data words containing the information
transfered and concludes with the corresponding end marker including an optional
check sequence. Since the internal datapath of the transceivers is 20 bits wide, the
markers can be defined from combinations of comma characters or commas with
data symbols. A listing of control symbols that have been specified as markers for
the different kind of data packets is provided in Tab. 6.8. However, specific controls
like the trigger signal constitute a special case. These information must not be
embedded into packets which are thus indicated with dedicated control symbols.
Another example is the idle sequence that is sent to keep the link aligned whenever
there is no pending data to be transmitted.

Table 6.8: Listing of control symbols.

Name Comma Description

command_align_comma K28.1 + K28.5 alignment comma
command_idle K28.2 + K28.2 idle comma
command_flt K28.0 + D0.0 first-level trigger
command_bos K28.3 + D0.0 begin-of-spill
command_tcs_reset K28.4 + D0.0 TCS reset
command_tcs_data K23.7 + D0.0 TCS data
command_tcs_stream D0.0 + K23.7 TCS stream data
command_config_data K27.7 + D0.0 configuration data
command_bitstream_data K27.7 + D1.0 TDC-FPGA bitstreams
command_start_of_data K28.6 + D0.0 TDC data
command_eod K29.7 + D0.0 packet end marker

The de-formatter unit de-multiplexes and buffers the received packets in FIFO prim-
itives until the corresponding logic is available to process the data. The de-formatter
process distinguishes between bitstream data to be received by the embedded proces-
sor programming the on-board TDC-FPGAs (see Sec. 6.2.4), configuration data
to be stored in control registers by the configuration bus interface (see Sec. 6.3)
and decoded TCS data to be later crosschecked in the data concentrator units (see
Sec. 6.2.3) for consistency with the received TDC data frames. Concurrently, the
up-link distributes the encoded TCS data stream so that it can be serially trans-
fered together with the reference clock to the TDC-FPGAs using differential fanout
buffers. Except for the TCS packets that are received by all front-end modules, the
first word after the begin marker in a packet contains the destination address. The
packet is dropped by the de-formatter logic if the destination address does not co-
incide with the 8-bit identifier number selected with the on-board rotary-code DIP
switches.
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6.2.3 Data Concentrator
The data concentrator units are designed to combine up to four input ports that can
be individually disabled during operation if unused. A flow diagram of the process is
shown in Fig. 6.11. The data packets are expected in the format outlined in Tab. 6.5
that permits the data concentrator unit not only to merge the received data but
also to act as a local event builder rejecting incoherently received or corrupted data
packets.

4:1 data concentrator

gather
summary

combine

main
merger

summary FIFO
512 x 55

data FIFO
4k x 34

event FIFO
4k x 34

1 2 3 4

...

data packet

0x00000000

event header1

event header2

TDC data · · ·
0xCFED1200

...

4x data
input port

TCS data
(from de-formatter)
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le
ct

...

0x00000000

multiplexer header1

multiplexer header2

4x data packet

event header1

event header2

TDC data · · ·
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0xCFED1200
...

combined
data output

Figure 6.11: Flow diagram of the data concentrator process.

Besides the data inputs, each port receives two control bits indicating valid data and
the begin and end markers in the data packets, respectively. Upon reception of the
begin marker, the event labels are extracted from the subsequently received header
words and the event data is temporarily buffered in a FIFO memory to calculate
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the number of words contained in the packet. In case of a buffer overflow or if the
received packet does not comply with the expected data structure, the residual data
is rejected and the packet is properly concluded with an end marker. An internal
status register flags the occurrence of such errors. The gathered information about
every received packet including the error flags, the extracted event labels and the
calculated event size is collected in another FIFO primitive. The data packets are
subsequently prepended with the event summaries so that the subsequent logic can
take appropriate measures. The combined packets are again buffered before being
collected by the main process of the data concentrator unit.

The main merger process is paused until the TCS information is available and data
packets are present at the input ports. If no data is received until a programmable
timeout counter expires, the affected inputs are ignored in the following processing
steps. Then, the event summaries are checked for active error flags and potential
mismatches with the TCS event labels received from the de-formatter unit. When
any of these situations occurs, the reset of the input ports concerned is asserted and
the data is discarded for the duration of the current beam extraction period. Before
the data packets from the different input ports are successively read out, two more
header words are generated to comply with a special format that permits to join
data packets from different readout modules (see Ref. [65, p. 12]). These so-called
multiplexer headers use the same format like the event headers listed in Tab. 6.5. At
the COMPASS-II experiment, multiplexer events are allocated to a certain address
range, in the following referred to as multiplexer range, that covers all identifiers
larger equal 896. By default, multiplexer headers received at the input ports are
again removed which makes it simple to cascade the data concentrator units as re-
quired for the design. In fact, the MERGER-FPGA not only receives the output of
the TDC-FPGAs but also the packets from the connected slave boards. Therefore,
the MERGER-FPGA design implements a two-stage scheme consisting of three
initial data concentrator units in the first stage and a single merger component in
the second stage. The multiplexed packets in the final merger are buffered, subse-
quently split into 2-byte words and combined with control symbols (cf. Tab. 6.8)
before the data stream is transmitted to the SFP transceiver slot for data output.
Preferably, the TDC data related to a given ARAGORN board are associated with
a single data packet, not only because the different TDC-FPGAs can already be
distinguished by their port identifier (cf. Tab. 6.4). Moreover, it is desirable to
reduce the amount of occupied addresses, which are limited in number, as they are
shared among all readout modules employed in the COMPASS-II experiment. In
order to gather the output into a single packet, the TDC-FPGAs are assigned to
identifier numbers from the multiplexer range so that the corresponding headers are
removed by the first-stage data concentrator unit. The event headers enclosing the
assembled data packet, which in turn are generated by the main merger process, use
an address beyond the multiplexer range to be retained in the second-stage merger.

6.2.4 Embedded Processor
The Microblaze [114] is a highly configurable, 32-bit reduced instruction set com-
puter soft processor core, optimized for the implementation in Xilinx FPGAs. Within
the Vivado IDE, the embedded subsystem is assembled using a schematic editor to
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a so-called block design. Connections between the Microblaze and memory-mapped
peripherals are based on the AXI interface and protocol specification [115]. Apart
from the processor core itself and the general clocking, processor reset and interrupt
logic, the block design contains I2C and SPI cores programming the on-board clock-
ing devices, an external memory controller accessing the configuration Flash and
a Block RAM controller to exchange data with the programmable logic. Custom
interfaces like the SelectMap x16 configuration bus are implemented with dedicated
general-purpose I/O cores. Once the block design is completed, the embedded sys-
tem is integrated as a VHDL entity into the top-level design. Despite the rich
diversity of applications, the entire embedded design consumes only 2.3% of the
flip-flop registers, 4.5% of the look-up tables, 10% of the BRAM resources and
0.4% of the DSP slice elements available in the MERGER-FPGA fabric.

Programmable Logic Microblaze Peripherals

main program

Si5338 I2C

Jitter

Attenuator
Microwire (SPI)

polling

loop
ICAPE2

subroutine

interrupts:

IPROG command

program TDC-FPGAs

upgrade Flash

enable

interrupt

system

process

interrupts

SelectMap x16

Configuration Flash

completed?

yes

BRAM

1k x 32

bitstream data

from de-formatter

end of bitstream

no

ack

Figure 6.12: Flow chart of the embedded software application. After programming
the on-board clocking devices, the software application enters a polling loop. Dedi-
cated interrupts to the processor start a subroutine to configure the TDC-FPGAs
and to upgrade the Flash content with bitstream files from remote storage.

For the development of the software application, the hardware description is ex-
ported to the Xilinx Software Development Kit. At first, a board support package
is created providing the processor and peripherals with the required device driver
libraries. Then, the build tool chain is executed on the software project to produce
the executable image that is annotated back to the Vivado IDE to be included in the
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bitstream, so that the Microblaze runs the embedded software application directly
after the FPGA configuration is completed. The flow diagram of the embedded
software application is shown in Fig. 6.12.

The strategies for programming the TDC-FPGAs and upgrading the configura-
tion Flash by means of the embedded design using bitstream images from remote
sources are briefly describes in Sec. 4.4. Because the size of the bitstream files is
too large to be stored inside the MERGER-FPGA as a whole, the file content
is successively exchanged between the programmable logic and the processor. Ini-
tially, the bitstream image is sent via the VMEBus interface to the GANDALF
board where it is stored in on-board memory. The up-link controller then divides
the file into packets by periodically sending a sequence of idle symbols after a given
number of data words to give sufficient time for processing the bitstream data on
the ARAGORN front-end. An interrupt informs the processor about pending data
and calls a subroutine handling the data output to the peripherals. Before the next
block of data is transfered, the process in the programmable logic is paused until
an acknowledge flag is received from the embedded software. The repetitive pro-
cess of downloading bitstream data from the programmable logic to the processor
is carried out independent of the final destination interface, specified only by the
interrupt service routine enabled in the interrupt controller. However, the length of
the idle period and the size of the data packets must be adjusted with regard to the
bandwidth of the peripherals.

At system startup, the processor programs the Si5338 clock multiplier and the jit-
ter attenuator via the I2C respectively Microwire interface. The register maps are
embedded in the data section of the executable image. These steps are obligatory
for the initialization of the constant-latency link. Afterwards, the program enters a
polling loop that permits the user to trigger a number of subroutines, namely the
SelectMap x16 configuration mode for the TDC-FPGAs or the in-system Flash
programming capability. Another interrupt asserts the advanced IPROG command
in order to boot the MERGER-FPGA from a user-selectable address space in the
Flash. Upon completion, the exit code of the subroutines is stored in internal status
registers and is visualized using the board LEDs.

6.2.5 Analog Front-end Interface
The commissioning and testing of the ARAGORN front-end has been conducted us-
ing the analog readout electronics of the RICH-1 detector system (cf. Sec. 3.4). The
readout of the photon detectors is partially performed with the 8-channel CMAD
amplifier/discriminator chip [116]. Each channel consists of a low-noise amplifier
followed by a shaper, a discriminator, a one shot and a LVDS driver. The gain of
the amplifier can be changed from 0.4mV/fC to 1.2mV/fC in steps of 0.1mV/fC
and from 1.6mV/fC to 4.8mV/fC in steps of 0.4mV/fC by acting on its feedback
resistors and capacitors to compensate for channel-to-channel gain variations. Like-
wise, the threshold of the comparator and the baseline of the amplifier output can
be individually adjusted by means of integrated Digital-to-Analog Converter (DAC)
modules. The gain settings and the binary-encoded inputs of the 10-bit DACs are
programmed using a serial transmission interface. The task of the analog front-end
interface is now to distribute those settings to the CMAD channels attached via
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dedicated interconnect boards to the I/O connectors of the ARAGORN front-end.
Apart from providing the physical connections, the interconnect board serves as an
address switch to select beforehand programming the control interface of the CMAD
chip addressed.

The MERGER-FPGA design incorporates four instances of the analog front-end
interface, one for each extension board connector, that can be addressed with the
configuration bus interface (see Sec. 6.3). The channel settings are provided as 16-bit
words. The decoding of the serial data is listed in Tab. 6.9. The upper four bits are
used as the binary address to switch the de-multiplexer devices on the interconnect
board (cf. Tab. 6.10), whereas the following four bits determine the DAC address
(cf. Tab. 6.11). The remaining eight bits make up the opcodes specified in Tab. 6.12
together with the DAC register data. The CMAD chips are calibrated to have the
baseline positioned at 650 digits so that the same threshold can be applied to all
channels. The effective pedestals retrieved from calibration files must be regarded
during DAC programming. A rich software toolset (see Sec. 6.6) has been developed
within the frame of this thesis to load the entire settings for every detector channel
connected to the ARAGORN front-ends and, inter alia, to update the configuration
files with different calibrations or to change the thresholds of all channels in one go,
which is particularly useful for performing fully-automated threshold scans.

Table 6.9: Decoding of the serial transmission interface.

MSB LSB
M3 M2 M1 M0 A3 A2 A1 A0 D7 D6 D5 D4 D3 D2 D1 D0︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸

CMAD address DAC address DATA

Table 6.10: CMAD address decoding.

M3 M2 M1 M0 CMAD
0 0 0 0 CMAD 1
0 0 0 1 CMAD 2
0 0 1 0 CMAD 3
0 0 1 1 CMAD 4
0 1 0 0 CMAD 5
0 1 0 1 CMAD 6
0 1 1 0 CMAD 7
0 1 1 1 CMAD 8
1 0 0 0 CMAD 9
1 0 0 1 CMAD 10
1 0 1 0 CMAD 11
1 0 1 1 CMAD 12
1 1 0 0 No Operation

... ...
1 1 1 1 No Operation

Table 6.11: DAC address decoding.

A3 A2 A1 A0 DAC
0 0 0 0 No Operation
0 0 0 1 DAC A
0 0 1 0 DAC B
0 0 1 1 DAC C
0 1 0 0 DAC D
0 1 0 1 DAC E
0 1 1 0 DAC F
0 1 1 1 DAC G
1 0 0 0 DAC H
1 0 0 1 No Operation

... ...
1 1 1 1 No Operation
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Table 6.12: Opcodes for the DAC registers.

D7 D6 D5 Operation

0 0 0 D4D3D2D1D0 → b9b8b7b6b5 threshold DAC
0 1 0 D4D3D2D1D0 → b4b3b2b1b0 threshold DAC
0 0 1 D4D3D2D1D0 → b9b8b7b6b5 baseline DAC
0 1 1 D4D3D2D1D0 → b4b3b2b1b0 baseline DAC
1 0 0 D3D2D1D0 → gain CAP control
1 1 0 D3D2D1D0 → gain RES control
1 - 1 Invalid Opcode

6.3 Configuration Bus
The configuration bus interface is an altered form of the Wishbone architecture
specification [117], providing a custom configuration and monitoring interface for
the on-board FPGAs. The shared bus topology consists of a single master that
initiates the bus transactions accessing multiple register-based slave cores. All bus
operations are synchronous to the master clock. Figure 6.13 shows timing diagrams
for the bus read/write cycles.

clk

bus en o

bus read o

bus addr o addr

bus data o data

bus ack i

(a)

clk

bus en o

bus read o

bus addr o addr

bus ack i

bus data i D(addr)

(b)

Figure 6.13: Timing for bus operations: write cycle (a) and read cycle (b).

The bus architecture provides a 16-bit address space that is divided among the 32-
bit wide slave registers as required in the design. The address mapping is defined
in a global parameter file. Any data exchange on the bus follows the handshaking
protocol that permits the selected slave to stall the operation until the request from
the master is processed. The different bus signals are defined as shown in Tab. 6.13.
The configuration bus interface is implemented in hardware as a multiplexer-based
bus system. Figure 6.14 depicts the overall bus topology.

The configuration bus seeks not only to act as an intra-FPGA bus, but also to pro-
vide remote communication with the VME CPU. Thereby, the GANDALF module
implements dedicated circuitry to bridge the gap between the VMEBus interface and
the ARAGORN front-ends in order to read and modify slave register contents from
the command shell (see Sec. 6.6). On this account, the bus master connects to the
de-formatter unit processing the bus requests decoded from the up-link data stream.
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Figure 6.14: Topology of the configuration bus. Multiplexer interconnect logic con-
nects the slave bus_data_o outputs to the master bus_data_i input. The multiplexer
select lines are driven by the slave bus_ack_o outputs which are again collected with
an OR gate to interconnect with the master bus_ack_i input.
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Table 6.13: I/O port specification of the configuration bus interface.

Master Slave Description

bus_en_o bus_en_i indicates active bus cycle
bus_ack_i bus_ack_o acknowledge completion of operation
bus_read_o bus_read_i control signal indicating a read/write cycle
bus_addr_o bus_addr_i 16-bit slave address
bus_data_o bus_data_i 32-bit data to addressed slave
bus_data_i bus_data_o 32-bit data from addressed slave

Even though the circuit area is sufficiently large for parallel transmissions within
the FPGA fabrics, it is obviously clear that the parallel configuration bus interface
would consume significant design space of the already very dense PCB layout if
it would be directly extended to the TDC-FPGAs. To work around this issue,
the connections between the MERGER-FPGA and the TDC-FPGAs are estab-
lished using dedicated interconnect cores. Thereby, each of the interconnect slaves
incorporates an interface accessing the SPI bus that provides a full-duplex serial
link to the TDC-FPGAs. Resuming the bus architecture, each SPI slave in the
TDC-FPGAs is again attached to another bus master instance.

However, this pipelining approach demands for a revision of the bus protocol. A
write cycle, for instance, addressing a slave of the TDC-FPGAs, requires to store
the data together with the slave address first to dedicated registers of the intercon-
nect core, which subsequently conducts the SPI transaction. Accordingly, a read
cycle involves a write operation to provide in advance the slave address before the
SPI request can be processed. A subsequent read operation finally retrieves the data
from a dedicated register of the interconnect core as shown in Figure 6.15.

clk

bus en o

bus read o

bus addr o read register addr read addr

bus data o slave addr

bus ack i

bus data i D(slave addr)

involves multiple
clock cycles processing
SPI request

Figure 6.15: Bus read cycle addressing a slave of the TDC-FPGAs. First, slave
addr is written to read register addr of the interconnect core. Second, a read operation
from read addr retrieves the register content via the SPI interface.
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6.4 TCS Interface
As mentioned earlier, the Trigger and Control System (TCS) broadcasts the first-
level trigger items together with the corresponding event labels via optical links
to the readout modules employed in the COMPASS-II experiment. The TCS
makes use of bi-phase mark encoding and the time-division multiplexing method
to transmit two independent channels simultaneously (see Ref. [118]). The first
channel is designed for minimum latency and carries the first-level trigger signals,
whereas the second channel transmits the TCS commands. One of these commands
distributes the begin-of-spill and end-of-spill signals together with a spill number
identifier that indicate the time slot in which protons are extracted from the Super
Proton Synchrotron. The begin-of-spill signal for instance synchronizes the coarse
counter primitives in the TDC-FPGA design across all ARAGORN front-end
boards. Another command contains the event number and event type labels to
the corresponding first-level trigger. The TCS receiver of the GANDALF module,
which is located on a separate add-on card, extracts the global reference clock and
transmits both the clock and the data stream to the FPGA on the mainboard, where
the individual channels are de-multiplexed and the TCS commands are decoded.
The ARAGORN front-ends receive the TCS information via the constant-latency
link. Inside the MERGER-FPGA, the de-formatter unit parses the decoded data
to the user logic. Reducing the limited number of FPGA I/Os, the constant-latency
link likewise distributes the encoded data stream so that the TCS information can
be serially transmitted to the TDC-FPGAs, which incorporate another instance
of the TCS interface module each.

6.5 Project Management
The source files of the FPGA design projects are managed using the Git1 version
control system that has been chosen due to a number of advantages over similar tools.
As an example, each working copy of a Git repository includes the full development
history which lets designers work independently of the project’s evolution in the
central repository. The Git version control system also allows for the development
of new features in isolated branches which has the benefit of a ’clean’ master branch
comprising only stable commits. At a later time, when the work on the design
feature is completed and successfully verified, the feature branch can be merged
into the master branch. In the scope of this thesis, it turned out that it is desirable
to reuse specific modules of the code base, for instance the configuration bus feature
that is implemented in both the TDC-FPGA and the MERGER-FPGA design.
Likewise, the TCS interface module developed for the GANDALF framework can
be used as is for this project. The Git version control system addresses this issue
with the possibility to include other repositories as subdirectories, referred to as
submodules. Thereby, the parent repository points to a particular commit of the
submodule’s repository to keep track of a certain development stage.

The Tcl support of the Vivado Design Suite permits to run the implementation flow
in a script-based manner. Though by default the synthesis and implementation
steps were carried out in the Vivado IDE, a Tcl script can be used to recreate and
1http://git-scm.com/

http://git-scm.com/
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recover the entire project and tool settings so that only a subset of the design files
must be put under version control. Figure 6.16 depicts the directory structure of
the repositories.

aragorn tdc

debug

script

sim

src

ip

rtl

submodules

xdc

(a)

aragorn dm

debug

script

sdk

elf

hw

src

sim

src

ip

rtl

submodules

xdc

(b)

Figure 6.16: Directory structure of the TDC-FPGA design repository (a) and the
MERGER-FPGA design repository (b).

The intended purpose of the different folders is as follows:

debug files related to the Vivado Logic Analyzer debug cores.

script Tcl scripts for project creation and compilation.

sim VHDL testbench modules for behavioral simulations and scripts re-
lated to the simulator software.

src the source files of the design grouped in following subdirectories:

ip IP catalog file (.xml), IP configuration file (.xci) and the VHDL (.vho)
IP instantiation file for each IP core.

rtl VHDL (.vhd) modules.

submodules imported Git repositories.

xdc constraint (.xdc) files.

In addition to the folders listed above, the repository for the MERGER-FPGA
design includes the subtree of the embedded software project under the sdk direc-
tory:
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elf the executable image to be embedded in the bitstream.

hw the exported hardware description.

src the C source code files.

To recreate the Vivado IDE project, for example of the MERGER-FPGA design,
the user executes:

vivado -source script/aragorn_dm_prj.tcl -notrace

in a command prompt. Accordingly, the embedded design can be restored, without
the need to include any IP core files in the repository, by running:

source ./script/emb_dsgn_prj.tcl

in the integrated Tcl shell.

Any changes to the project settings or the block design must be annotated back to
the scripts using appropriate Tcl commands that are detailed in Ref. [119]. After
downloading the repository, the implementation results are reproduced unambigu-
ously using this workflow. Thus, there is no need to put the configuration bitstreams
under version control. However, the relevant commits have been tagged to clearly
associate the bitstream files on the server with the development history in the repos-
itories.

6.6 Software Tools
This section describes a selection of command line tools that have been developed
for the configuration and monitoring of the ARAGORN front-end.

send_frontend

This console command addresses slave registers of the configuration bus interface.
Though the capability to process bus read requests is provided by the ARAGORN
front-end, the corresponding transactions have not yet been implemented in the
GANDALF framework at the time of completion of the thesis at hand.

usage: send_frontend hexid addr data
arguments :

hexid : address of the GANDALF module
addr : 16- bit slave address ; the upper 8 bits determine the

identifier number of the ARAGORN front -end ,
the lower 8 bits specify the register address .

data : register data
" arguments given as hexadecimal numbers "
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aral.py

This application conducts the programming of the TDC-FPGAs, provides the sys-
tem settings to distinct slave registers of the configuration bus and configures the
analog readout modules attached to the ARAGORN front-end. The main pro-
gram leverages a number of Python tools that can also be used autonomously as
console commands. Due to the large number of system parameters, the application
retrieves the settings from a user-editable configuration file. Similar to the format
used by Windows INI files, the file content is categorised by so-called sections that
contain the entries as ’name/value’ pairs, for instance slave address and related
register data passed to the configuration bus interface. The successful completion
of the program can be verified with an application log that gathers the exit codes
and status messages received from the different subprograms. The log messages are
classified according to different levels of importance. This lets the user control the
logging system, for instance, to record only error messages or to increase the amount
of information when debugging.

usage: aral.py [ options ] brdIDs
arguments :

brdIDs : list of IDs of the ARAGORN front -ends to be configured
options :

-c cfg , --config =cfg : configuration file with all settings
-g hexid , --hex_id =hexid : address of the GANDALF module
-t, --tdc : program TDC -FPGAs
-v, --verbose : show info messages
-h, --help : show help message and exit

cmad.py

This tool is used by the previous application to program the gain, baseline and
threshold settings of the CMAD channels. Those parameters are retrieved from a
separate configuration file. Furthermore, the program loads the baseline calibrations
that are required once after initial system installation or when an analog readout
module has been exchanged. Thereby, the tool browses the directory given as an
optional argument for a file that contains the list with calibration files to be applied.
Another useful feature is the capability to absolutely or incrementally modify the
threshold values in the settings file.

usage: cmad.py [ options ] brdID
arguments :

brdID : ID of the ARAGORN front -end
options :

-g hexid : address of the GANDALF module
-s sett_dir : the directory containing the settings file
-c calib_dir : load calibrations from this directory
-t thres : set threshold values in settings file
-i : increment threshold values in settings file by thres
-p : program CMAD chips
-h : show help message and exit
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7.1 Test Equipment
A fanout buffer extension board (see Fig. 7.1) has been developed in collaboration
with the local electronic workshop to provide test signals to the TDC inputs of the
ARAGORN front-end. The centerpiece of the fanout board is a 4x4 crosspoint
switch [120] that receives two differential input signals via an RJ45 Ethernet plug.
The remaining inputs of the crosspoint switch are constantly driven to a logic low
level. The differential output drivers of the crosspoint switch incorporate individ-
ual 4:1 multiplexers1 that can select any of the four input signals. Four out of
eight multiplexer select pins are driven by the two remaining outputs2 of the RJ45
plug, converted on-board to a single-ended standard (3VCMOS). Table 7.1 lists the
input/output combinations that can be selected using this design.

Table 7.1: Crosspoint switch input/output select table. Even more combinations
are possible using on-board jumpers that access the remaining control pins.

S20 S21 S40 S41 Input/output combination

0 0 0 0 1st test signal to all outputs
0 1 0 1

 1st test signal to output 1,3
1 0 1 0 and output 2,4 logic low
1 1 1 1 1st and 2nd test signal interleaved

The fanout board incorporates a right-angle connector3 mating with the extension
board connectors on the ARAGORN front-end. To provide copies of the test
inputs to 96 differential pin pairs of the output connector, the crosspoint switch
1The crosspoint switch provides eight control pins: S10/S11 select the input to the first output,
S20/S21 second output, S30/S31 third output and S40/S41 fourth output.

2To select the input to the second and fourth output of the crosspoint switch, the first signal drives
S20 and S40, the second one controls S21 and S41.

3Samtec QFS-104-01-L-D-RA
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is followed by a two-stage buffer scheme. The first stage includes four 1:4 LVDS
buffers1 that again connect to a set of sixteen 1:6 LVDS buffers2 in the second
stage. Corresponding outputs of device pairs from the first buffer stage are routed
in alternating order to the inputs of the second buffer stage. The same approach
was followed in the layout of the interconnects between the second stage and the
output connector. The idea behind this is to pursue the input/output configuration
of the crosspoint switch after each buffer stage. As a result, the board not only acts
as a 1:96 fanout, but also can provide the ARAGORN front-end with copies of
two independent test signals received on neighbouring input channels. Furthermore,
every second channel can be disabled to study the impact of cross-talk induced noise.
The measured time jitter between the test signal outputs is in the order of 40 ps.
Figure 7.2 shows a photo of the ARAGORN front-end mated with fanout buffer
extension boards.

3.3 V

1:6 LVDS buffer

1:4 LVDS buffer

Samtec QFS-104

- interface to ARAGORN

front-end

RJ45 plug

- 2x test signal input

- 2x cross-point select

4x4 crosspoint switch 

- select input/output

combinations

Figure 7.1: The fanout board delivers copies of up to two independent test signals
to the TDC inputs of the ARAGORN front-end.

1Microsemi ZL40215
2Microsemi ZL40217
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Figure 7.2: Picture of the ARAGORN front-end equipped with four fanout buffer
extension boards.

7.2 Test Setup

The measurement setup used for the TDC characterization involved an ARAGORN
master card and subsequent slave boards connected up to the CXP transceiver
module using a fiber optic breakout cable. The master front-end was attached via
the SFP slot to a GANDALF module equipped with ARWEN mezzanine cards.
Data readout was accomplished using a dedicated backplane link card following
the S-LINK specification [48]. All measurements were conducted using test signals
generated with a Tektronix AFG3252 [121] dual-channel pulse generator.

A VHDCI-to-RJ45 breakout cable was employed to interconnect the fanout boards
with a GANDALF module equipped with digital mezzanine cards (cf. Sec. 3.6.2),
that again received the test signals from the pulse generator. This had the advantage
that the multiplexer select signals were accessible via the VMEBus interface in order
to change the configuration of the fanout boards during operation. Providing the
ARAGORN front-ends under test with a reference clock and the trigger signals,
another GANDALF module with ARWEN add-on cards was employed as TCS
controller. The reference clock was generated using the 20MHz oven controlled-
crystal oscillator located on the GIMLI add-on card (cf. Sec. 3.6.2). The trigger
signals entered through a LEMO input connector. Figure 7.3 shows a schematic
overview of the test setup. A photograph of the test setup is shown in Fig. 7.4.
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TCS GANDALF

ARWEN GANDALF

DMC GANDALF

AFG 3252

ARAGORN front-ends

trigger
test input

TCS

fiber optic
breakout cable

TCS

data

VHDCI-to-RJ45 
breakout cable

S-LINK

Figure 7.3: Overview of the measurement setup. The ARAGORN front-ends – the
master front-end and a single slave card in this picture – were combined with fanout
buffer extension boards. The test and trigger inputs originated from a AFG3252 pulse
generator. A GANDALF module mated with a digital mezzanine card (DMC) was
employed to pass on the test signals to the fanout boards. Data readout was performed
with a GANDALF module equipped with ARWEN mezzanine cards. In the up-
link direction this module distributed the TCS information received from another
GANDALF acting as TCS controller.
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Figure 7.4: Picture of the test setup used to verify the performance metrics of the
TDC application. The AFG3252 pulse generator and the data acquisition system are
not visible.

7.3 Test Results
7.3.1 Star Topology Network
The design of the transceiver network has been validated using the integrated Bit
Error Ratio (BER) tester [122]. The BER tester implements data pattern gener-
ators and checkers and provides access to the dynamic reconfiguration port of the
transceiver primitives. This allows designers to examine the performance of the sys-
tem under test and to tune various link attributes like pre-emphasis settings at run
time.

7.3.1.1 Bit Error Ratio

The BER tester offers different pseudo-random bit sequence patterns for serial link
validation. A pseudo-random bit sequence generator can be implemented in hard-
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ware using a linear-feedback shift register. Unlike basic shift registers, the linear-
feedback shift register provides a feedback path from the output of the last flip-flop
to its input and, using XOR connections, to selected bits in the register. The prin-
ciple underlying the shift operation is based on the idea that bit strings can be
interpreted as polynomials with coefficients either 1 or 0. A n-bit linear-feedback
shift register thus defines a characteristic polynomial of degree n. Its non-zero
coefficients correspond to the bits with feedback connection. The different states
represent polynomials of degree less than n. Sequential shifts perform arithmetic
operations of the state polynomial with the characteristic polynomial as follows. At
first, the present polynomial is multiply by x. Then, the intermediate polynomial
is divided by the characteristic polynomial and the remainder gives the polynomial
in the next state. The length of the binary sequence produced, before it repeats,
depends on the initial state and the characteristic polynomial used. The maximum
length is 2n−1, which means that the linear-feedback shift register cycles through all
possible binary values except zero. Such maximum length generators are referred to
the degree of the underlying polynomial. For instance, the transceiver network on
the ARAGORN front-end was tested using PRBS-7 and PRBS-31, which resemble
8b/10b and 64b/66b encoded data streams, respectively (see Ref. [123]). Compared
to PRBS-7, the larger number of consecutive identical digits observed in PRBS-31
causes increased deterministic jitter and therefore applies a more stringent test to
high-speed transceiver links.

The bit error ratio is a measure for the probability that a bit is incorrectly transmit-
ted through a device under test. In practice, a predefined bit sequence is provided
to the input of the system that can be checked against the output data stream. The
ratio of bit errors detected to the total number of bits transmitted can then be used
as an estimate of the actual bit error ratio. As bit errors can occur at random times,
the accuracy of this approach depends on the data volume transmitted. In order
to quantify the amount of time required to confirm that the true bit error ratio is
better than an upper limit, a confidence level must be specified.

The probability Pn(k), that k bit errors are detected within n transmitted bits can
be described with the binomial distribution function. For most digital systems, the
assumption can be made that p, the probability that a bit error occurs for each
transmitted bit, tends toward zero. If n is at least BER−1, so that np > 1, the
Poisson theorem can be used to approximate the binomial distribution:

Pn (k) = (np)k

k! e−np. (7.1)

The probability that more than N errors are detected can be written as:

Pn (ε > N) = 1−
N∑
k=0

(np)k

k! e−np. (7.2)

If for an actual measurement less than N bit errors are observed, this probability
can be treated as the confidence level in percent that the true bit error ratio is
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smaller than a specified p (see Ref. [124]). Followed from Eq. (7.2), the number of
bits required to validate a bit error ratio limit for a specified confidence level CL is:

n = − ln (1− CL)
p

+
ln
(∑N

k=0
(np)k

k!

)
p

. (7.3)

If no errors are detected during the test (N = 0), the equation is simplified to:

n = − ln (1− CL)
p

. (7.4)

To test the performance of the optical transceiver network from the transmitter on
the master front-end to the receiver on the slave boards and in the reverse direc-
tion, the BER tester feature was implemented inside the MERGER-FPGA of two
ARAGORN boards. The BER tester core on the transmitter side was configured
to repeatedly transmit a test pattern through the link to be checked against an
internally generated pattern by the BER tester core on the receiver side.

The objective was to verify a bit error ratio better than 10−14 for a confidence level
of 99%. For comparison, the IEEE standard for 10-Gigabit Ethernet [125] specifies
BER < 10−12. Solving Eq. (7.4) for p = 10−14, CL = 99% yields 4.61× 1014 bit
to be transmitted. For the default data rate of 3.1104Gbit/s, assuming an error-
free measurement, the amount of test time required is 41 h. Indeed, no errors were
observed neither for PRBS-7 nor PRBS-31 test patterns. Without modifying the
reference clock structure on the ARAGORN front-end, it was possible to operate
the system at 6.2208Gbit/s. Again, the tests were completed with zero errors. These
results confirm the prior adoption that the design can operate with BER < 10−14

even at the bandwidth limit (6.6Gbit/s) of the transceivers.

7.3.1.2 Receiver Margin

Although the performance of the design has successfully been verified, it is interest-
ing to examine the signal quality to determine the available margin at the receiver.
This can be done on the basis of an eye diagram. The eye diagram is commonly
derived from samples of the data stream recorded with a high-speed sampling oscil-
loscope by superimposing each bit from the digital waveform.

The continuous time linear equalizer embedded in the receiver primitives compen-
sates for high-frequency attenuation in the conductors so that any eye diagram
measured with external instruments will differ from the data eye as seen internal to
the receiver. Therefore, the transceiver provides built-in eye scan circuitry to exam-
ine the eye opening after the equalizer. The eye scan circuitry operates an additional
sampler that can be programmed with different horizontal and vertical offsets from
the sampling point determined by the clock and data recovery circuit. The horizon-
tal offset adjusts the sampling time of the offset samples, while the vertical offset
raises or lowers the differential voltage threshold. For each offset point, the eye scan
measurement compares (bit by bit) the offset samples with the data samples. The
calculated bit error ratio is the ratio of the error count to the specified number of
data samples transmitted. Scanning the full range of horizontal and vertical offsets,
a BER map is created to visualize the eye margin at the receiver.
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Figure 7.5: Image of the statistical eye at 3.1104Gbit/s (a) and 6.2208Gbit/s (b)
generated from 2D eye scans. The horizontal offset denotes the sampling time with
respect to the data samples. The vertical offset describes the differential voltage
threshold to which the equalized waveform is compared.

At 3.1104Gbit/s, the data eye appears almost completely open (see Fig. 7.5a),
while at 6.2208Gbit/s the eye opening is apparently smaller (see Fig. 7.5b). Un-
fortunately, margins cannot be quantified as the FPGA vendor does not provide
information about actual compliance masks. However, from a qualitative view of
the eye diagrams it can be concluded that the link does not suffer from significant
impairments that would demand for further tuning.

7.3.2 TDC Characterization

This section describes in detail the measurements that have been performed to fully
characterize the performance metrics of the TDC-FPGA design. The measure-
ments cover inter alia the linearity errors of the transfer function, the time reso-
lution under different operating conditions, the rate capability and the long-term
stability of the system. The measurement results and the benchmarks of the TDC
application are summarized in Tab. 7.2.
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Table 7.2: Characteristic parameters of the TDC application.

Channels TDC-FPGA/ board 96 / 384
Reference clock frequency 311.04MHz
Time bin size (LSB) 402 ps
Dynamic range 211 µs (16 bit)
Double hit resolution 3.2 ns
Rate capability 34MHz
Dead time none

Differential non-linearity min. 15.0%, max. 35.7%, avg. 23.5%
Integral non-linearity min. 11.5%, max. 35.7%, avg. 22.8%

Time resolution (∆t < Tclk):
Single board w/o cross-talk 163.6 ps
Single board w/ cross-talk 164.0 ps

Time resolution (∆t > Tclk):
Single board 164.4 ps
Multiple boards 167.2 ps

Systematic effects:
Repeated system initializations 16.4 ps peak-to-peak
Long-term stability 10.5 ps RMS
Temperature stability 0.21 ps/◦C
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7.3.2.1 Differential and Integral Non-linearity

The differential non-linearity was determined using a statistical code density test.
In this exercise, the TDC inputs received a train of pulses that originated randomly
in time from the function generator. After a substantially large number of measure-
ments N , assuming the TDC bins are identical in size and the input pulses appear
asynchronous to the sampling clock, a histogram of the number of entries by bin
number would show a uniform distribution n = N/8. In real applications, inevitable
skew in both the signal path and the clock lines to the interpolating flip-flops causes
imperfections in the transfer characteristic that lead to differential non-linearities:

DNLi = ni − n
n

, i = 0, 1, . . . , 7, (7.5)

where i denotes the bin number. For the measurement of the differential non-
linearity, a sample of N = 53× 103 hits per channel was recorded. The binary-code
output of the TDC gives the measurement result in units of LSB. Hence, the bin
number in which a hit was observed can be derived from a modulo eight operation.
Despite the fact that the routing of the input signals to the interpolators was fixed
in the implementation flow and a uniform arrival time offset between the multi-
phase clock nets was presumed throughout the device, the differential non-linearity
slightly varies from channel to channel. Histograms of the transfer characteristic
for the channel with the smallest and largest differential non-linearity are shown in
Fig. 7.6. As can be seen from Fig. 7.7, the differential non-linearity of corresponding
channels from different TDC-FPGAs is not identical either. This behaviour might
be explained by local process variations inside the FPGA fabrics.
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Figure 7.6: Channel with the smallest (a) and largest (b) differential non-linearity.

Examining the transfer characteristic in relation to the routing skew of both the
input signals and the clock lines, the median of the differential non-linearities was
calculated for every channel. The distribution of the median values is illustrated
in Fig. 7.7. The channel average is 11.6%LSB, corresponding to 47 ps. This result
is in good agreement with the effective arrival time skew of 54 ps retrieved from a
static timing analysis (cf. Sec. 6.1.4).
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Figure 7.7: Upper left: Maximum differential non-linearity by channel. Upper
right: Projection of the upper left distribution. Lower left: Median of the differential
non-linearities by channel. Lower right: Projection of the lower left distribution.

Once the differential non-linearity is known, the integral non-linearity after the jth
bin can be derived from the summation of the differential non-linearities:

INLj =
j∑
i=0

DNLi, j = 0, 1, . . . , 7. (7.6)

Figure 7.8 shows histograms of the integral non-linearity calculated according to
Eq. (7.6) for the channel with the smallest and largest deviation from the ideal
transfer function.

bin number
0 1 2 3 4 5 6 7 8

IN
L 

[L
S

B
]

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

(a)
bin number

0 1 2 3 4 5 6 7 8

IN
L 

[L
S

B
]

1−
0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

1

(b)

Figure 7.8: Channel with the smallest (a) and largest (b) integral non-linearity.
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The distribution of the maximum values is illustrated by the upper plots in Fig. 7.9.
The lower plots in Fig. 7.9 depict the standard deviation of the integral non-
linearities. This characteristic quantity allows for an estimate of the expected time
resolution (see Sec. 7.3.2.2). The results of the measurements discussed in this
section are outlined in Tab. 7.3.
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Figure 7.9: Upper left: Maximum integral non-linearity by channel. Upper right:
Projection of the upper left distribution. Lower left: Standard deviation of the integral
non-linearities by channel. Lower right: Projection of the lower left distribution.

The previous measurements were repeated several times in order to investigate the
variance of the transfer characteristic under repeated system initializations. After
each iteration, the differential non-linearity was determined and the TDC-FPGAs
were reprogrammed to detect for instance potential phase variations of the MMCM
clock outputs. It was found that the standard deviation of the sample, calculated for
every bin of specific channels is negligibly small, not larger than 0.8%LSB. With
the knowledge that the transfer characteristic is virtually constant, the integral
non-linearities shown in Fig. 7.8 can be used to improve the accuracy of the TDC
measurements (see e.g. Ref. [126]).

To correct the measurement values, correction charts may be stored for each channel
in on-chip memory. However, depending on the resolution of the correction values, a
substantial reduction of the effective dynamic range is provoked by this linearization
technique. In consideration of the comparably small deviations from the ideal trans-
fer function, it was not expected to gain a significant improvement of the single-shot
precision.
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Table 7.3: Results of the non-linearity measurements calculated from a sample of
53× 103 hits per channel. The nominal size of LSB is 402 ps.

Linearity error LSB ps

max(DNLi) 15.0% 60.3
channel minimum
max(DNLi) 35.7% 143.5
channel maximum
max(DNLi) 23.5% 94.5
channel average
median(DNLi) 11.6% 46.6
channel average

max(INLj) 11.5% 46.2
channel minimum
max(INLj) 35.7% 143.5
channel maximum
max(INLj) 22.8% 91.7
channel average
σINL 8.2% 33.0
channel average

7.3.2.2 Time Resolution

The studies presented in the following assess the time resolution, also known as
single-shot precision, of time interval measurements. Furthermore, it was investi-
gated how cross-talk induced noise and clock jitter affect the time resolution. The
long-term stability and the consistency of the measurements with respect to re-
peated system startups were additional factors in the characterization of the TDC
platform.

Time intervals refer to the time difference between hits and are calculated off-chip
from the recorded timestamps. The applications performed with the ARAGORN
front-end at the COMPASS-II experiment demand for time interval measurements
between channels of the same front-end or even different host boards. It must be
considered that the single-shot precision depends on the measured interval ∆t, or
more precisely, on the fractional part of the quotient ∆t/LSB. This fundamental
relationship can be evaluated by taking a series of measurements of a constant time
interval. The length of the interval is then iteratively swept over a range equal to
the period of the reference clock.

In consideration of the large amount of channels processed by the ARAGORN
front-end, it is not necessary to follow this approach. Instead, the input channels
were provided with copies of the same test signal from the pulse generator. Time
intervals were analyzed between neighbouring channels and for each channel, the
standard deviation and the mean was extracted from the sample. Since the length
of the signal lines on the PCB and inside the FPGA fabric are not matched, the
measured intervals slightly vary dependent on propagation delays. In Fig. 7.10, the
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Figure 7.10: Normalized standard deviation dependent on the fractional part of the
mean for time intervals measured between neighbouring channels of the ARAGORN
front-end. The dashed line corresponds to the average time resolution. For compari-
son, the ideal case according to Eq. (5.4) is indicated by the red line.

standard deviation is plotted against the fractional part F of the mean value for
all channels of the ARAGORN front-end. Around the maximum at F = 0.5, the
results are in good agreement with the ideal case. Larger deviations are found in the
outer regions where the imperfections of the transfer characteristic take effect. This
finding has also been reported for other TDC designs (see e.g. Ref. [59, 127]). In
fact, the values of the relative minima, observed for time intervals equal to integer
multiples of LSB, are periodic with the period of the reference clock, as is the
case for the non-linearity of the transfer function (see Ref. [127]). The average
time resolution obtained using this method is 0.418 LSB, close to the theoretical
resolution of 0.39 LSB of an ideal TDC given by Eq. (5.5).

To study the impact of cross-talk induced noise on the TDC application, the previous
measurement was repeated with every second channel switched off. Thereafter, all
outputs were enabled and every second channel was driven with an asynchronous
aggressor signal. From a comparison of the average time resolution retrieved for
the different configurations, it can be concluded that the jitter contribution from
cross-talk is not larger than 0.022LSB, corresponding to 8.8 ps.

Any measurement of the time resolution inevitably includes the time jitter inherent
with the test signals received from the fanout boards. Bearing in mind that the
integral non-linearity constitutes the deviation from the ideal transfer function, the
time resolution of the TDC can be estimated with:

σ =
√
σ2

ideal + σ2
xtk + σ2

inp + 2 · σ2
INL, (7.7)

where σideal is the single-shot precision of the ideal TDC, σxtk is the cross-talk induced
noise, σinp is the time jitter between the test inputs and σINL is the standard deviation
of the integral non-linearities from Tab. 7.3. This quantity enters twice in Eq. (7.7)
because time intervals are calculated from two measurement values. With these
values and Eq. (7.7), σinp is determined to be 37.4 ps. Using external instruments,
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the typical time jitter of the test inputs was measured to be 40 ps, which is in good
agreement with the previous result taking into account the additive jitter from the
measuring devices.

The previous investigations did not consider the jitter of the reference clock because
the measured time intervals were shorter than the period of the reference clock.
Examining the single-shot precision for time intervals exceeding the clock period, the
fanout boards were programmed to provide neighbouring channels with independent
test signals. These test inputs originated from the function generator with a delay
of 2 µs. The average time resolution obtained in this configuration is 0.419 LSB.
Another measurement was conducted to study the correlations between multiple
front-ends. Therefore, time intervals were analyzed between channels from different
boards. With this setup, the average time resolution was measured to be 0.426LSB.
This result deviates by only 2.8 ps from the time resolution obtained for a single
front-end.

The results of the measurements discussed in the section at hand are summarized
in Tab. 7.4. The values presented take into consideration the time jitter inherent
with the test signals.

Table 7.4: Average time resolution of all channels under different operating condi-
tions.

Configuration Time resolution
LSB ps

Single board w/o cross-talk (∆t < Tclk) 40.7% 163.6
Single board w/ cross-talk (∆t < Tclk) 40.8% 164.0

Single board (∆t > Tclk) 40.9% 164.4
Multiple boards (∆t > Tclk) 41.6% 167.2

7.3.2.3 Time Interval Averaging

In Sec. 5.1 it was demonstrated that, if the number of measurements of a constant
time interval is sufficiently large, the intrinsic precision of the TDC can be sig-
nificantly improved by averaging the results. In regards to the accuracy of time
interval averaging, the long-term and temperature stability and potential effects
from repeated system startups have been examined.

Clock Phase Variations

Potential phase variations between the reference clocks of different ARAGORN
front-ends have been thoroughly investigated with respect to subsequent initializa-
tions of the fiber optic network as follows. In a series of measurements of a con-
stant time interval, the fiber optic cable interconnecting the master board with the
ARWEN mezzanine card was iteratively unplugged and subsequently reconnected
to force a reset of the GTP transceiver primitives. Following a reset, on every
ARAGORN front-end in the star topology network, the jitter attenuator and as
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well the MMCM primitives inside the TDC-FPGAs generating the multiphase
clock re-lock. Time intervals were evaluated between corresponding channels of the
master and a slave board. For each iteration, the mean of the sample was calculated.
The change in the sample mean for the different iterations is 16.4 ps peak-to-peak.
This measurement error can be attributed to phase variations between the reference
clocks.

The constant-latency link, which has been described in Sec. 6.2.1, aims to trans-
mit control signals with fixed latency to the receiver nodes. One of these signals
synchronously resets all coarse counter primitives inside the TDC-FPGA design.
Assuming that the latency through the link does not remain the same with respect
to subsequent initializations, time jumps by integer multiples of the clock period
would have been observed. This error mode was indeed never observed, neither in
this exercise nor in a long-term measurement that will be discussed in the following
paragraph.

Long-term Stability

To study the long-term stability, a constant time interval was measured for 74 hours
between two ARAGORN front-ends. Evaluating changes in the TDC readings over
time, the recorded data was subdivided into smaller samples comprising approxi-
mately 48× 103 hits per channel, corresponding to periods of about 22 minutes. The
standard deviation of the mean values observed for the different samples is 10.5 ps
on average for all channels. Figure 7.11 shows the change in the mean over the mea-
surement period for an exemplary channel. The rather systematic distribution gives
rise to the assumption that the variations can be attributed to the phase alignment
capability of the transmitter primitive that must be used if the transmit buffer is
bypassed (cf. Sec. 6.2.1). This feature not only resolves the phase difference between
the fabric clock and the parallel-to-serial converter block, but also continuously ad-
justs the phase of the parallel clock with respect to the serial transmitter clock in
order to compensate for temperature and voltage variations (see Ref.[74]).
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Temperature Stability

The integrated MMCM primitives generating the multiphase clock are basically
PLLs circuits providing some enhanced features. It is therefore expected that the
design shows low dependence on ambient temperature or supply voltage variations.
For this test, a constant time interval was measured repeatedly while the board
temperature was increased in three steps from 35 ◦C to 50 ◦C by controlling the air
flow around the board. The temperature was measured using the temperature sensor
provided by the power rail supervisor chip on the ARAGORN front-end. Over the
measured temperature range, a relative change of 3.2 ps was observed in the sample
mean. From this result the estimated temperature drift is only 0.21 ps/◦C.

7.3.2.4 Rate Capability

Every channel of the TDC-FPGA design comprises a 2k deep hit buffer RAM to
withstand excessive input rates that may occur occasionally and for short periods
of time. In this scenario, the input rate is limited only by the double-hit resolution
of the design, that is in the order of the period of the reference clock. However,
the average input rate that can be processed without running into buffer overflow
conditions has a certain limit, briefly rate capability. The rate capability is deter-
mined by the amount of time required by the trigger matching algorithm to process
entries in the hit buffer (cf. Sec. 6.1.2). If this limit is exceeded, at some point,
the memory address supposed to store the next hit reaches the memory address the
process is expected to start off for the next trigger event. In such a case, new hits
are discarded until free storage is available again.

Integrated logic analyzer cores are provided by the Vivado Design Suite to probe
selected internal signals of an FPGA design in real time. Evaluating the rate capa-
bility, a logic analyzer core was implemented to monitor the status flag indicating
buffer overflows in the hit buffers. The input rate was then gradually increased until
the assertion of the buffer full flag. This condition was observed for an input rate
of 34MHz per channel.
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8. Summary

For recent measurements of the COMPASS-II physics programme, the RICH-1
detector was instrumented in 2016 with a set of new photon detectors based on
a hybrid design combing micro-pattern gas detector architectures. The initial ob-
jective of this thesis was to develop the associated digital front-end electronics. It
was foreseen to perform the analog readout with existing preamplifier/discriminator
modules [116] of the COMPASS-II RICH-1 that are particularly customized to
accommodate the demands for fast photon detection. However, during the work on
this project, it turned out that the characteristic properties of the device pose spe-
cific problems concerning this application. With regards to the rather long current
signals from the hybrid detector, it was observed that the device shows a ballistic
deficit, the loss of pulse height at the output of the shaper, causing a poor signal-
to-noise ratio. Here, the crux of matter lies in the 10 ns peaking time of the shaper.
Therefore, it was decided to provisionally use an analog readout based on the APV25
chip [128] with a peaking time of 50 ns.

Nonetheless, the FPGA-based ARAGORN front-end provides the hardware plat-
form for the implementation of high-performance time digitizers. Since its key inter-
faces solely connect to programmable logic devices, the board constitutes a versatile
readout engine. The author of this thesis has conducted all steps of the develop-
ment process, from conceptional design studies to system verification. In detail, this
implies the following steps: the schematic diagram along with component selection,
the PCB layout, the hardware commissioning and the development of the firmware
designs.

Processing 384 input channels, four FPGAs on the ARAGORN front-end are oper-
ated with a time-to-digital converter firmware. Within the frame of this thesis, the
performance metrics of the time-to-digital-converter have been thoroughly charac-
terized. The principle results are summarized below. The time digitizers are sampled
with a 311.04MHz reference clock. This yields a time bin size of LSB = 402 ps and a
dynamic range of 211 µs. With that in mind, the nominal time resolution is 156.8 ps.
However, any real time digitizer reveals deviations from the ideal transfer function.
For this design, the differential and integral non-linearities are both smaller than
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36% of LSB, compatible with the evaluated skew in the input and clock signal path
to the interpolators. The time resolution was determined in distinct configurations.
Without cross-talk and clock jitter, the single-shot precision is 163.6 ps. Considering
the latter effects, the precision declines marginally to 164.0 ps and 164.4 ps, respec-
tively. Evaluating time intervals between different ARAGORN front-ends, a time
resolution of 167.2 ps is obtained. In view of these findings, it can be concluded
that the time resolution is limited only by the integral non-linearity of the inter-
polators. Systematic effects on the precision of time interval averaging have also
been examined. Long-term variations turned out to be in the order of 10.5 psRMS.
Owing to the fact that the multiphase sampling clock is obtained from a PLL-based
design, the observed temperature drift is only about 0.21 ps/◦C. Phase variations en-
countered in repeated system initializations between the reference clocks of multiple
ARAGORN front-ends account for a measurement error of 16.4 ps peak-to-peak.
The rate capability constitutes another benchmark parameter. Short-term peaks in
the input rate are handled by the embedded memory resources of the FPGA fabrics,
but the average processible input rate has of course a certain limit which is observed
at 34MHz.

The hardware features advanced optical interfaces to interconnect with up to seven
boards as satellites. On this account, the central FPGA implements a constant-
latency up-link for clock and trigger distribution which has successfully been verified
concurrently with the commissioning of the time-to-digital converter. In the reverse
direction, the firmware implements an event builder processing the received data for
output via a single optical transceiver module. In bidirectional data transfers up to
6.2208Gbit/s through the optical network, a bit error ratio better than 10−14 has
been verified for a confidence level of 99%.

Special attention has been paid to the development process that the ARAGORN
front-end can be remotely controlled and configured without manual user interven-
tion. A rich software toolset is provided for configuration bitstream and settings file
download.

In light of the final results it can be claimed that this work has resulted in a fully op-
erational time digitizer and readout engine covering a wide spectrum of applications
in high-energy physics.



A. PCB Layout

Figures A.1 and A.2 show the top and bottom layers of the ARAGORN front-
end for locating the components detailed in the thesis at hand by their reference
designators. Figure A.3 depicts the cross section of the multilayer PCB.
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Figure A.1: Top view of the ARAGORN front-end.
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Figure A.2: Bottom view of the ARAGORN front-end.
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Figure A.3: Multi-layer PCB stack-up of the ARAGORN front-end.



B. Connector Pinouts

The following tables show the connectivity of the extension board connectors (J1
– J4). The differential TDC input signals are indicated with capital letters. The
remaining pins connect to the MERGER-FPGA that applies 3.3V single-ended
formats. Each of the four connector pin banks features an integral ground plane
(pins 209 – 212).

Table B.1: Extension connector (J1) pinout.
Pin Signal Name FPGA Pin

+ - + -
5 7 TDC0_BANK0<0> U1 F3 E3
9 11 TDC0_BANK0<1> U1 C2 B2
13 15 TDC0_BANK0<2> U1 B1 A1
17 19 TDC0_BANK0<3> U1 E1 D1
21 23 TDC0_BANK0<4> U1 H2 G2
25 27 TDC0_BANK0<5> U1 J5 H5
29 31 TDC0_BANK0<6> U1 K1 J1
33 35 TDC0_BANK0<7> U1 L5 L4
37 39 TDC0_BANK0<8> U1 M1 L1
41 43 TDC0_BANK0<9> U1 N4 N3
45 47 TDC0_BANK0<10> U1 P2 N2
49 51 TDC0_BANK0<11> U1 R1 P1
6 8 TDC0_BANK0<12> U1 K6 J6
10 12 TDC0_BANK0<13> U1 H4 G4
14 16 TDC0_BANK0<14> U1 E2 D2
18 20 TDC0_BANK0<15> U1 G1 F1
22 24 TDC0_BANK0<16> U1 H3 G3
26 28 TDC0_BANK0<17> U1 K4 J4
30 32 TDC0_BANK0<18> U1 K2 J2
34 36 TDC0_BANK0<19> U1 L3 K3
38 40 TDC0_BANK0<20> U1 M6 M5
42 44 TDC0_BANK0<21> U1 M3 M2
46 48 TDC0_BANK0<22> U1 P6 N5
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50 52 TDC0_BANK0<23> U1 P5 P4
53 55 TDC0_BANK1<0> U1 R6 T6
57 59 TDC0_BANK1<1> U1 T5 U5
61 63 TDC0_BANK1<2> U1 U3 V3
65 67 TDC0_BANK1<3> U1 V4 W4
69 71 TDC0_BANK1<4> U1 W2 Y2
73 75 TDC0_BANK1<5> U1 Y4 AA4
77 79 TDC0_BANK1<6> U1 AA1 AB1
81 83 TDC0_BANK1<7> U1 AB3 AB2
85 87 TDC0_BANK1<8> U1 U6 V5
89 91 TDC0_BANK1<9> U1 AB7 AB6
93 95 TDC0_BANK1<10> U1 AA8 AB8
97 99 TDC0_BANK1<11> U1 W9 Y9
54 56 TDC0_BANK1<12> U1 R3 R2
58 60 TDC0_BANK1<13> U1 R4 T4
62 64 TDC0_BANK1<14> U1 T1 U1
66 68 TDC0_BANK1<15> U1 U2 V2
70 72 TDC0_BANK1<16> U1 V7 W7
74 76 TDC0_BANK1<17> U1 W1 Y1
78 80 TDC0_BANK1<18> U1 Y3 AA3
82 84 TDC0_BANK1<19> U1 AA5 AB5
86 88 TDC0_BANK1<20> U1 W6 W5
90 92 TDC0_BANK1<21> U1 Y6 AA6
94 96 TDC0_BANK1<22> U1 Y8 Y7
98 100 TDC0_BANK1<23> U1 V9 V8
109 111 TDC1_BANK0<0> U2 F3 E3
113 115 TDC1_BANK0<1> U2 C2 B2
117 119 TDC1_BANK0<2> U2 B1 A1
121 123 TDC1_BANK0<3> U2 E1 D1
125 127 TDC1_BANK0<4> U2 H2 G2
129 131 TDC1_BANK0<5> U2 J5 H5
133 135 TDC1_BANK0<6> U2 K1 J1
137 139 TDC1_BANK0<7> U2 L5 L4
141 143 TDC1_BANK0<8> U2 M1 L1
145 147 TDC1_BANK0<9> U2 N4 N3
149 151 TDC1_BANK0<10> U2 P2 N2
153 155 TDC1_BANK0<11> U2 R1 P1
110 112 TDC1_BANK0<12> U2 K6 J6
114 116 TDC1_BANK0<13> U2 H4 G4
118 120 TDC1_BANK0<14> U2 E2 D2
122 124 TDC1_BANK0<15> U2 G1 F1
126 128 TDC1_BANK0<16> U2 H3 G3
130 132 TDC1_BANK0<17> U2 K4 J4
134 136 TDC1_BANK0<18> U2 K2 J2
138 140 TDC1_BANK0<19> U2 L3 K3
142 144 TDC1_BANK0<20> U2 M6 M5
146 148 TDC1_BANK0<21> U2 M3 M2
150 152 TDC1_BANK0<22> U2 P6 N5
154 156 TDC1_BANK0<23> U2 P5 P4
157 159 TDC1_BANK1<0> U2 R6 T6
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161 163 TDC1_BANK1<1> U2 T5 U5
165 167 TDC1_BANK1<2> U2 U3 V3
169 171 TDC1_BANK1<3> U2 V4 W4
173 175 TDC1_BANK1<4> U2 W2 Y2
177 179 TDC1_BANK1<5> U2 Y4 AA4
181 183 TDC1_BANK1<6> U2 AA1 AB1
185 187 TDC1_BANK1<7> U2 AB3 AB2
189 191 TDC1_BANK1<8> U2 U6 V5
193 195 TDC1_BANK1<9> U2 AB7 AB6
197 199 TDC1_BANK1<10> U2 AA8 AB8
201 203 TDC1_BANK1<11> U2 W9 Y9
158 160 TDC1_BANK1<12> U2 R3 R2
162 164 TDC1_BANK1<13> U2 R4 T4
166 168 TDC1_BANK1<14> U2 T1 U1
170 172 TDC1_BANK1<15> U2 U2 V2
174 176 TDC1_BANK1<16> U2 V7 W7
178 180 TDC1_BANK1<17> U2 W1 Y1
182 184 TDC1_BANK1<18> U2 Y3 AA3
186 188 TDC1_BANK1<19> U2 AA5 AB5
190 192 TDC1_BANK1<20> U2 W6 W5
194 196 TDC1_BANK1<21> U2 Y6 AA6
198 200 TDC1_BANK1<22> U2 Y8 Y7
202 204 TDC1_BANK1<23> U2 V9 V8

single-ended section
1 mezz0_ctrl<0> U5 R2
2 mezz0_ctrl<1> U5 T3
3 mezz0_ctrl<2> U5 P1
4 mezz0_ctrl<3> U5 T4

101 mezz0_ctrl<4> U5 U2
102 mezz0_ctrl<5> U5 T2
103 mezz0_ctrl<6> U5 U1
104 mezz0_ctrl<7> U5 R1
105 mezz0_ctrl<8> U5 AA25
106 mezz0_ctrl<9> U5 W25
107 mezz0_ctrl<10> U5 AB25
108 mezz0_ctrl<11> U5 W24
205 mezz0_ctrl<12> U5 Y26
206 mezz0_ctrl<13> U5 V24
207 mezz0_ctrl<14> U5 Y25
208 mezz0_ctrl<15> U5 Y22
209 GND
210 GND
211 GND
212 GND

Table B.2: Extension connector (J2) pinout.
Pin Signal Name FPGA Pin

+ - + -
5 7 TDC0_BANK2<0> U1 C13 B13
9 11 TDC0_BANK2<1> U1 E13 E14
13 15 TDC0_BANK2<2> U1 D14 D15
17 19 TDC0_BANK2<3> U1 B15 B16
21 23 TDC0_BANK2<4> U1 E16 D16
25 27 TDC0_BANK2<5> U1 B17 B18
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29 31 TDC0_BANK2<6> U1 B20 A20
33 35 TDC0_BANK2<7> U1 C18 C19
37 39 TDC0_BANK2<8> U1 E19 D19
41 43 TDC0_BANK2<9> U1 E21 D21
45 47 TDC0_BANK2<10> U1 F16 E17
49 51 TDC0_BANK2<11> U1 F13 F14
6 8 TDC0_BANK2<12> U1 A13 A14
10 12 TDC0_BANK2<13> U1 C14 C15
14 16 TDC0_BANK2<14> U1 A15 A16
18 20 TDC0_BANK2<15> U1 D17 C17
22 24 TDC0_BANK2<16> U1 A18 A19
26 28 TDC0_BANK2<17> U1 B21 A21
30 32 TDC0_BANK2<18> U1 C22 B22
34 36 TDC0_BANK2<19> U1 D20 C20
38 40 TDC0_BANK2<20> U1 E22 D22
42 44 TDC0_BANK2<21> U1 F18 E18
46 48 TDC0_BANK2<22> U1 F19 F20
50 52 TDC0_BANK2<23> U1 G21 G22
53 55 TDC0_BANK3<0> U1 H20 G20
57 59 TDC0_BANK3<1> U1 J22 H22
61 63 TDC0_BANK3<2> U1 J20 J21
65 67 TDC0_BANK3<3> U1 K21 K22
69 71 TDC0_BANK3<4> U1 L19 L20
73 75 TDC0_BANK3<5> U1 M18 L18
77 79 TDC0_BANK3<6> U1 N22 M22
81 83 TDC0_BANK3<7> U1 G17 G18
85 87 TDC0_BANK3<8> U1 G15 G16
89 91 TDC0_BANK3<9> U1 M15 M16
93 95 TDC0_BANK3<10> U1 L14 L15
97 99 TDC0_BANK3<11> U1 M13 L13
54 56 TDC0_BANK3<12> U1 J19 H19
58 60 TDC0_BANK3<13> U1 H17 H18
62 64 TDC0_BANK3<14> U1 K18 K19
66 68 TDC0_BANK3<15> U1 M21 L21
70 72 TDC0_BANK3<16> U1 N20 M20
74 76 TDC0_BANK3<17> U1 N18 N19
78 80 TDC0_BANK3<18> U1 K17 J17
82 84 TDC0_BANK3<19> U1 L16 K16
86 88 TDC0_BANK3<20> U1 J15 H15
90 92 TDC0_BANK3<21> U1 J14 H14
94 96 TDC0_BANK3<22> U1 K13 K14
98 100 TDC0_BANK3<23> U1 H13 G13
109 111 TDC1_BANK2<0> U2 C13 B13
113 115 TDC1_BANK2<1> U2 E13 E14
117 119 TDC1_BANK2<2> U2 D14 D15
121 123 TDC1_BANK2<3> U2 B15 B16
125 127 TDC1_BANK2<4> U2 E16 D16
129 131 TDC1_BANK2<5> U2 B17 B18
133 135 TDC1_BANK2<6> U2 B20 A20
137 139 TDC1_BANK2<7> U2 C18 C19
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141 143 TDC1_BANK2<8> U2 E19 D19
145 147 TDC1_BANK2<9> U2 E21 D21
149 151 TDC1_BANK2<10> U2 F16 E17
153 155 TDC1_BANK2<11> U2 F13 F14
110 112 TDC1_BANK2<12> U2 A13 A14
114 116 TDC1_BANK2<13> U2 C14 C15
118 120 TDC1_BANK2<14> U2 A15 A16
122 124 TDC1_BANK2<15> U2 D17 C17
126 128 TDC1_BANK2<16> U2 A18 A19
130 132 TDC1_BANK2<17> U2 B21 A21
134 136 TDC1_BANK2<18> U2 C22 B22
138 140 TDC1_BANK2<19> U2 D20 C20
142 144 TDC1_BANK2<20> U2 E22 D22
146 148 TDC1_BANK2<21> U2 F18 E18
150 152 TDC1_BANK2<22> U2 F19 F20
154 156 TDC1_BANK2<23> U2 G21 G22
157 159 TDC1_BANK3<0> U2 H20 G20
161 163 TDC1_BANK3<1> U2 J22 H22
165 167 TDC1_BANK3<2> U2 J20 J21
169 171 TDC1_BANK3<3> U2 K21 K22
173 175 TDC1_BANK3<4> U2 L19 L20
177 179 TDC1_BANK3<5> U2 M18 L18
181 183 TDC1_BANK3<6> U2 N22 M22
185 187 TDC1_BANK3<7> U2 G17 G18
189 191 TDC1_BANK3<8> U2 G15 G16
193 195 TDC1_BANK3<9> U2 M15 M16
197 199 TDC1_BANK3<10> U2 L14 L15
201 203 TDC1_BANK3<11> U2 M13 L13
158 160 TDC1_BANK3<12> U2 J19 H19
162 164 TDC1_BANK3<13> U2 H17 H18
166 168 TDC1_BANK3<14> U2 K18 K19
170 172 TDC1_BANK3<15> U2 M21 L21
174 176 TDC1_BANK3<16> U2 N20 M20
178 180 TDC1_BANK3<17> U2 N18 N19
182 184 TDC1_BANK3<18> U2 K17 J17
186 188 TDC1_BANK3<19> U2 L16 K16
190 192 TDC1_BANK3<20> U2 J15 H15
194 196 TDC1_BANK3<21> U2 J14 H14
198 200 TDC1_BANK3<22> U2 K13 K14
202 204 TDC1_BANK3<23> U2 H13 G13

single-ended section
1 mezz1_ctrl1<0> U5 P5
2 mezz1_ctrl1<1> U5 R5
3 mezz1_ctrl1<2> U5 P6
4 mezz1_ctrl1<3> U5 T5

101 mezz1_ctrl1<4> U5 U6
102 mezz1_ctrl1<5> U5 U5
103 mezz1_ctrl1<6> U5 R8
104 mezz1_ctrl1<7> U5 P8
105 mezz1_ctrl1<0> U5 AA22
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106 mezz1_ctrl1<1> U5 AA23
107 mezz1_ctrl1<2> U5 AB24
108 mezz1_ctrl1<3> U5 AC24
205 mezz1_ctrl1<4> U5 W23
206 mezz1_ctrl1<5> U5 Y23
207 mezz1_ctrl1<6> U5 V23
208 mezz1_ctrl1<7> U5 AA24
209 GND
210 GND
211 GND
212 GND

Table B.3: Extension connector (J3) pinout.
Pin Signal Name FPGA Pin

+ - + -
5 7 TDC2_BANK0<0> U3 F3 E3
9 11 TDC2_BANK0<1> U3 C2 B2
13 15 TDC2_BANK0<2> U3 B1 A1
17 19 TDC2_BANK0<3> U3 E1 D1
21 23 TDC2_BANK0<4> U3 H2 G2
25 27 TDC2_BANK0<5> U3 J5 H5
29 31 TDC2_BANK0<6> U3 K1 J1
33 35 TDC2_BANK0<7> U3 L5 L4
37 39 TDC2_BANK0<8> U3 M1 L1
41 43 TDC2_BANK0<9> U3 N4 N3
45 47 TDC2_BANK0<10> U3 P2 N2
49 51 TDC2_BANK0<11> U3 R1 P1
6 8 TDC2_BANK0<12> U3 K6 J6
10 12 TDC2_BANK0<13> U3 H4 G4
14 16 TDC2_BANK0<14> U3 E2 D2
18 20 TDC2_BANK0<15> U3 G1 F1
22 24 TDC2_BANK0<16> U3 H3 G3
26 28 TDC2_BANK0<17> U3 K4 J4
30 32 TDC2_BANK0<18> U3 K2 J2
34 36 TDC2_BANK0<19> U3 L3 K3
38 40 TDC2_BANK0<20> U3 M6 M5
42 44 TDC2_BANK0<21> U3 M3 M2
46 48 TDC2_BANK0<22> U3 P6 N5
50 52 TDC2_BANK0<23> U3 P5 P4
53 55 TDC2_BANK1<0> U3 R6 T6
57 59 TDC2_BANK1<1> U3 T5 U5
61 63 TDC2_BANK1<2> U3 U3 V3
65 67 TDC2_BANK1<3> U3 V4 W4
69 71 TDC2_BANK1<4> U3 W2 Y2
73 75 TDC2_BANK1<5> U3 Y4 AA4
77 79 TDC2_BANK1<6> U3 AA1 AB1
81 83 TDC2_BANK1<7> U3 AB3 AB2
85 87 TDC2_BANK1<8> U3 U6 V5
89 91 TDC2_BANK1<9> U3 AB7 AB6
93 95 TDC2_BANK1<10> U3 AA8 AB8
97 99 TDC2_BANK1<11> U3 W9 Y9
54 56 TDC2_BANK1<12> U3 R3 R2
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58 60 TDC2_BANK1<13> U3 R4 T4
62 64 TDC2_BANK1<14> U3 T1 U1
66 68 TDC2_BANK1<15> U3 U2 V2
70 72 TDC2_BANK1<16> U3 V7 W7
74 76 TDC2_BANK1<17> U3 W1 Y1
78 80 TDC2_BANK1<18> U3 Y3 AA3
82 84 TDC2_BANK1<19> U3 AA5 AB5
86 88 TDC2_BANK1<20> U3 W6 W5
90 92 TDC2_BANK1<21> U3 Y6 AA6
94 96 TDC2_BANK1<22> U3 Y8 Y7
98 100 TDC2_BANK1<23> U3 V9 V8
109 111 TDC3_BANK0<0> U4 F3 E3
113 115 TDC3_BANK0<1> U4 C2 B2
117 119 TDC3_BANK0<2> U4 B1 A1
121 123 TDC3_BANK0<3> U4 E1 D1
125 127 TDC3_BANK0<4> U4 H2 G2
129 131 TDC3_BANK0<5> U4 J5 H5
133 135 TDC3_BANK0<6> U4 K1 J1
137 139 TDC3_BANK0<7> U4 L5 L4
141 143 TDC3_BANK0<8> U4 M1 L1
145 147 TDC3_BANK0<9> U4 N4 N3
149 151 TDC3_BANK0<10> U4 P2 N2
153 155 TDC3_BANK0<11> U4 R1 P1
110 112 TDC3_BANK0<12> U4 K6 J6
114 116 TDC3_BANK0<13> U4 H4 G4
118 120 TDC3_BANK0<14> U4 E2 D2
122 124 TDC3_BANK0<15> U4 G1 F1
126 128 TDC3_BANK0<16> U4 H3 G3
130 132 TDC3_BANK0<17> U4 K4 J4
134 136 TDC3_BANK0<18> U4 K2 J2
138 140 TDC3_BANK0<19> U4 L3 K3
142 144 TDC3_BANK0<20> U4 M6 M5
146 148 TDC3_BANK0<21> U4 M3 M2
150 152 TDC3_BANK0<22> U4 P6 N5
154 156 TDC3_BANK0<23> U4 P5 P4
157 159 TDC3_BANK1<0> U4 R6 T6
161 163 TDC3_BANK1<1> U4 T5 U5
165 167 TDC3_BANK1<2> U4 U3 V3
169 171 TDC3_BANK1<3> U4 V4 W4
173 175 TDC3_BANK1<4> U4 W2 Y2
177 179 TDC3_BANK1<5> U4 Y4 AA4
181 183 TDC3_BANK1<6> U4 AA1 AB1
185 187 TDC3_BANK1<7> U4 AB3 AB2
189 191 TDC3_BANK1<8> U4 U6 V5
193 195 TDC3_BANK1<9> U4 AB7 AB6
197 199 TDC3_BANK1<10> U4 AA8 AB8
201 203 TDC3_BANK1<11> U4 W9 Y9
158 160 TDC3_BANK1<12> U4 R3 R2
162 164 TDC3_BANK1<13> U4 R4 T4
166 168 TDC3_BANK1<14> U4 T1 U1
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170 172 TDC3_BANK1<15> U4 U2 V2
174 176 TDC3_BANK1<16> U4 V7 W7
178 180 TDC3_BANK1<17> U4 W1 Y1
182 184 TDC3_BANK1<18> U4 Y3 AA3
186 188 TDC3_BANK1<19> U4 AA5 AB5
190 192 TDC3_BANK1<20> U4 W6 W5
194 196 TDC3_BANK1<21> U4 Y6 AA6
198 200 TDC3_BANK1<22> U4 Y8 Y7
202 204 TDC3_BANK1<23> U4 V9 V8

single-ended section
1 mezz2_ctrl0<0> U5 H2
2 mezz2_ctrl0<1> U5 K5
3 mezz2_ctrl0<2> U5 H1
4 mezz2_ctrl0<3> U5 L4

101 mezz2_ctrl0<4> U5 N7
102 mezz2_ctrl0<5> U5 M6
103 mezz2_ctrl0<6> U5 N6
104 mezz2_ctrl0<7> U5 M5
105 mezz2_ctrl0<0> U5 T14
106 mezz2_ctrl0<1> U5 T15
107 mezz2_ctrl0<2> U5 U15
108 mezz2_ctrl0<3> U5 U16
205 mezz2_ctrl0<4> U5 V18
206 mezz2_ctrl0<5> U5 T18
207 mezz2_ctrl0<6> U5 W18
208 mezz2_ctrl0<7> U5 T17
209 GND
210 GND
211 GND
212 GND

Table B.4: Extension connector (J4) pinout.
Pin Signal Name FPGA Pin

+ - + -
5 7 TDC2_BANK2<0> U3 C13 B13
9 11 TDC2_BANK2<1> U3 E13 E14
13 15 TDC2_BANK2<2> U3 D14 D15
17 19 TDC2_BANK2<3> U3 B15 B16
21 23 TDC2_BANK2<4> U3 E16 D16
25 27 TDC2_BANK2<5> U3 B17 B18
29 31 TDC2_BANK2<6> U3 B20 A20
33 35 TDC2_BANK2<7> U3 C18 C19
37 39 TDC2_BANK2<8> U3 E19 D19
41 43 TDC2_BANK2<9> U3 E21 D21
45 47 TDC2_BANK2<10> U3 F16 E17
49 51 TDC2_BANK2<11> U3 F13 F14
6 8 TDC2_BANK2<12> U3 A13 A14
10 12 TDC2_BANK2<13> U3 C14 C15
14 16 TDC2_BANK2<14> U3 A15 A16
18 20 TDC2_BANK2<15> U3 D17 C17
22 24 TDC2_BANK2<16> U3 A18 A19
26 28 TDC2_BANK2<17> U3 B21 A21
30 32 TDC2_BANK2<18> U3 C22 B22
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34 36 TDC2_BANK2<19> U3 D20 C20
38 40 TDC2_BANK2<20> U3 E22 D22
42 44 TDC2_BANK2<21> U3 F18 E18
46 48 TDC2_BANK2<22> U3 F19 F20
50 52 TDC2_BANK2<23> U3 G21 G22
53 55 TDC2_BANK3<0> U3 H20 G20
57 59 TDC2_BANK3<1> U3 J22 H22
61 63 TDC2_BANK3<2> U3 J20 J21
65 67 TDC2_BANK3<3> U3 K21 K22
69 71 TDC2_BANK3<4> U3 L19 L20
73 75 TDC2_BANK3<5> U3 M18 L18
77 79 TDC2_BANK3<6> U3 N22 M22
81 83 TDC2_BANK3<7> U3 G17 G18
85 87 TDC2_BANK3<8> U3 G15 G16
89 91 TDC2_BANK3<9> U3 M15 M16
93 95 TDC2_BANK3<10> U3 L14 L15
97 99 TDC2_BANK3<11> U3 M13 L13
54 56 TDC2_BANK3<12> U3 J19 H19
58 60 TDC2_BANK3<13> U3 H17 H18
62 64 TDC2_BANK3<14> U3 K18 K19
66 68 TDC2_BANK3<15> U3 M21 L21
70 72 TDC2_BANK3<16> U3 N20 M20
74 76 TDC2_BANK3<17> U3 N18 N19
78 80 TDC2_BANK3<18> U3 K17 J17
82 84 TDC2_BANK3<19> U3 L16 K16
86 88 TDC2_BANK3<20> U3 J15 H15
90 92 TDC2_BANK3<21> U3 J14 H14
94 96 TDC2_BANK3<22> U3 K13 K14
98 100 TDC2_BANK3<23> U3 H13 G13
109 111 TDC3_BANK2<0> U4 C13 B13
113 115 TDC3_BANK2<1> U4 E13 E14
117 119 TDC3_BANK2<2> U4 D14 D15
121 123 TDC3_BANK2<3> U4 B15 B16
125 127 TDC3_BANK2<4> U4 E16 D16
129 131 TDC3_BANK2<5> U4 B17 B18
133 135 TDC3_BANK2<6> U4 B20 A20
137 139 TDC3_BANK2<7> U4 C18 C19
141 143 TDC3_BANK2<8> U4 E19 D19
145 147 TDC3_BANK2<9> U4 E21 D21
149 151 TDC3_BANK2<10> U4 F16 E17
153 155 TDC3_BANK2<11> U4 F13 F14
110 112 TDC3_BANK2<12> U4 A13 A14
114 116 TDC3_BANK2<13> U4 C14 C15
118 120 TDC3_BANK2<14> U4 A15 A16
122 124 TDC3_BANK2<15> U4 D17 C17
126 128 TDC3_BANK2<16> U4 A18 A19
130 132 TDC3_BANK2<17> U4 B21 A21
134 136 TDC3_BANK2<18> U4 C22 B22
138 140 TDC3_BANK2<19> U4 D20 C20
142 144 TDC3_BANK2<20> U4 E22 D22

continued on next page



142 B. Connector Pinouts

146 148 TDC3_BANK2<21> U4 F18 E18
150 152 TDC3_BANK2<22> U4 F19 F20
154 156 TDC3_BANK2<23> U4 G21 G22
157 159 TDC3_BANK3<0> U4 H20 G20
161 163 TDC3_BANK3<1> U4 J22 H22
165 167 TDC3_BANK3<2> U4 J20 J21
169 171 TDC3_BANK3<3> U4 K21 K22
173 175 TDC3_BANK3<4> U4 L19 L20
177 179 TDC3_BANK3<5> U4 M18 L18
181 183 TDC3_BANK3<6> U4 N22 M22
185 187 TDC3_BANK3<7> U4 G17 G18
189 191 TDC3_BANK3<8> U4 G15 G16
193 195 TDC3_BANK3<9> U4 M15 M16
197 199 TDC3_BANK3<10> U4 L14 L15
201 203 TDC3_BANK3<11> U4 M13 L13
158 160 TDC3_BANK3<12> U4 J19 H19
162 164 TDC3_BANK3<13> U4 H17 H18
166 168 TDC3_BANK3<14> U4 K18 K19
170 172 TDC3_BANK3<15> U4 M21 L21
174 176 TDC3_BANK3<16> U4 N20 M20
178 180 TDC3_BANK3<17> U4 N18 N19
182 184 TDC3_BANK3<18> U4 K17 J17
186 188 TDC3_BANK3<19> U4 L16 K16
190 192 TDC3_BANK3<20> U4 J15 H15
194 196 TDC3_BANK3<21> U4 J14 H14
198 200 TDC3_BANK3<22> U4 K13 K14
202 204 TDC3_BANK3<23> U4 H13 G13

single-ended section
1 mezz3_ctrl1<0> U5 N1
2 mezz3_ctrl1<1> U5 M1
3 mezz3_ctrl1<2> U5 L5
4 mezz3_ctrl1<3> U5 M4

101 mezz3_ctrl1<4> U5 K2
102 mezz3_ctrl1<5> U5 K1
103 mezz3_ctrl1<6> U5 L3
104 mezz3_ctrl1<7> U5 J1
105 mezz3_ctrl1<0> U5 W20
106 mezz3_ctrl1<1> U5 T20
107 mezz3_ctrl1<2> U5 Y20
108 mezz3_ctrl1<3> U5 U20
205 mezz3_ctrl1<4> U5 V19
206 mezz3_ctrl1<5> U5 U19
207 mezz3_ctrl1<6> U5 W19
208 mezz3_ctrl1<7> U5 T19
209 GND
210 GND
211 GND
212 GND



C. TDC Input Mapping

In compliance with the COMPASS online data format [65], the TDC inputs of the
ARAGORN front-end are distinguished by port and channel identifiers. The default
mapping of the extension board connectors is listed in Tab. C.1.



Table C.1: Mapping of the TDC inputs in the firmware design to the extension
board connectors (J1 – J4).

Port Channel Signal Name FPGA Conn.
from to from to

0 0 23 TDC0_BANK0<0> <23> U1 J1
0 24 31 TDC0_BANK1<0> <7> U1 J1
1 0 15 TDC0_BANK1<8> <23> U1 J1
1 16 31 TDC0_BANK2<0> <15> U1 J2
2 0 7 TDC0_BANK2<16> <23> U1 J2
2 8 31 TDC0_BANK3<0> <23> U1 J2

3 0 23 TDC1_BANK0<0> <23> U2 J1
3 24 31 TDC1_BANK1<0> <7> U2 J1
4 0 15 TDC1_BANK1<8> <23> U2 J1
4 16 31 TDC1_BANK2<0> <15> U2 J2
5 0 7 TDC1_BANK2<16> <23> U2 J2
5 8 31 TDC1_BANK3<0> <23> U2 J2

6 0 23 TDC2_BANK0<0> <23> U3 J3
6 24 31 TDC2_BANK1<0> <7> U3 J3
7 0 15 TDC2_BANK1<8> <23> U3 J3
7 16 31 TDC2_BANK2<0> <15> U3 J4
8 0 7 TDC2_BANK2<16> <23> U3 J4
8 8 31 TDC2_BANK3<0> <23> U3 J4

9 0 23 TDC3_BANK0<0> <23> U4 J3
9 24 31 TDC3_BANK1<0> <7> U4 J3
10 0 15 TDC3_BANK1<8> <23> U4 J3
10 16 31 TDC3_BANK2<0> <15> U4 J4
11 0 7 TDC3_BANK2<16> <23> U4 J4
11 8 31 TDC3_BANK3<0> <23> U4 J4
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