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1. Introduction

One of the most important challenges of physics is the exploration of the matter surround-
ing us. By the end of the 19th century it was known that all visible matter consisted of
the so-called atoms. Meyer and Medelejev succeeded in not only arranging them, but also
in making precise predictions about further elements, which were still undiscovered back
then [1]. This was a first indication that atoms could have a substructure.
By scattering �-particles on a thin gold foil, Rutherford was able to prove, that atoms

consist of a small hard core, the nucleus, that contains the complete positive charge while
the negative charge was distributed in a larger hull [2]. With the discovery of the neutron
in 1932, all constituents of the atoms became known [3]: The electron, the proton and the
neutron. In 1930 the neutrino was postulated from �-decay spectra and in 1935 a pion was
introduced as the particle being responsible for the nuclear interactions [4].
As early as 1927, the heat capacity of hydrogen was measured at low temperatures. The

degree of freedom of the nucleus resulting from its spin leads to an anomaly inexplicable
by classic thermodynamics [5]. A precision measurement of the magnetic moment of
hydrogen was also incompatible with the assumption of the proton being point-like [6].
Despite this, the set of known particles was thought to be complete by then. These two
hydrogen measurements, however, were an indication that even the proton might have a
substructure.
The discovery of the muon in cosmic radiation led to the discovery of more and more

new particles in the following years. In 1964 Gell-Mann and Zweig suggested a model
that was able to explain all known particles: the Quark model [7]. The breakthrough for
this model came only later, when the proton’s substructure was confirmed at SLAC1 [8].
The measurements confirmed the proton to be made up of point-like constituents, called
the quarks. In order to make the model complete, a set of gluons, which are the medi-
ators of the strong interaction between these quarks, was postulated. These gluons were
also searched for and first found at DESY2 [9]. These findings brought the quark model
wide acceptance and ultimately a Nobel prize [10]. Ever since then, the measurements
1Stanford Linear Accelerator Center
2Deutsches Elektronen SYncrotron
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of the nucleons’ constituents have been conducted, becoming more and more precise over
the years. This model has been an invaluable contribution to the field since one of the
main goals of particle physics is to derive any physical quantities of the nucleons from
knowledge about the quarks and gluons. The spin of the nucleon, which is a well-known
quantummechanical quantity, is of particular interest, since it can be measured with a very
high precision. Surprisingly, however, it is still unknown how the constituents generate it.
According to Jaffe and Manohar, the spin of the proton can be decomposed into [11]:

Jz =
1
2
ΔΣ + Δg + ⟨Lz⟩, (1.1)

where Jz is the total angular momentum, 1
2
ΔΣ is the direct contribution from quarks and

anti-quarks, Δg is the contribution from the gluons and ⟨Lz⟩ is the contribution from the
orbital angular momenta of the quarks, antiquarks and gluons. For protons, Jz = 1

2
ℏ is

a well-measured quantity [12]. With the introduction of polarized beams and targets the
contribution of all quarks and anti-quarks in a nucleon, ΔΣ, became accessible. The first
experiment that was able to measure this quantity to a sufficient uncertainty was the EMC3
experiment at CERN4. Its surprising result showed that all quarks and antiquarks together
only accounted for about 38% of the protons’ spin [13]. The resulting problem was also
called the “spin-puzzle”. The COMPASS5 experiment at CERN, a successor to SMC6,
carried out polarized muon proton scattering and constrained the gluon contribution to
the proton spin to be smaller than |Δg| < 0.2ℏ [14–16]. While being an important part
of the solution to the “spin-puzzle”, it still does not solve the puzzle completely. Another
contribution comes from the orbital angular momenta, ⟨Lz⟩, of the quarks and gluons.
Unfortunately, there is still no known direct experimental access to them.
A different approach of spin decomposition for the proton suggests an access to the total

angular momenta via the generalized parton distributions [17]. These distributions link
the elastic nucleon form factors to the parton distribution functions and may help to solve
the “spin-puzzle”. This indirect access is the main motivation for this thesis. In Chapter
2, the theory of particle scattering is introduced starting with Rutherford scattering up
to the recent developments in the generalized parton distributions. The measurement of
these is a very challenging task itself, since it is required that sums and differences of total
cross sections of rare exclusive processes be measured. The most promising process is
deeply virtual Compton scattering. A muon is scattered off a proton, which stays intact,
while almost all of the transferred energy is converted into a single photon. Since the
process is rare, a high luminosity is needed to find it. On the downside, however, the
high rate creates a vast amount of background, which easily hides the single photon. The
COMPASS-II experiment, standing in the tradition of EMC, SMC and COMPASS, is
optimized to overcome these issues. The experimental setup is introduced in Chapter 3.
Technically, themeasurement of sums of exclusive processes requires a verywell-known

acceptance of up to three percent uncertainty. To increase the accuracy of the experimental
description in the Monte-Carlo, new features were introduced to the COMPASS-II simu-
lation software chain. These improvements mainly focused on adding simulation details,
3EuropeanMuon Collaboration
4Conseil Européen pour la Recherche Nucléaire
5COmmonMuon Proton Apparatus for Structure and Spectroscopy
6Spin Muon Collaboration
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which can only be accessed empirically, are introduced in Chap. 4. In order for spatial
anisotropies to be taken into account in detector performance, a new set of tools was cre-
ated allowing for a two dimensional extraction of efficiencies. These tools were used to
create a full set of pseudo efficiencies for the 2012 pilot run data of the experiment. The
tools, efficiency maps and the results are presented in Sec 4.1.
The exclusive photons, as well as the photons from neutral pions, need to be measured

in the electromagnetic calorimeters, which is why their performance is of peculiar interest
in the simulation. The data taking of COMPASS-II in 2016 and 2017 will produce vast
amounts of data, that will need to be accompanied by even larger amounts of Monte-
Carlo. To ease the generation of a simulation sample of the necessary size, the generation
process needed an optimization. This system allows for the response of the spectrometer
to the pile-up muons from the beam and the halo to be precomputed, and to save it to a
new binary file format. The caching not only brings a drastic speed-up to the simulation as
redundant muon tracking is omitted, but also allows to start the Monte-Carlo generation
before the muon flux is known. This feature, that was already used in the 2012 pilot run
Monte-Carlo generation, is described in Sec. 4.2.
To take the electronic noise generated by the photomultiplier and the front-end elec-

tronics into account, a new software module was created. This new module allows for
extraction of the background profiles from real data on a cell-wise base as well as the
re-injection of background according to these profiles into the reconstruction. A set of
profiles was extracted from the 2012 pilot run data. This work is presented in Sec. 4.3.
Also, a new Monte-Carlo simulation software, called TGEANT7, was created from

scratch over the last years in order to ensure a good simulation of the experiment. The soft-
ware simulates the interaction of particles and the detector response inside the experimen-
tal setup. Here, an appropriate event generator for exclusive reactions in the COMPASS-
II kinematics comes into the game. A new C++ based event generator, HEPGen++,
is presented in Chapter 5. It features different models for the exclusive muoproduction
off protons. The generator also contains the production of single photons and different
exclusively produced mesons, which are either experimentally valuable on their own or
important background channels.
The exclusive production of neutral pions is of special interest since they decay into two

hard photons, which makes them an important background, while, at the same time, the
cross section can be used to constrain the generalized parton distributions. Currently the
most sophisticated models for this exclusive neutral pion production are the model by S.
Goloskokov and P. Kroll and the production model by S. Liuti and G. Goldstein. The
C++ implementation of the model by Goloskokov and Kroll in HEPGen++ is presented
in Chapter 6.

7Total GEometry ANd Tracking
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2. Theory

This chapter presents an introduction to the theoretical background which is essential for
the rest of the thesis. In Sec. 2.1 elastic scattering is introduced from the Rutherford equa-
tion to the elastic form factors. Section 2.2 takes the step to deep inelastic scattering cross
section, structure functions and parton distribution functions. This is generalized to the
polarized case in Sec 2.3. With the polarized deep inelastic scattering theory, the spin
puzzle naturally comes up. The issue of the integrated charge-square weighted sums of
the helicity distributions not adding up to the nucleon spin is elaborated on in Sec. 2.4. As
a possible solution, the generalized parton distributions are introduced in Sec. 2.5. More-
over, exclusive production processes need to be measured in order to get experimental
access to these functions. They are classified as either deeply virtual compton scattering,
introduced in Sec. 2.6, for the production of photons, or hard exclusive meson production
in case of mesons (see Sec. 2.7). With the help of models, these cross section measure-
ments can be used to constrain the generalized parton distributions. A current status is
given in Sec. 2.8.



6 2. Theory

2.1 Elastic Scattering
2.1.1 Cross Sections
The elastic scattering of point-like, spin-less particles is well known and can be calcu-

lated exactly. When scattering leptons off nucleons the Rutherford cross section can be
assumed to be valid [18]:

( d�
dΩ

)

Rutℎerford
=

(e2)2

(4��0)2 (4Ekin)2 sin
4 Θ
2

. (2.1)

In this equation e is the elementary charge, �0 is the vacuum permittivity and Ekin is thekinetic energy of the beam particle. The angleΘ is the polar scattering angle, defined with
respect to the unscattered “incoming” particle. At higher energies the relativistic effects
and the spin become important. In order to consider helicity conservation an additional
term can be multiplied to this cross section. The result is the so-called Mott cross section
[18]:

( d�
dΩ

)∗

Mott
=
( d�
dΩ

)

Rutℎerford
⋅
(

1 − �2 sin2 Θ
2

)

. (2.2)

2.1.2 Form Factors
When measuring experimental cross sections, it was noticed that only in the limit of

|q⃗| = |p⃗ − p⃗′| → 0 the Mott cross section is in agreement with data. The q⃗ is defined
as the momentum transfer, which is the difference between the incoming beam particles
momentum p⃗ and the scattered beam particle p⃗′. Otherwise the data are systematically
lower due to the geometric dimension of the target. Form factors can be introduced to
account for this effect [18]:

( d�
dΩ

)∗

Exp
=
( d�
dΩ

)∗

Mott
⋅ |F (q⃗2)|2. (2.3)

These form factors are the Fourier transform of the charge distribution

f (r) = 1
(2�)3 ∫

F (q⃗2)e−iq⃗x⃗∕ℏd3q⃗. (2.4)

Here the intermediate step via f (x⃗)was omitted, as x⃗ in this case has an angular symmetry,
so only the radial part is of interest. In the case of scattering off an electron F (q⃗2) = const
hence f (r) = �(r)∕4� so the electron is point-like. Now considering the proton, a spin-1

2particle with mass mp, the cross section becomes [19]:
( d�
dΩ

)

=
( d�
dΩ

)

Mott

⋅
[

F 2
1 +

Q2

4mp

{

F 2
2 + 2(F

2
1 + F

2
2 )
2 tan2(�∕2)

}

]

.
(2.5)

This is called the Rosenbluth cross section. It should be noted that the dependence of the
form factors is written here in terms of Q2 = −q2 where q is the four-momentum transfer.
The definition is given later in Tab. 2.1. It contains two elastic nucleon form factors,
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l
k k' l'

N X

*γ

Figure 2.1: The graph of an arbitrary DIS process.

the so-called Dirac form factor F1(Q2) and the Pauli form factor F2(Q2). These can be
recombined to the Sachs parametrization of the elastic form factors [20]:

GM (Q2) = F1(Q2) + F2(Q2), (2.6)
Ge(Q2) = F1(Q2) − Q2

4mp
F2(Q2). (2.7)

2.2 Deep Inelastic Scattering
2.2.1 Kinematic Variables
The process of leptons being scattered off nucleons can in general be written as

lN → l′X

where l and l′ is the lepton1, N is the nucleon and X is the hadronic final state. This
process is shown in Fig. 2.1 and can be used to derive the kinematic variables listed in Tab.
2.1. When the energy of the four-momentum transfer is high enough, Q2 > 1 (GeV∕c)2,
the virtual photon can interact with the constituents of the nucleon, the partons. These
partons are subject to the strong interaction and consequently energy can be absorbed into
excitation. The mass of the hadronic final state W can be used to destinguish between
the region of elastic scattering (W = mp), inelastic excitation (W ≲ 2GeV∕c2) and deep
inelastic scattering where the proton can be fully fragmented (W large w.r.t. mp).

2.2.2 Structure Functions
In inclusive DIS only the scattered lepton is measured while the final hadronic state is

unknown, hence it is integrated over. In the case of semi-inclusive DIS, also abbreviated
SIDIS2, the final hadronic state is measured partially. Finally, in the exclusive DIS the
complete final state is detected. In the Bjorken limit Q2 → ∞, xbj = const the cross
section can be written as a product of the leptonic tensor and the hadronic tensor:

d� ∼ L��W �� . (2.8)
The leptonic tensor L�� contains the hard part of the interaction and can be calculated
with quantum electrodynamics theory. The hadronic tensorW �� is mainly unknown and
1Also contains anti-leptons
2Semi inclusive deep inelastic scattering
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Table 2.1: Used kinematical variables for the DIS

Variable Description

k = (E, k⃗) Momentum of the incident lepton, see Fig. 2.1.
k′ = (E′, k⃗′) Momentum of the scattered lepton, see Fig. 2.1.
p = (Ep, p⃗) Momentum of the target proton.
q = k − k′ Momentum of the virtual photon ∗, see Fig. 2.1.
Θ Polar angle of the scattered lepton

with respect to the incident lepton.
Q2 ∶= −q2 = (k − k′)2

lab
= 4EE′

c2
sin2 Θ

2
Negative four-momentum transfer squared.

xbj ∶=
Q2

2pq
= Q2

2mp�
Bjorken scaling variable.

W 2c2 ∶= (p + q)2
lab
= m2p + 2mp� −Q

2 Invariant mass squared of
the final hadronic state.

� ∶= p⋅q
mp

lab
= E − E′ The total energy of the ∗,

transferred from incident to scattered muon.
y ∶= �

E

Fraction of the transferred energy
between incident and scattered muon.

z ∶= Eℎad
�

The energy fraction of the ∗
of a final hadron with the energy Eℎad .

� ≈ xbj
2−xbj

The skewness of an exclusive process.

t ∶= (p − p′)2 = −Δ2 Squared four-momentrum transfer from target
to the recoiled proton.

t′ ∶= t − t0 = t + 4
m2p�

2

1−�2
t corrected for the minimal possible t0.

therefore the interesting quantity for experiments. However, even though it is unknown,
theory can be used to place some constraints on it. The hadronic tensorW �� contains six
structure functionsW1 toW6 in its most general form. To simplify, unpolarized scattering
will be assumed first. In addition, since the invariant mass in the COMPASS-II experiment
is limited to √s = √

k + p < 19 GeV∕c2 which is well below the Z0 mass, only virtual
photons are considered. With the conservation of probability current at the vertex, the
hadronic tensor can be simplified to [21]:

W �� = W1

(

−g�� +
q�q�

q2

)

+
W2

m2p

(

p� −
p ⋅ q
q2

q�
)(

p� −
p ⋅ q
q2

q�
)

. (2.9)

This expression can be used to write the cross section of the inclusive DIS as [22]:
d�
dq2d�

= 4��2

q4
[

W2cos2
(Θ
2

)

+ 2W1sin
2
(Θ
2

)]

. (2.10)
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The structure functionsWi that are used to express the hadronic tensor are generally func-tions of two independent variables, e.g. Q2, �. Experimental data has proven that, over a
wide range of Q2 and xbj, the Wi can be substituted by two dimensionless functions of
only xbj:

MW1(Q2, v)→ F1(xbj) (2.11)
W2(Q2, v)→ F2(xbj). (2.12)

This phenomenon is called Bjorken scaling and can also be explained by the parton model.
As the structure functions do not stronly depend on Q2 and over a wide kinematic range
the struck partons can be assumed to be point-like. This scaling behavior can be seen in
Fig. 2.2.
By using equation 2.10 and replacing theW1 andW2 with F1 and F2 and then comparing

coefficients with the cross section of scattering off point-like spin-1
2
particles, the so-called

Callan-Gross relation follows:
2xbjF1(xbj) = F2(xbj). (2.13)

As it is experimentally well proven, the partons are spin-1
2
particles.

2.2.3 Parton Distribution Functions
The structure functions can be parametrized as a sum of charge-square weighted proba-

bility distributions to find a quark of the given flavour at a fixed xbj . These probability func-tions are called parton distribution functions or PDFs3 in short. The function qf (xbj)dxbjdenotes the expectation value of the probability of hitting a quark of flavour f in the in-
terval of [xbj , xbj + dxbj]. With these functions, F2 can be written as:

F2(xbj) = xbj
∑

f
e2f (qf (xbj) + q̄f (xbj)). (2.14)

Figure 2.3 shows these PDFs on a large range of xbj . As expected, it can be observed thatthe valence quarks are dominant in the high xbj regime, and that the sea quarks are gaining
influence as xbj is getting lower. In Fig. 2.2, a small violation of the Bjorken scaling is
already visible. This deviation is coming from higher order corrections of the quantum
chromodynamics (QCD) theory. The interpretation of the probabilities at the different
energy scales is, that probability of finding a parton with a high momentum fraction is
lower at higher energy scales. This is also the reason, why the F2 structure function has
a positive slope in Fig. 2.2 at small xbj with rising Q2. The PDFs can be evolved to any
desired energy scale by the so-called DGLAP equations [24].

2.3 Polarized DIS
When it comes to polarized DIS, some new angles are introduced, see Fig. (2.4a, 2.4b).

The azimuthal angle �S can be written as:

�S =
(q⃗ × l⃗) ⋅ S⃗

|(q⃗ × l⃗) ⋅ S⃗|
arccos

(

(q⃗ × l⃗) ⋅ (q⃗ × S⃗)

|q⃗ × l⃗||q⃗ × S⃗|

)

, (2.15)

where S⃗ is the nucleon spin.
3Parton Distribution Functions
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Figure 2.2: Dependence of the proton structure function F2 on Q2 for various values of
fixed xbj [12].
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Figure 2.3: Dependence of the parton density functions for several quark types on xbj attwo different energy scales. In the lower energy regime, on the left, at xbj ≈ 0.3 the simple
valence quark model holds quite well, as there is almost no sea quark contamination. At
the higher energy scale, on the right, the sea quark and gluon PDF rise much faster. The
simple valence quark model das absolutely not hold here [23].
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(a) Definiton of the azimuthal angle � as the an-
gle between the l l’ plane and the l S plane. Please
note that the boldface letters in these figures de-
note vectors.

(b) Definition of the azimuthal angle �S as the
angle between the leptonic l l’ plane and the pro-
duction plane ∗ S.

Figure 2.4: Angle definitions in different reference systems [25].

2.3.1 Cross Section

The starting point for the polarized DIS is once more the equation 2.8. The tensors can
be split into symmetric (S) and anti-symmetric (A) parts under interchange of � and �,
resulting in the cross section equation [26]:

d2�
dΩdE′ =

�2

2mpq4
E′

E

[

L(S)��W
��(S) + L′(S)��W

��(S) − L(A)��W
��(A) − L′(A)��W

��(A)
]

. (2.16)

Here the term L(S)��W
��(S) is proportional to the spin-averaged unpolarized cross section

from equation 2.10. With s and s′ as the covariant spin four-vectors of the lepton initially
and finally, the parts of the leptonic tensor can be written as [26]:

L(S)�� = k�k
′
� + k

′
�k� − g��(k ⋅ k

′ − m2p), (2.17)
L(A)�� = mp"����s

�(k − k′)� , (2.18)
L′(S)�� =(k ⋅ s

′)(k′�s� + s�k
′
� − g��k

′ ⋅ s) − (k ⋅ k′ − m2p)(s�s
′
� + s

′
�s� − g��s ⋅ s

′)

+ (k′ ⋅ s)(s′�k� + k�s
′
�) − (s ⋅ s

′)(k�k′� + k
′
�k�),

(2.19)

L′(A)�� = mp"����s
′�(k − k′)� , (2.20)

where "���� is the Levi-Civita symbol of fourth order in such way, that:

"0123 = +1, (2.21)

and g�� is the Minkowsky metric.
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2.3.2 Structure Functions
The anti-symmetric terms of the hadronic tensor from equation 2.16 can also be ex-

pressed in terms of new structure functions G1 and G2:
1
2mp

W (A)
�� = (2.22)

�����q
�
[

mpS
�G1(P ⋅ q, q2) + [(P ⋅ q)S� − (S ⋅ q)P �]

G2(P ⋅ q, q2)
mp

]

. (2.23)

As G1 and G2 should also scale in the Bjorken limit, the Q2 dependence can be dropped
and dimensionless structure functions can be defined: g1(xbj) and g2(xbj).
Analogously to definition in equation 2.14, the polarized structure functions can be ex-

pressed in terms of corresponding polarized PDFs, called the helicity distributions Δqf :

g1(xbj) =
1
2
∑

f
e2fΔqf (x, S), (2.24)

g2(xbj) = 0. (2.25)
The structure function g2 cannot be interpreted and the simple parton model assumes it to
be zero. Non-zero values can be obtained by allowing fermi motion of quarks inside the
nucleon [26]. This is included in the QCD improved parton model. The function g1 forthe proton can be seen in Fig. 2.5. For a longitudinally polarized lepton and a transversely
polarized nucleon a transversity distribution ℎf1 can be defined. Here ℎf1 is the difference
in density of quarks with spin parallel to the nucleon spin and those which are anti-parallel.

2.4 Spin Puzzle
2.4.1 Quark Contribution
Out of all the results obtained from the polarized DIS, the following one was especially

interesting. The helicity distribution Δqf can be integrated to get the fraction of the total
spin carried by the given quark flavour f . This can be formulated as the equation:

Sz
f =

1
2
ℏ∫

1

0
dxbjΔq(xbj). (2.26)

The sum of these Sz
f was expected to be equal to about 60% of the full proton spin of

Jz =
1
2
ℏ, due to relativistic effects. Due to symmetry, the exchange relations for the

parton density, helicity and transversity distribution are as follows:
q̄f (xbj) = −qf (−xbj), (2.27)

Δq̄f (xbj) = −Δqf (−xbj), (2.28)
ℎ̄f1 (xbj) = −ℎ

f
1 (−xbj). (2.29)

With these relations the spin sum can be conveniently written as:

ΔΣ = ℏ
∑

f
∫

1

−1
dxbjΔqf (xbj). (2.30)
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Figure 2.5: The polarized structure function g1 against xbj for the proton. [23]
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The first experiment to measure this with sufficient accuracy, was the EMC experiment
at CERN. The surprising result was that this sum is only measured to [27]:

1
2
ΔΣ = 1

2
(0.14 ± 0.09 ± 0.21)ℏ. (2.31)

The measured range of Q2 was 1.5 (GeV∕c)2 < Q2 < 70 (GeV∕c)2. So the sum of all
quarks’ and anti-quarks’ spin only accounts for about 14% of the proton’s total spin. Nat-
urally, this raised the question of how the remaining spin of the proton is generated. The
resulting problem has been called “spin puzzle” or “spin crisis”.

2.4.2 Other Contributions

According to Jaffe and Manohar the total spin of the proton can be decomposed to [11,
28]:

Jz =
1
2
ΔΣ + Δg + ⟨Lz⟩, (2.32)

where Δg is the gluon polarization and ⟨Lz⟩ is the contribution of the angular momenta
of quarks and gluons. This decomposition is valid in the infinite momentum frame and
light-cone gauge. The measurement of the gluon spin contribution is a difficult task, as the
experimental access is not straightforward. First assumed to be in the order of Δg ≈ 3ℏ−
4ℏ by several theories [29] the measurements conducted by the COMPASS experiment,
as shown in Fig. 2.6, proved the value to be more than an order of magnitude smaller. The
conclusion from all COMPASS physics channels combined can today be written as[14–
16]:

|Δg| ≲ 0.2ℏ, (2.33)
with indications forΔg being positive [16]. The final contribution that is possible from the
Jaffe-Manohar decomposition are the angular momenta of quarks and gluons, ⟨Lz⟩. Theseare even more difficult to constrain or measure because there is no direct experimental
access to them.

2.5 Generalized Parton Distributions

2.5.1 Motivation

To tackle the obstacle of gaining access to the orbital angular momenta of quarks and
gluons, Ji introduced a new spin decomposition for the nucleon [17]:

1
2
ℏ =

∑

q
Jq + Jg. (2.34)

In this equation Jq is the total angular momentum of the quarks of flavour q and Jg is
the total angular momentum of the gluons. This decomposition can be shown to be valid
with longitudinally and transversely polarized moving nucleon, even though it is the nat-
ural decomposition in the nucleon rest frame [30]. The total angular momenta Jq and Jg
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Figure 2.6: Measurements of the Δg∕g from COMPASS, HERMES and SMC. [15]

are accessible via moments of new distributions, called generalized parton distributions
(GPD4). These GPDs are linked to the total angular momenta by Ji’s sum rule [17, 31]:

Jq =
1
2
ℏ∫

+1

−1
dxx[Hq(x, �, t = 0) + Eq(x, �, t = 0)], (2.35)

Jg =
1
2
ℏ∫

+1

0
dxx[Hg(x, �, t = 0) + Eg(x, �, t = 0)], (2.36)

with the GPDs H and E. The definition for the skewness � was already given in Tab.
2.1 and is further explained in Sec. 2.5.2. Experimental access to these GPDs exists by
measuring exclusive processes to a high precision.

2.5.2 Kinematics
In Sec. 2.2, the cross section was derived by using the factorization theorem to split

the interaction into a hard and a soft part. In the case of large photon virtuality, this
factorization holds true also for a finite momentum transfer to the target. Such exclusive
processes can be drawn in so-called handbag diagrams as shown in Fig. 2.7. The name
“handbag diagram” refers to the shape of the diagram. Here the GPDs encode the long-
range part of the interaction while the short range is given by the partonic amplitude. This
can be written as:

d� = [partonic amplitude]⊗ [GPD]. (2.37)
4Generalized Parton Distribtion
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hard leptonic part

soft hadronic part

γ (DVCS)
π,ω,ρ,...  (HEMP)

t=-Δ2

x+ξ x-ξ

N

P'GPDs

Figure 2.7: Handbag diagram of exclusive leptoproductions of photons or mesons.

x+ξ x-ξx+ξ ξ-x

-ξ 0 ξ 1

ξ-x

-1

-ξ-x

Figure 2.8: Parton model interpretation of the GPDs in different � regions. The arrows
in the lines follow the convention for Feynman graphs, the stand-alone arrow denotes
the space-like direction. In the first part (x ∈ [−1,−�]), an anti-quark is emitted and
reabsorbed by the nucleon. The part in the middle (x ∈ [−�, �]) shows an emission of a
quark followed by another emission by of an anti-quark. The last part, where x ∈ [�, 1]
shows the emission and reabsorption of a quark. Adapted from an original from [33].

The kinematic variables the GPDs depend on are the Mandelstam variable t, the so-
called skewness � and the internal variable x. The Mandelstam variable t is the four-
momentum transfer from the target nucleon to the recoiled target nucleon squared:

t = (p − p′)2 = −Δ2. (2.38)
The skewness parameter � quantifies the difference of quark momentum between initial
and final state from the mean value. In the COMPASS kinematics it can be approximated
as a function of xbj [32]:

� =
p − p′

p + p′
= xbj

1 + Δ2

2Q2

2 − xbj + xbj
Δ2

Q2

≈
xbj

2 − xbj
. (2.39)

With this skewness �, the longitudinal momentum fraction carried by the parton before(+)
and after(-) the interaction can be written as (x ± �). The variable x is an internal vari-
able and cannot be measured. Instead it needs to be removed by convoluting the GPDs
with a scattering kernel and integrating over it. In the parton model the � variable can be
interpreted in three different regions, as shown in Fig. 2.8. The three regions described
are:

1. x ∈ [�, 1]: x+ � as well as x− � are positive. This can be interpreted as an emission
followed by the reabsorption of a quark.
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Table 2.2: Classification of the GPDs in the scheme
“parton helicity conserving / parton helicity flip”.

unpolarized polarized
Nucleon helicity conservation Hq /Hq

T H̃q / H̃q
T

Nucleon helicity flip Eq / Eq
T Ẽq / Ẽq

T

2. x ∈ [−�, �]: As x+ � > 0 can be interpreted as a quark being emitted by the proton,
the x − � < 0 can be interpreted as the proton also emitting an anti-quark.

3. x ∈ [−1,−�]: This case is essentially the same as case 1, except that the emitted
and reabsorbed quark is an anti-quark.

2.5.3 Classification
There are several definitions of the GPDs that differ by some factors, see the refs [17, 33,

34]. GPDs that conserve the nucleon helicity are labeled H (vector transition), whereas
nucleon helicity flipping GPDs are named E (tensor transition). In case of the “polar-
ized”5, referring to the spin of the partons, rather than the target polarization, ones, typ-
ically a tilde is placed above. Therefore, for instance, the nucleon helicity conserving
GPD in the polarized case is denoted as H̃q(axial-vector transition), the nucleon helicity
flip GPD is written Ẽq (pseudoscalar transition). When it comes to quarks, there are four
more GPDs that require a helicity flip in the parton. These are called “transversity GPDs”
and they are typically indexed with a T as H̃q

T . The transversity GPDs are usually used inthe combination that is denoted with bar:
ĒT = 2H̃T + ET . (2.40)

All of these GPD-types are listed in Tab. 2.2. The parton helicity flip GPDs were neces-
sary to be introduced for hard exclusive meson production (HEMP) [35]. In the process
of exclusive muoproduction of photons, also called DVCS6, the only contribution is the
leading twist interaction between the virtual photon and the quark which conserves helic-
ity. Twist is a special quantum number introduced for DIS processes that depends both on
the dimension and spin of an operator. It is a convenient tool to identify the order of an
operator after the operator product expansion. It is defined as the dimension of an operator
� minus its spin [28]:

t� = d� − n�. (2.41)
In practice it is used to show the order of 1

Q2
of the effect seen in the experiment. It can be

written as:
d�� ∼

(

1
Q2

)p

, (2.42)
where p is defined as:

p = 2(1 + t). (2.43)
5See Sec. 2.5.4 for an explanation of the nomenclature
6Deeply Virtual Compton Scattering
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The leading twist for GPDs is twist-2. The higher-twist contributions can only occur in
combination with a higher-twist meson wave function. This is explained in detail in Chap-
ter 6.

2.5.4 Properties
The GPDs show some remarkable properties, which is the main reason today why they

are such an extensively studied field of interest. These properties are introduced in this
section.
2.5.4.1 Forward Limit

The forward limit is the case where p′ = p and helicities are equal in the initial and final
state. In this special case the GPDs become the ordinary parton distribution and helicity
distributions. This can be expressed in the equations [33]:

Hq(x, 0, 0) = qq(x), (2.44)
H̃q(x, 0, 0) = Δqq(x), (2.45)

for x > 0.In the case of x < 0 the relations are [33]:
Hq(x, 0, 0) = −q̄q(−x), (2.46)
H̃q(x, 0, 0) = Δq̄q(−x). (2.47)

When it comes to gluons, there is only the x > 0 case [33]:
Hg(x, 0, 0) = xg(x), (2.48)
H̃g(x, 0, 0) = xΔg(x). (2.49)

No such forward-limits to known distribution exist for the GPDs E and Ẽ for neither
gluons nor quarks. A model calculation for the GPDH is shown in Fig. 2.9. The forward
limit is marked by the red line.
2.5.4.2 Symmetry

The unpolarized GPDs for the gluons are even functions in x, while the polarized GPDs
for the gluons are odd functions in x. This results from gluons being their own anti-
particles. As the quark GPDs are neither even nor odd themselves often combinations of
them are considered like the so-called “singlet” combinations [33]:

Hq(+) = Hq(x, �, t) −Hq(−x, �, t), (2.50)
H̃q(+) = H̃q(x, �, t) + H̃q(−x, �, t) (2.51)

and the “nonsinglet” or “valence” combinations [33]:
Hq(−) = Hq(x, �, t) +Hq(−x, �, t), (2.52)
H̃q(−) = H̃q(x, �, t) − H̃q(−x, �, t). (2.53)

The “singlet” combinations correspond to C = +1 exchange, while the “valence” com-
binations correspond to C = −1 exchange. Photon or vector meson production chooses



20 2. Theory

Figure 2.9: GPDH from a model calculation from [36]. Clearly visible and marked with
the red line is the convergence towards the forward limit of the PDF q(x).

charge-even combinations, whereas pseudoscalar meson production selects charge-odd
combinations.
Another important symmetry comes from the time reversal relation which can be written

as:
GPD(x,−�, t) = GPD(x, �, t). (2.54)

It is valid forH, H̃, E, Ẽ for gluons and quarks alike. Also, the complex conjugate allows
for the relation:

[GPD(x,−�, t)]∗ = GPD(x, �, t), (2.55)
which is also valid forH, H̃, E, Ẽ.
2.5.4.3 Sum Rules
The GPDs show some interesting behavior in their first Mellin moments. The first mo-

ments deliver the local form factor currents as:

∫

1

−1
dxHq(x, �, t) = F q

1 (t), ∫

1

−1
dxEq(x, �, t) = F q

2 (t), (2.56)

∫

1

−1
dxH̃q(x, �, t) = gqA(t), ∫

1

−1
dxẼq(x, �, t) = gqp(t), (2.57)

where F1 and F2 are the Dirac and the Pauli form factors, introduced in equation 2.5 and gaand gp are the axial and the pseudoscalar ones. An important constraint on the GPDs also
relies on these moments by enforcing all moments of all GPDs to be writable as polyno-
mials of the order n or n+1 in � for the nth moment. This feature is called “polynomiality
of the GPDs”, which is somewhat deceptive.
One of the most important sum rules for spin physics is Ji’s sum rule, which was already

mentioned in the motivation in equation 2.36.
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b

xP

sea quarks
gluons

pion cloud valence quarks

x ~ 0.003 x ~ 0.03 x ~ 0.3

Figure 2.10: Schematic of nucleon tomography via impact parameter GPDs, note that b⃗ is
shown as b here. Adapted from [38].

2.5.4.4 Impact Parameter Space

The GPDs can also be fourier transformed. If evaluated at � = 0 and in the case of the
unpolarizedHq, the following relation can be shown [37]:

q(x, b⃗⟂) = ∫
d2Δ⟂
(2�)2

Hq(x, 0,−Δ2⟂)e
−ib⃗⟂⋅Δ⟂ . (2.58)

In this equation b⃗⟂ is the transverse impact parameter in space coordinates. As shown in
[37], this form fulfills positivity constraints, and can be interpreted as a probability density
distribution. This gives the impact parameter dependent parton distribution q(x, b⃗) great
importance. On the one hand, it allows for a quasi three-dimensional nucleon tomogra-
phy, as the impact parameter b⃗⟂ can be described with two transverse space coordinates,
indicated by⟂, while the momentum fraction dependence is longitudinally obtained. This
combination is very well-chosen, so that the uncertainty principle is not a problem here.
On the other hand, this relation allows to place constraints on the GPDs, because they need
to be formulated in such a way that these properties stay valid. This can be used to limit a
possible ansatz. Basic constraints are given below.

• Positivity and negativity:

∫ d2Δ⟂ exp (−ib⃗ ⋅ Δ⟂)Hq(x, 0,−Δ2⟂) ≥ 0 for x > 0, (2.59)
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Figure 2.11: Impact parameter dependant parton distribution u(x, b⃗⟂). [37]

∫ d2Δ⟂ exp (−ib⃗ ⋅ Δ⟂)Hq(x, 0,−Δ2⟂) ≤ 0 for x < 0. (2.60)

• Upper x limit:
For x→ 1 ∶ Hq(x, 0, t) = Hq(x, 0). (2.61)

• Lower x limit:
For x→ 0 ∶ rhadron ∼ � ln

1
x
. (2.62)

An ansatz that fulfills all of these constraints is shown in Fig. 2.11 and can be written as
[37]:

q(x, b⃗⟂) = q(x)
1

4�a(1 − x) ln 1
x

exp

(

−
b⃗2⟂

4a(1 − x) ln 1
x

)

. (2.63)

The parameter a is a model parameter introduced for the ansatz used in [37].
This principle has been researched to an even greater extent in [39].
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2.6 Deeply Virtual Compton Scattering
As already mentioned in the classification section, Sec. 2.5.3, DVCS is the exclusive

leptoproduction of real photons. At COMPASS, the production via muons is measured.
This process was the first process that Ji suggested to measure the GPDs, in which he also
formulated the amplitude for the DVCS process [17]. To make this cross section more
readable the compton form factors can be introduced. They are essentially an integrated
convolution of the hard scattering kernel or partonic amplitude with the GPD. This convo-
lution was already mentioned in equation 2.37. A general convention for these so-called
compton form factors is [40]:

 = ∫

1

−1
dx F (x, �, t) ⋅

(

1
� − x − i�

− 1
� + x − i�

)

(F = H,E), (2.64)

̃ = ∫

1

−1
dx F̃ (x, �, t) ⋅

(

1
� − x − i�

− 1
� + x − i�

)

(F̃ = H̃, Ẽ). (2.65)
The angle � is here the angle between the leptonic and the hadronic plane. With these the
full twist-3 amplitude for DVCS can be written as [32]:

|DVCS|2 =
e6

y2Q2

{

2
∑

n=0
cDVCSn cos(n�) +

2
∑

n=1
sDVCSn sin(n�)

}

. (2.66)

Here a twist-hierarchy is visible [41]:

1. c0( , ̃ )DVCS twist-2;
2. (c, s)( , ̃ )DVCS1 twist-3: Longitudinal transverse interference;
3. (c, s)( , ̃ )DVCS2 bilinear combinations of ordinary twist-2 and gluon transversity

terms.

The cn and sn are functions of the above-mentioned compton form factors  and ̃ .
When it comes to exclusive leptoproduction of photons, there is another process called

Bethe-Heitler process, which exists with the same final and initial state as the DVCS pro-
cess. Both of the processes are compared in Fig. 2.12. Due to the nature of quantum
mechanics, processes with identical initial and final states interfere on an amplitude level.
Therefore, the amplitudes for Bethe-Heitler, DVCS and the interference need to be con-
sidered for the complete cross section:

| |2 = |DVCS|2 + |BH|2 + Interference, (2.67)
where the interference term contains:

Interference =  ∗
DVCSBH +  ∗

BHDVCS. (2.68)

The Bethe-Heitler term is fully calculable in quantum electrodynamics and therefore
allows for normalizing or benchmarking. Its involvement via the interference term is of
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Figure 2.12: Processes with identical initial and final states: DVCS on the left, Bethe-
Heitler on the right.

enormous importance, as this allows for further analysis of GPD quantities from the same
data sample.
There are several interesting asymmetries that can bemeasured in order to put constraints

on the GPDs involved. What makes them interesting is their dependency on the compton
form factors and the GPDs. The d is in the following [42]:

d =
�3xbjy
8�Q2

(

1 +
4m2px

2
bj

Q2

)−1∕2

. (2.69)

The asymmetry for a polarized lepton and an unpolarized target in leading twist, also
called single spin asymmetry or SSA in short, can be written as [42]:

ΔSLd� = d�↑ − d�↓

= −
16(2 − y)

√

1 − xbj
√

1 − yxbj
√

−Δ2Q2
sin(�)

⋅ℑ
{

F11 +
xbj

2 − xbj
(F1 + F2)̃1 −

Δ2

4M2
F21

}

d.

(2.70)

The Compton form factors are defined in Eq. 2.64 and Eq. 2.65. The index notation
SL stands for "Single Lepton" and is the usual abbreviation used in papers by D. Müller.
There is no systematical nomenclature in this case, which is why [42] introduces these.
The differential cross section d�↑ denotes the result of leptons with their spin aligned in
the momentum direction, whereas d�↓ is the resulting cross section yielded by leptons
with their spin aligned against their momentum direction. For the unpolarized target there
is furthermore the charge asymmetry [42]:

Δunpc d� = d+�unp − d−�unp

= −
16(2 − 2y + y2)

√

1 − xbj
√

1 − yyx
√

−Δ2Q2
cos(�)

×ℜ
{

F11 +
xbj

2 − xbj
(F1 + F2)̃1 −

Δ2

4M2
F21

}

d.

(2.71)

For the COMPASS-II experiment the beam muons are produced via the pion decay.
This production method generates the muons with a natural polarization according to their
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charge. Therefore, the spin and charge asymmetry for COMPASS-II need to be combined
to a spin-charge asymmetry. The sum and the difference are both values of interest [43]:

CS,U = d�
+
← − d�

−
→ = 2[P�d�DVCSpol + e�ℜ(I)]

∝
(

{sDVCS1 sin(�)}
)

+
(

cI0 + c
I
1 cos(�) + {c

I
2 cos(2�) + c

I
3 cos(3�)}

)

,
(2.72)

CS,U = d�
+
← + d�

−
→ = 2[d�BH + d�DVCSunpol + e�P�ℑ(I)]

∝ 2[d�BH] +
(

cDVCS0 + {cDVCS1 cos(�) + cDVCS2 cos(2�)}
)

+ (sI1 sin(�) + {s
I
2 sin(2�)}).

(2.73)

These can be used to extract several interesting quantities. From the sum CS,U the
differential cross section in t and the so-called t-slope B can be extracted:

d�BH + d�DVCSunpol →
d�DVCS
d|t|

∝ exp(−B|t|). (2.74)

Using the definitions for the fourier coefficients in the cross sections in [32], their main
dependence can easily be condensed to:

• cI0 ∝ ℜ
{

Iunp +
Δ2

Q2
(Iunp + Δ

I
unp)

}

;

• cI1 ∝ ℜ
{

Iunp
}

;

• sI1 ∝ ℑ
{

Iunp
}

.

The internal coefficients  are used for these fourier coefficients, as in [32]:

Iunp = F1 +
xbj

2 − xbj
̃ − Δ2

2m2p
F2 . (2.75)

The main contribution is clearly the compton form factor , of which the imaginary and
the real part can be measured independently via the different fourier coefficients from the
sum and difference. All further form factors are kinematically suppressed by at least xbj

2−xbj
.

Coming back to the spin puzzle, all of this can be used to put constraints on the total
angular momentum of quarks and gluons. Results from both experiments and lattice cal-
culations are shown in the Fig. 2.13. The experimental measurements from JLAB Hall
A and the HERMES collaboration are in good agreement with the results from lattice
calculations.

2.7 Hard Exclusive Meson Production
The hard exclusive meson production, or HEMP in short, is another vital tool of con-

straining GPDs. The production of vector mesons such as �0, �±, !, � or J∕ is possible
as well as pseudoscalar mesons like the �0, �±, K± and �. The handbag scheme, that is
used for factorization is shown in Fig. 2.14. In general, the meson production is inter-
esting for GPD constraints because the different GPDs enter in different combinations for
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Figure 2.13: Constraints on the total angular momenta of valence u and d quarks from
lattice calculations and experiments [44].
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Figure 2.14: Hard exclusivemeson production in handbag scheme. Themeson distribution
amplitude is written as DA.

each meson. On the theoretical side, the meson production is less clean than the DVCS
process. This is due to the occurence of a second non-perturbative quantity: the meson
distribution amplitude, or DA in short. This amplitude describes the coupling of the final
state meson to the intermediate qq̄ pairs or gluons. They also depend on the factorization
constant �f and require a finite momentum transfer t to the nucleon.
In theoretical physics, the subprocess of virtual photoproduction is discussed regularly:

∗N → N ′ V . (2.76)
In the HEMP case the theory needs to be evolved to twist-3. For the pseudoscalar mesons
there are only small contributions from H̃ and Ẽ, but the transversity GPDs ĒT and HTcontribute to a great extent, since they are enhanced by the chiral condensate [45]. The
transverse cross section for �0 production is about an order of magnitude larger than the
longitudinal one. For vector mesons measurements and predictions exist. Some of them
are shown in Fig. 2.15.

Figure 2.15: Left: The ratio R(�) of longitudinal and transverse cross section for �0 pro-
duction. The full line is a prediction for HERA, dashed-dotted for COMPASS and dashed
for HERMES.
Right: The integrated cross sections for the vector mesons: �0, !, �+, K∗0[46].
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2.7.1 Cross Section for a Transversely Polarized Target
Scattering muons off a polarized target is a typical measurement for COMPASS. There

are ongoing studies with the aim of enabling COMPASS-II to measure with a polarized
target and a recoil proton detector at the same time. Here the cross section and asymmetries
are introduced following Diehl and Sapeta [47]. First the target spin vector S⃗ is defined
as [47]:

S⃗ =
⎛

⎜

⎜

⎝

ST cos(� − �S)
ST sin(� − �S)

SL

⎞

⎟

⎟

⎠

. (2.77)

For a visualization of the angles see Fig. 2.16. The cross section can be written as a

Figure 2.16: Angle definitions according to the Trento convention [48] [49].
contraction of a leptonic and a hadronic tensor, which is also done for the inclusive and
semi-inclusive cross sections:

d�(lp→ lℎX) ∝ L��W��
d3l′

2l′0
d3Pℎ
2P 0

ℎ

, (2.78)

where the leptonic tensor can be written as:
L�� = l′�l� + l�l′� − (l′ ⋅ l)g�� + iPl�����q�l� . (2.79)

The convention is �0123 = 1 and the lepton beam polarization Pl is defined as Pl = +1 fora purely right handed beam and Pl = −1 for a purely left handed beam [47].
The spin density matrix is given by:

�ji =
1
2

[

�ji + S⃗ ⋅ �ji
]

= 1
2

(

1 + SL ST exp(−i(� − �S))
ST exp(i(� − �S)) 1 − SL

)

, (2.80)
with the hadronic tensor given by [47]:

W�� =
∑

i,j
�j,i

∑

X
�4(P ′ + Pℎ − P − q)

∑

spins
⟨p(i)|J�(0)|ℎX⟩⟨ℎX|J�(0)|p(j)⟩, (2.81)
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where J� is the electromagnetic current and∑X denotes the integral over all hadronic final
states. The final cross section can be calculated from these, but it is easier to express it in
terms of the quantities:

�mn =
∑

i,j
�ji�

ij
mn ∝ ∫ dtdM2

X(�
�∗
m W���

�
n), (2.82)

where the � are the polarization vectors for the definite helicity m of the virtual photon
that can be written as [47]:

��0 =
1

Q
√

1 + 2

(

q� + Q2

P ⋅ q
P �

)

, (2.83)

�±1 =
1
√

2
(0,∓1, i, 0). (2.84)

The �ijmn in equation 2.82 are polarized photon interference terms that obey [47]:

�ijmn(xbj , Q
2) ∝ ∫ dtdM2

X

∑

X
�(4)(P ′ + Pℎ − P − q)

∑

spins

(

i
m

)∗j
n. (2.85)

From hermiticy and parity invariance the following relations follow [47]:
�nm = �∗mn, (2.86)
�jinm = (�

ij
mn)

∗, (2.87)
�−i−j−m−n = (−1)

m−n−i+j�ijmn. (2.88)

With the above definitions, the master equation for polarized hard exclusive meson pro-
duction can be derived [47]:
(

�
8�3

y2

1 − "
1 − xbj
xbj

1
Q2

)−1
d�

dxbjdQ2d�d�s

= 1
2
(

�++++ + �
−−
++

)

+ "�++00 − " cos(2�)ℜ(�
++
+−) −

√

"(1 + ") cos(�)ℜ(�+++0 + �
−−
+0 )

− Pl
√

"(1 − ") sin(�)ℑ(�+++0 + �
−−
+0 )

− SL
[

" sin(2�)ℑ(�+++−) +
√

"(1 + ") sin�ℑ(�+++0 − �
−−
+0 )

]

+ SLPl
[
√

1 − "21
2
(�++++ − �

−−
++) −

√

"(1 − ") cos�ℜ(�+++0 − �
−−
+0 )

]

− ST

[

sin(� − �S)ℑ(�+−++ + "�
+−
00 ) +

"
2
sin(� + �S)ℑ(�+−+−) +

"
2
sin(3� − �S)ℑ(�−++−)

+
√

"(1 + ") sin(�S)ℑ(�+−+0 ) +
√

"(1 + ") sin(2� − �S)ℑ(�−++0 )
]

+ STPl

[

√

1 − "2 cos(� − �S)ℜ(�+−++)

−
√

"(1 − ") cos(�S)ℜ(�+−+0 ) −
√

"(1 − ") cos(2� − �S)ℜ(�−++0 )
]

,

(2.89)
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where the target spins are written as + and − instead of ± 1
2
ℏ for readability and " is the

virtual photon polarization defined as:

" =
1 − y − 1

4
y22

1 − y + 1
2
y2 + 1

4
y22

. (2.90)

The  is a kinematical function given to:

 =
2mpxbj
Q

. (2.91)

It is also common to re-write the cross section components in terms of their coupling to
virtual photon polarizations:

�T =
1
2
(�++++ + �

−−
++), (2.92)

�L = �++00 . (2.93)
With these the total unpolarized cross section can be written as:

� = �T + "�L =
1
2
(�++++ + �

−−
++) + "�

++
00 . (2.94)

From equation 2.89 several measurable asymmetries can be derived. They are especially
valuable since experimental access to asymmetries is easier than to total cross sections.
In the case of a transversely polarized proton target, there is a total of eight meaningful
asymmetries:

Asin(�−�S )UT = −
ℑ(�+−++ + "�

+−
00 )

�0
,

Asin(�+�S )UT = −
ℑ(�+−+−)
�0

,

Asin(3�−�S )UT = −
ℑ(�−++−)
�0

,

Asin(�S )UT = −
ℑ(�+−+0 )
�0

,

Asin(2�−�S )UT = −
ℑ(�−++0 )
�0

,

Acos(�−�S )LT =
ℜ(�+−++)
�0

,

Acos(�S )LT = −
ℜ(�+0+−)
�0

,

Acos(2�−�S )LT =
ℜ(�−++0 )
�0

.

(2.95)

The longitudinal asymmetries can also be taken into account. They are introduced in [47].

2.8 GPD Constraints
Apart from the already mentioned mathematical constraints of the GPDs there are also

some physical ones that can be placed on them. A full set of these constraints is given
in Tab. 2.3. Since the GPDs have many parameters, a fully experimental measurement
cannot be done in the near future. This is especially true for those GPDs that do not have
a classical forward limit to relate them to, as those tend to be measured very well already.
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Table 2.3: Contraints for GPDs, taken and adapted from [50]. For comparison the PDFs
are assigned a five star rating. AUT means the asymmetry of exclusive production with
an unpolarized lepton beam and a transversely polarized nucleon. ALL is the asymmetry
of exclusive production with a longitudinally polarized lepton beam and longitudinally
polarized nucleons.

GPD probed by constraints status
Hval �0,� cross section PDFs, Dirac form factors ***
Hg,sea �0,� cross section PDFs ***
Eval Asin(�−�S )

UT (�0, �) Pauli form factors **
Eg,sea - sum rule for second moments -
H̃val �+ data pol. PDFs, axial form factors **
H̃g,sea ALL(�0) pol. PDFs *
Ẽval �+ data pseudoscalar form factors *
HT , ĒT (val) �+ data, Asin(�S

UT (�0) transversity PDFs *

The Tab. 2.3 also shows them as highly unreliable. It is, however, possible to model
them in different ways allowing for fitting from the presently available data. There are
two important approaches to modeling the GPDs. The first one is the so-called double
distribution [51], or DD in short, ansatz. With this approach, the description of the GPD
starts with a GPD in the forward limit and adds the t and � dependence via additional terms.
This ansatz breaks QCD evolution and restricts the GPDs slightly too much, but still, the
double distribution GPDs are widely used for their simplicity. Typically, the ansatz for the
double distribution looks like:

F (�, �) = ℎ(�, �)q(�), (2.96)
where q is the quark distribution and ℎ is the so-called profile function. A very important
model based on the double distribution ansatz is the model bei Goloskokov and Kroll. A
part of this thesis presents the complete implementation of the corresponding calculations
for neutral pion production into an event generator. It will be introduced in Chapter 6. An
alternative to this is the so-called dual representation[52], where the model for the GPD
is based on a partial wave expansion of the t channel exchanges.
Measuring exclusive processes to a very high accuracy is the key tool to constraining the

GPDs. Sums and differences of the cross sections give access to the interesting quantities
of the theory. Many experimental issues have to be overcome to accomplish exclusive
measurements within the needed accuracy. The COMPASS-II experiment, which is intro-
duced in the next chapter, was designed tomeet all the requirements needed for a successful
measurement of these rare exclusive processes.
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3. The COMPASS-II Experiment at
CERN

The COMPASS-II experiment, which is a direct successor to the COMPASS experiment,
is a fixed target experiment with the possibility for many different beams and targets. It
is located in the north area at CERN at the end of the M2 beam line. The primary beam
is provided by the SPS collider as a proton beam, which is converted into many other
particles by hadronic interactions at the T6 target into. For an overview over the CERN
accelerator complex, see Fig. 3.1.
The main goal of the COMPASS-II experiment are spin structure studies of hadrons and

their spectroscopy. The program in 2012, which was a pilot run for the larger 2016 run,
specifically focused on researching the spin structure of the proton. To gain access to this
complicated quantity, exclusive processes need to be measured to a very high precision. In
order to obtain these measurements, a polarized muon beam, that is described in Sec. 3.1,
is scattered off of a liquid hydrogen. The complete target region is introduced in the Sec.
3.2. For an exclusive measurement of such production processes the reaction products
need to be measured to a high precision to ensure real exclusivity. The COMPASS-II
spectrometer, in detail explained in Sec. 3.3, is capable of doing so. It features a good
particle identification, a large angular acceptance, calorimetry and large array of different
tracking detectors. To save the produced data a sophisticated data acquisition system is
needed. This system is described in Sec. 3.4 together with the reconstruction software
and the data flow.
The description will mainly focus on the data taking in the years 2012 and 2016/2017

that are conducted using a polarized muon beam. A general description of the capabilities
of the experimental setup is given in [53, 54].

3.1 The Polarized Beam
Beam Line
The SPS is delivering protons to the LHC ring and the various other experiments. With

theM2 beam line, shown in Fig. 3.2, the primary proton beam can be converted to different
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Figure 3.1: The CERN accelerator complex. COMPASS-II is located in the north area at
the end of the M2 beam line [55].

secondary and tertiary beams. The protons, at a momentum of about 400GeV∕c, are
scattered on the T6 target, a plate made of beryllium with a thickness of 50 cm. This
block is interchangeable with shorter ones, resulting in lower fluxes at the COMPASS-II
experiment for detector testing. The protons are typically delivered in spills of 9.6 s length
containing an average of 1.2 ⋅1013 protons. In an SPS supercycle of about 40 s length, one
to three of these spills are emitted by the SPS. The number of spills and also the duration
of the supercycle depend on the workload of other experiments and can change within
minutes. The protons interact hadronically with the beryllium target creating different
secondary particles, mainly pions and kaons. These pions and kaons can reach up to
280GeV∕c and are directly used for the COMPASS hadron programm. For the GPD
programm, the mesons are guided through a decay tunnel, which is about 600m in length.
There the pions decay weakly to muons and (anti-) neutrinos. Due to the nature of the
weak decay, being maximal parity violating, these muons are intrinsically polarized. To
keep the beam well focused, the decay tunnel is equipped with alternating focusing and
defocusing (FODO) quadrupole magnets. The polarization is not 100% though, since the
mass of the muon leads to a part of the muons being polarized in the opposite direction.
The polarization is momentum dependent and shown in Fig. 3.3. All remaining hadrons
are absorbed by the hadron absorbers, which consists of seven to nine further beryllium
blocks, each of 1.1m length. After this, a set of deflecting magnets are installed. These
are combined to the first red triangle in Fig. 3.2 and are used for momentum and charge
separation of the beam particles. As a good compromise of momentum, polarization and
intensity, a nominal beam momentum of 160GeV∕c is chosen for the muon program, as
the intensity weakens with higher beam momenta.
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Figure 3.2: M2 beam line including the BMS, based on [56].

Figure 3.3: Beam polarization against muon momentum [53].
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Figure 3.4: Schematic of the COMPASS beam momentum station, based on [53].
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In order to conduct high-precision exclusive measurements, an accurate determination
of the incoming muons’ momentum is necessary for every incoming particle. This is
achieved with the so-called beam momentum station, or BMS in short. The principle
setup is shown in Fig. 3.4. The station consists of four scintillator hodoscopes (BM01 to
BM04) with fast photomultiplier read-outs, which can deliver time resolutions up to 0.3 ns
[53]. Two additional scintillating fibre hodoscopes (BM05, BM06) help to cope with the
multi hit resolution in the BMS and to back-up the detection efficiency in the BMS. The
hits from detectors in front of the target are also used for the final reconstruction, thus
further increasing the reconstruction efficiency and accuracy.

3.2 Target Region
The target region is a very important part of the COMPASS-II spectrometer, as it is not

only the main point of interaction but also the region where recoiled protons are detected.
The target used for the exclusive measurements is a 2.5m long tube, filled with liquid
hydrogen. Its diameter is 40mm. A very quite feature of the target is the usage of very
little material. This is important due to the fact that the recoiled protons from exclusive
processes have a very small momentum and measuring them is only possible if they leave
the target. Therefore, the transverse material budget impacts the overall experiments’ ef-
ficiency directly. The tube holding the hydrogen is made of 0.35mm thick mylar foil,
whereas the vacuum chamber is a carbon fiber tube of 1mm thickness. The whole target
scheme is shown in 3.5. A short review of its performance is given in [57].

Figure 3.5: Schematic of the COMPASS-II target from [57].

Recoil Proton Detector: CAMERA
Since the resolution of the spectrometer is not sufficient to guarantee exclusivity, the

recoiled proton needs to be measured indepedently. A new detector surrounding the target
was installed in 2012. It is called CAMERA1 and it consists of two rings, each made of
1Compass Apparatus for the Measurement of Exclusive ReActions
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24 scintillator slats of 275 cm and 360 cm length for ring A and B respectively. Every slat
has two read-out photomultiplier tubes, one upstream and one downstream of the target.
A time of flight measurement by this detector allows for an exact measurement of the mo-
mentum transfer t. The detector is shown in Fig. 3.6 with the LH2 target in place. To allow

Ring A

Target

Ring B

Figure 3.6: CAMERA as implemented in TGEANT (left), the new Geant4 based
COMPASS-II Monte-Carlo with a target. A photograph of the real detector is shown in
the right. The dotted line in the center indicates where the target is fitted in, as it is absent
in this picture.

for a time of flight measurement, the protons also need to reach ring B. This sets a limit on
the thickness of the scintillator material in ring A, which was chosen to be only 4mm thin.
This thickness allows most protons to pass, but at the same time limits the amount of light
produced by the scintillation. The low amount of scintillation photons makes the detection
more difficult. After the test run in 2012, in which the ring A scintillators could not reach
the desired efficiency, all ring A scintillators were exchanged for new, high quality slats.

3.3 Spectrometer
The remaining part of the COMPASS-II experiment is the spectrometer. It consists of

two stages, each equipped with a spectrometer magnet and surrounded by tracking detec-
tors for charge and momentum measurements. The experiment also features a ring imag-
ing Cherenkov detector(RICH-1) for particle identification, as well as a trigger system
with target pointing which serves to show whether an event was of interest for analytical
purposes. To measure the absolute energy of hard photons that are undetectable by track-
ing detectors, three electromagnetic calorimeters are used. For completeness of the energy
measurement, and possibly a trigger decision, two hadronic calorimeters are placed behind
the electromagnetic ones. At the very end of each stage for muon identification another
round of trackers and hadron absorbers, called muon filters, are installed. These systems
of detectors and absorbers are called muon walls. An image containing the whole spec-
trometer with all detectors, as used in 2016, is shown in Fig. 3.8. Both spectrometer parts
are separately shown in Fig. 3.7, labeled with the particular detector names.
The two stage construction allows for a wide kinematic range to be covered while at the

same time having a large angular acceptance.
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Figure 3.7: The spectrometer parts LAS and SAS with labels for each detector and part.
The upper part is the target area with the LAS following, the lower part is the SAS. Please
note that the scaling of both spectrometer parts is not the same for graphical reasons. For
the correct scaling see Fig. 3.8. Both of these figures show the 2016 setup.

3.3.1 Tracking

For the COMPASS-II experiment, a variety of different tracking detectors are used. In
the regions near the beam the particle flux is five orders of magnitude higher than in the
outmost regions. Therefore, the different types of detectors can be grouped into different
classes regarding their spatial coverage.

3.3.1.1 VSAT

The class of VSAT – very small area trackers – are detectors that can be placed inner-
most, in the beam. They need to be able to tolerate the highest rates, while at the same time
offering the highest spatial or time resolution. At a particle rate of up to 105mm−2 s−1 [53]
these detectors offer time resolutions of up to 3 ns or spatial resolutions of up to 100�m.
The detectors used are scintillating fibres (SciFi) and silicon micro strip detectors (SI). The
SciFi stations are used in the BMS as well as upstream of the target to track the incoming
muon. The SI stations are also placed upstream of the target for a precise measurement
of the beam direction. In the latter years, pixelized micro-mesh gaseous detectors (PMM)
and pixelized gaseous electron multipliers (PGEM) were added. They were fitted inside
the SAT detectors of the respective kind to increase the resolution of tracking for the lesser
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Figure 3.8: The complete COMPASS-II spectrometer for the 2016 run taken from
TGEANT.

bent particles that enter the SAS afterwards. The pixel GEMs have a spatial resolution of
95�m and a time resolution of 10 ns. The pixelized micromegas offer a time resolution of
9.1 ns and a spatial resolution of 79�m.

3.3.1.2 SAT

The class of SAT – small area trackers – are covering the radii from 3 cm up to 40 cm
away from the beam. They offer a good compromise between covered area, spatial reso-
lution and time resolution. When it comes to this class of trackers, two types of detectors
are used. The first are the micro-mesh gaseous detectors (Micromegas/MM). Their typical
resolutions are 70�m and 10 ns. The second detector type of this class are the gaseous
electron multipliers (GEM). These detectors typically achieve resolutions of about 50�m
and 12 ns. Some of these detector planes are equipped with their respective pixelized
counterparts in the center.

3.3.1.3 LAT

The last group of detectors is abbreviated with LAT, meaning large area trackers. These
detectors offer active areas of several m2. The detectors used for the large area coverage
are the drift chambers (DC) and the multi-wire proportional chambers (MWPC). The last
type of large area trackers are the so-called straw detectors. They are composed of many
gas-filled conducting tubes with a wire in their center, which is differently charged from
the outer tube. They are used for the tracking of particles that are heavily bent away from
the beam axis.
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3.3.1.4 Muon Identification

The muon identification is described in this section since it is done via tracking. The
spectrometer has an absorber block at the end of each spectrometer stage. At the end of
the LAS the muon filter 1 (MF1) is placed, which is made of a 60 cm thick iron plate.
Together with tracking planes in front and behind of the material, the system is called
the muon wall 1 (MW1). If a track can be extrapolated through the absorber, this track
is usually identified as a muon, as they are the only particles that can reliably cross such
absorption and radiation lengths. At the end of the SAS, the muon wall 2 (MW2) system
is placed around the next absorber, the muon filter 2 (MF2). It is a concrete block of 2.4m
thickness. The last material block, called the muon filter 3 (MF3), is placed in front of
the H5 hodoscope stations. Since there are no real tracking detectors following, it is not a
muon wall. This filter, which is made of iron, makes sure, that the inner trigger, which is
described in Sec. 3.3.6, is only activated by muons.
3.3.2 Calorimetry
The COMPASS-II experiment uses three electromagnetic calorimeters (ECAL) to mea-

sure the energy of photons and electrons, whereas for the measurement of the energy of
hadrons two hadronic calorimeters are used. Some of the triggers, namely the inner trig-
ger and the ladder trigger, used to require a signal in the HCAL, but this is not the case
anymore in 2012 and 2016.
3.3.3 Electromagnetic Calorimeters
The first calorimeter in the spectrometer is the ECAL0, which is placed directly behind

the CAMERA detector. It features solely the newly designed and constructed shashlik
modules, which are built from alternating layers of scintillator and lead. The scintillators
are connected by lightguides which are then read-out by a photomultiplier. The setup for
ECAL0 changed from 2012 to 2016. It was decided to enlarge it even more, adding more
shashlik modules. Both versions are shown in Fig. 3.9. The total module number was
increased from 564 in 2012 to 1746 in 2016. The shashlik blocks used for building the
ECAL0 feature 109 layers of lead and scintillator material and hence are shorter versions
of the sampling modules used in ECAL1 and ECAL2, which feature 155 layers. A special
energy dependant correction algorithm is used at reconstruction time to take into account
lost energy. Another specialty of the ECAL0, is that the modules are read out in module
blocks of 3 × 3 modules. This allows the employment of Micro-pixel Avalanche Photo
Diodes (MAPD), which is a very new technique [58]. The total dimension of the ECAL0
was (132×110) cm in 2012 and is (204×206) cm in 2016, where the first number denotes
the width and the second number is the height.
The ECAL1 is located in the end of the LAS. It consists of several module types of

lead glass, named GAMS, MAINZ and OLGA [54]. In addition, some parts of ECAL1
are equipped with shashlik modules. Their working principle and name are identical.
The complete ECAL1 is shown in Fig. 3.10. The total modules of this calorimeter are
232 shashlik, 584 GAMS, 572 MAINZ and 320 OLGA, which sum up to a total of 1708
channels. The height of the ECAL1 is 286 cm, whereas the width is 395 cm.
The last electromagnetic calorimeter is ECAL2, which is located in the end of the SAS.

It consists of of two types of lead glass modules called GAMS and GAMSRH, where the
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Figure 3.9: ECAL0 in the years 2012 and 2016 from TGEANT. All modules are shashlik
ECAL0 type. The dashed line in the 2016 version of the ECAL shows the original 2012
modules which are now embedded.
Table 3.1: Modules used in the electromagnetic calorimeters for the COMPASS-II exper-
iment.

Block type Front size [cm]2 Material
GAMS 3.82 × 3.82 TF1
GAMS RH 3.82 × 3.82 TF101
MAINZ 7.5 × 7.5 SF57
OLGA 14.3 × 14.3 SF5
Shashlik (ECAL0) 4.0 × 4.0 109 × (1.5mm Sc. + 0.8mm Pb)
Shashlik (ECAL1,2) 3.82 × 3.82 155 × (1.5mm Sc. + 0.8mm Pb)

RH stands for radiation hard. In the central region, likewise to ECAL1, shashlik modules
are placed [54]. The shashlik and GAMSmodules of ECAL2 are the same as the ones used
in ECAL1. This calorimeter is shown in Fig. 3.11. In total 764 shashlik, 1440 GAMS
and 768 GAMSRH blocks were used to construct this calorimeter which adds up to 2972
active channels. Because the ECAL2 is used to detect particles that are emitted under
smaller angles than the other ECALs, it is mainly built from small modules. This ensures
a good energy resolution for particles emitted under small angles with respect to the beam
direction. The usage of these smaller modules results in the ECAL2 being smaller than
ECAL1 despite having more channels. The total height of it 184 cm, the width is 245 cm.
All of the different modules used in the COMPASS electromagnetic calorimeters are

listed in Tab. 3.1 with their respective size and material.

3.3.4 Hadronic Calorimeters
The hadronic calorimeters are only briefly covered, as they are not of much use for the

DVCS and HEMP measurements. There are two hadronic calorimeters named HCAL1
and HCAL2. Both of them are equipped with shashlik type modules that are different
from the electromagnetic shashlik types in size and material. The absorber layers in these
shashliks are made of iron, providing a better hadronic interaction length than lead. Each



42 3. The COMPASS-II Experiment at CERN

GAMS

SHASHLIK

MAINZ

OLGA

Figure 3.10: ECAL1 taken from TGEANT including mechanical support structure and
the photomultiplier tubes.

module is read-out by photomultipliers tube. In earlier years the HCAL1 was used in
coincidence with hodoscopes for trigger decisions.

3.3.5 Ring Imaging Cherenkov Detector

The ring imaging cherenkov detector (RICH1) is located in the LAS behind the first
spectrometer magnet. The detector is filled with the heavy radiator gas C4F10. The pur-pose of the detector is particle identification. Particles passing through the volume with a
velocity that is greater than the speed of light in the radiator gas will emit cherenkov radi-
ation. The angle �C under which this light is emitted depends on the particles’ velocity.
Through spheric mirrors at the end of the detector, these photons, which are arriving

under the same angle, get reflected onto a circle of the same radius. So the radius of this
circle is then correlated to the velocity of the particle. Since the momentum of the track
can be independently measured from the track bending in the magnetic field, the rest mass
becomes calculable and the particle identified. This can, in the context of the present work,
be useful for hard exclusive meson production.

3.3.6 Trigger System

The spectrometer needs to deal with a high flux of about 2⋅108muons per 4.8 s. However,
it is impossible to write out all of the occuring muon proton interactions, because the
data rate would be too high to handle by the data acquisition. To solve this issue, all
the front-end cards buffer their data and wait for a decision on whether to save the data
or not. The system which is supposed to make this decision is called a trigger system.
The decision has to be made at a time scale of about 1�s. In 2012 and 2016 only muon
triggers were enabled. These triggers rely solely on the fast detection of the scatteredmuon
to select interesting interactions. In principle, they all function alike. At least two sets of
hodoscopes are checked with a coincidence unit.
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Figure 3.11: ECAL2 taken from TGEANT featuring the mechanical support structure.

The outer trigger (OT) and the large angle trigger (LAS) rely on the momentum compo-
nent in the non-bending plane. Therefore, these triggers are built of horizontal scintillator
slats stacked in top of each other. The correlation matrices are built in order for a trigger
to be generated when the track would roughly hit the target, which is easy in this case,
since the magnet bending does not contribute. This method is also called “target pointing
trigger”. The matrices for target pointing are similar to diagonal ones.

To enlarge the kinematic range, that is accessable with the triggers, the y axis, where the
magnet bending comes into play, needs to be considered. As the magnet bending makes
a simple target pointing impossible, the matrices used here need to encode the minimal
bending of the track, which in term corresponds to a minimal energy loss of the scattered
muon. These matrices usually look like a triangle and the method is called “energy loss
trigger”, which is visualized in Fig. 3.12. The ladder trigger (LT) is a trigger of this kind.
The middle trigger (MT) combines both of the discussed concepts. A detailed description
can be found in [59].
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Figure 3.12: Trigger logic for the energy loss trigger, different bendings mean different
energy losses. The figure was adapted from a picture in [59].

3.4 Data Acquisition and Reconstruction
3.4.1 Data Acquisition
The data rate at COMPASS is very high despite the triggering system. Trigger rates can

be up to 100 kHz. This results in a data rate of about 1.5GB∕s. Finally, the resulting total
data accumulated over a year of data taking can be around 600 TB. In the recent years,
starting with 2014, a new DAQ was installed. This new system is based on FPGA2 chips
2Field Programmable Gate Array
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and therefore very efficient. A preliminary description is given in [60]. To achieve this, a
multi-layer structure of data concentration is used, which is visualized in 3.13. The first
layer are the frontend cards. They are converting the detector signal, time, amplitude or
both, into a digital signal. Also, a small memory is embedded in these cards to provide a
short buffering period, typically just enough to let the trigger system decide if this event
is interesting. The front end cards cover about 250 000 detector channels. The next stage,
where the sub event building is happening, are the read-out boards. These boards control
the frontend cards themselves and merge their signals together. The most commonly used
boards in COMPASS are the “CATCH”3 modules for every detector, which is not other-
wise noted, the “GANDALF”4 and “TIGER”5 combination for the recoil proton detector
CAMERA and the drift chamber DC05 and the “HGeSiCA”6 for the GEMs and silicons.

                                    CASTOR
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Figure 3.13: Simplified scheme of the new DAQ system from 2014 on. Green boxes mark
the components that receive the trigger signal from the TCS. The TIGER module can also
generate a trigger.

3COMPASS Accumulate, Transfer and Control Hardware
4Generic Advanced Numerical Device for Analog and Logic Functions
5Trigger Implementation for GANDALF Electronic Readout
6Gem and Silicon Control and Acquisition



46 3. The COMPASS-II Experiment at CERN

The data from the read-out boards is thenmultiplexed by the first layer of FPGAmodules
to just eight S-Link7 lines. The used multiplexer cards have enough memory to buffer
one complete spill, which is about 16GB. The switch card is the same FPGA card as the
multiplexers and does the final event building. These events are sequentially sent to online
PCs, which are also called MUX-Slaves, in a round-robin fashion. Finally, these online
computers are then storing the concenated raw events on CASTOR via the switch system.
From there, the raw data files are available for the reconstruction software.

3.4.2 Reconstruction
AtCOMPASS-II, the reconstruction of the raw data is done by a software called CORAL8.

It consists of several parts that are executed one after another. The first step is done by a
library called DAQ data decoding. This library takes care of reading the binary raw data
and translating them into calibrated digits in the so-called decoding process. In the next
phase, called clustering, these digits are then combined to hit clusters, each containing
a full position and time and for some detectors also energy loss. In the special case of
calorimeters in these phase, the amplitudes are extracted cellwise and the calibrations are
applied.
With these hits and cell values the reconstruction is performed. For the tracking detec-

tors a special kalman filter algorithm is applied. It starts with finding linear segments in
regions without strong magnetic fields and then tries to bridge them together through the
magnetic field using a fast lookup table for the bending in the field (dicofit). The resulting
tracks contain information about the sign of the charge, the momentum and �2 from the
fit. The reconstruction for the calorimeters is done by several algorithms for clustering the
cell energy values together. For the ECAL2 a very sophisticated combined shower fitting
algorithm based on the Lednev parametrization is available [61, 62]. For the other ECALs
either the normal Lednev shower fitting algorithm or a simplified summation algorithm is
available.
The reconstructed tracks are then extrapolated to the target. Points of intersection are

then fitted and stored as the resulting vertices. When an incoming beam particle can be
found, which intersects this vertex, it is also associated to this vertex, which in return
is called a “primary” vertex. Track intersections without an incoming beam particle are
called “secondary” vertices. Tracks intersecting calorimeter clusters will result in the clus-
ters being marked as charged clusters. Clusters without associated tracks are called neutral
clusters.
After this reconstruction is completed, only the momentum vectors and charges of all

tracks and their first and last hits are saved to the resulting file, called a mDST9. However,
there is one deviation from this principle: The recoil proton detectors such as the old RPD10
and also the new CAMERA cannot be subjected to a simple tracking since their calibration
can only be done after production. Therefore their digits are directly saved in the mDST
file. Combining them to recoil tracks has to be done on analysis level. Furthermore,
calorimeter clusters are added to the mDST as well as the geometry and magnetic fields
7Simple Link Interface
8COMPASS Reconstruction and Algorithm Library
9mini Data Summary Tape
10Recoil Proton Detector
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used for the reconstruction. This makes the mDST a small and efficient, but also self-
sufficient data format for event storage.
In the case of Monte-Carlo, the decoding phase is not necessary and CORAL takes care

of the clusterization process. Each detector group has their own detector class, equipped
with a specialized and well-designed clusterization simulation. This includes the rejection
of some hits for having too small energy deposit in the detector and also a smearing of the
time and position according to each detector’s resolution. This guarantees a good simu-
lation of the real experimental setup. In this digitization process, “real hits” are created
from the Monte-Carlo hits. All following modules have no information on whether the
processed hits are real or were generated by Monte-Carlo in the first place. This ensures
that any systematics coming from tracking or calorimeter shower fitting are visible with
the help of the original Monte-Carlo information. The produced mDSTs from simulation
usually contain the full Monte-Carlo input in order to allow for a comparison with the
reconstructed tracks, vertices and calorimeter clusters. The complete COMPASS recon-
struction scheme is shown in Fig. 3.14.
The analysis can then be performed using the PHAST11 software. It allows users to

write routines in C++ to select the data eventwise. In the software itself many often used
functions like track extrapolation through magnetic fields and energy loss calculation are
already implemented. With this tool it is easy to extract meaningful physical quantities
from the mDST files.

11PHysics Analysis Software Tool
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Figure 3.14: Data flow in the COMPASS reconstruction system. The saved real data digits
are only for RPD and CAMERA.



4. Improvements on TGEANT

This chapter comprises three different new modules for improving the description of the
experimental set-up in the COMPASS-II Monte-Carlo chain. As they are thematically
linked by the the fact, that they all rely on data in some kind, they were concenated into
a single chapter. The first section introduces the development and performance tests of a
new two-dimensional efficiency module and its’ advantages over the old system. A new
pile-up muon module is shown in the second section. It allows for pre-computing the
pile-up and disentangling the flux from the signal, which allows to start the simulation
before the flux is known. The final module, which is presented in the third section of this
chapter, is a toolbox to extract background profiles and rates for each cell in the ECALs
and a method to mix random background into the signal according to these profiles. This
module raises the accuracy of the ECAL simulation, which is crucial for the DVCS and
the exclusive �0 signal.
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4.1 Pseudo Efficiency Maps in two Dimensions
In the scope of this thesis a new, two-dimensional efficiency map system was imple-

mented into the reconstruction of the Monte-Carlo samples. In the old Monte-Carlo chain,
only constant efficiencies per plane were available for COMPASS. This system was de-
veloped in order to improve the description of spatial anisotropies in the detectors. It
includes sophisticated features such as improvement algorithms as well as a manual re-
drawing feature for the efficiency maps. Since these effects are only based on empirical
detector performance, they cannot be described by theory and need to be extracted from
the data. In Sec. 4.1.1, the extraction methods for real and pseudo efficiencies are in-
troduced and their systematic differences are explained in detail. The next section, 4.1.2,
covers the development of the new toolkit for two-dimensional efficiency management. In
order to deal with the fact that very large statistics are necessary for each plane, improve-
ment algorithms were developed for the histograms and they are introduced in Sec. 4.1.3.
Moreover, the redrawing of the efficiency maps was implemented as well, so that heavy
spatial anisotropies can be taken into account manually. The usage of the redrawing and
an example are presented in Sec. 4.1.4. To estimate the difference and the systematics
between pseudo and real efficiencies a comparison was conducted in Sec. 4.1.5. Finally,
to show that the new system is working as expected, self-consistency test was conducted.
The results of this test are given in Sec. 4.1.6. A summary is given in Sec. 4.1.7.

4.1.1 Extraction Method
The extraction starts for both methods, real and pseudo efficiency, by comparing illu-

mination with found hits in a given detector plane. Illumination means that tracks that
have been reconstructed with hits upstream and downstream of the given plane. These
tracks are extrapolated directly on the plane, which results in a two-dimensional map of
expected hits. If the detector measures a hit that is correlated in space and time to the
track, the function for efficiency calculation gives a positive result. A negative result, on
the other hand, is returned if there is either no hit at all, or the correlation is bad. The
efficiency is then calculated by dividing the number of positive results by the sum:

e′(x, y) =
Npos(x, y)

Npos(x, y) +Nneg(x, y)
, (4.1)

where Npos(x, y) is the number of positive efficiency checks in the bin (x, y) and Nneg isthe number of negative checks. The bin width is detector-dependent, as rates differ greatly
between the VSAT, SAT and LAT detectors, resulting in large differences in statistical
power per active area. Real efficiency study means that the detector that is going to be
checked, is excluded from the tracking. Naturally, in an experiment like COMPASS-II
with over 300 planes, reconstructing a large amount of data for each plane is a huge task.
To get an estimation, the so-called pseudo efficiency study can done, where the detector
which is going to be checked, is included in the tracking. This can lead to a systematically
higher efficiency of the detector, because of its ability to “pull” the track towards hits in its
plane. Both methods and the systematic uncertainty introduced by only producing pseudo
efficiencies is shown in Fig. 4.1.
The four reconstructed tracks are shown to introduce the concept of the pseudo efficien-

cies and to show the difference between pseudo and real efficiencies. The real efficiences
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Figure 4.1: Schematic of efficiency production. In red and green: the negative and positive
signals for real efficiency production. In blue and purple: a case of a reconstructed track
that would give a positive result in pseudo-efficiency, because the hit in theN plane pulls
the track down (blue case), while it would count as a negative in real efficiency, as depicted
in purple.

are presented in the red and green lines. Green would count as negative, red as positive.
The three upper hits can be reconstructed to the blue track if all three planes are enabled.
In that case, the N th plane would have a hit and therefore get a positive entry. Without
the N th plane, the tracking would most likely suggest the purple track, which is too far
away from the hit in planeN and therefore results in a negative entry. As this effect cannot
occur in the negative direction, pseudo efficiencies are systematically higher. The impact
of this effect has been studied and the results are shown later in this section.
4.1.1.1 Old method
In the old Monte-Carlo chain, every detector had only a single efficiency assigned which

was a single number calculated by convoluting the efficiency as a function of e′(x, y) with
the beam profile pB dependent on the same parameters:

e = ∫x ∫y
e′(x, y)⊗ pB(x, y). (4.2)

In the reconstruction, this number is used to decide whether the hit is accepted or not for
every Monte-Carlo hit, regardless of its position. This is done by throwing a random num-
ber r ∈ [0, 1] and accepting the hit if r < e(plane). While this assumption can hold in the
limit of high statistics and symmetric inefficiencies, it will not represent any anisotropies
caused by dead zones correctly. What is worse, is the fact, that local dead zones of the de-
tector are not excluded from convolution and they lower the efficiency of the whole plane
in completely unrelated regions.
4.1.1.2 New method
The new method relies on accurately describing the detector with a two-dimensional

efficiency map. This method takes into account existing anisotropies in the detector’s
efficiency. Should a bin be empty due to no statistics beeing available in there, the bin is
set to −1 to enable the system to destinguish between a zone with zero efficiency and one
without any illumination. In the case of empty bins, the arithmetic mean of all filled bins
is taken instead.
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4.1.2 Toolkit

The new two-dimensional efficiency toolkit provides interfaces to load andmodify sqlite
databases containing the efficiency maps. They are saved as single rows in a table, which
is described in the appendix F in more detail. During reconstruction time, all of the used
planes are loaded into the memory to guarantee fast access. Every hit is then checked for
its position in the respective detector plane. The bin is then calculated from the position
of the hit in the so-called wire reference system (WRS). This bin contains the efficiency
value that is used to decide whether the hit will be accepted or rejected. The decision is
made by a simple uniform throw with r ∈ [0, 1], a hit is accepted if r < e(plane, x, y)
holds true and is rejected else.

4.1.2.1 Initialization

A python script is provided in order to create a new sqlite database. This script only
creates the database structure without any further information. The first initialization pro-
cess is then done by importing an alignment file from a Monte-Carlo software. This file
includes all the mean efficiencies. Next, the initialization creates a database entry for each
detector plane but it only featuring a single bin. This bin is set to the mean efficiency
from the file. The sqlite database can now be enabled and the results after reconstruction
are exactly the same as after reconstruction using the detectors.dat file. This is important,
since creating efficiencies is a huge effort and usually not all detector planes are available
at the same time. With this basic set of entries, the database can be modified plane by
plane until it is completed, and at the same time at least the old flat efficiencies for any
detectors are used, which are not yet studied in the new way.

4.1.2.2 Usage

For the users creating the new efficiencies, the first steps are kept the same. The standard
COMPASS-II tools already provides the necessary the raw maps. The only new things
are a conversion tool, efficConverter.py, that compares the illumination map with the
efficiency map and sets the empty bins to −1 and the efficienciesDB, which converts the
ROOT histograms to the sqlite format and inserts them. An example of an illumination
map, raw efficiency map and the combined efficiency map for the DVCS 2012 Monte-
Carlo is shown in Fig. 4.2. It is possible to store several years, periods or beam charges
in one database depending on the needs of the physics program. In the case of the muon
program, it was decided to use one set of efficiencies per charge and year. It can be specified
in the CORAL options file which set of efficiencies the system will use. The CORAL
options flags, which are used to control the module, are listed in Tab. 4.2.

4.1.3 Improvement Algorithms

As already mentioned, in order to generate real efficiency maps from data, the used
data sample needs to be reproduced for each plane. Therefore, the data samples’ statistical
power is limited by computational power. To improve the efficiency maps from the limited
data, two new algorithms were developed for this toolkit. The first one is a geometric
bridging of empty bins, while the second one is a floating mean. These two algorithms
are described in the following section.
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(a) The illumination of the plane. (b) The calculated efficiency of the plane bin-
wise. Unfilled bins have no hits in them or no
illumination.

(c) The combination of the efficiency with the il-
lumination. Unfilled bins in the illumination are
set to −1 here. Therefore the z scale here ranges
from -1 to 1.

Figure 4.2: Efficiency map combination with illumenation map. Mind the z scale in the
last plot.

4.1.3.1 Geometric Bridging

The first improvement stage of the efficiency maps is a geometric bridging. The main
idea is to fill unfilled bins, which have a homogeneous neighborhood with the mean of the
neighbors value. Some of the inefficient detector features are straight lines, such as the
borders of the active parts of the GEMs. These features should be taken into account and
their borders must not be washed out or blurred. The idea is to calculate a mean of the
neighboring values and at the same time keep track of how many neighbors contribute.
The bridging matrix  is introduced so that the second generation of neighbors is also
taken into account:
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The whole efficiency map is then handled as a big matrix with the elements eij . For allempty bins eij = −1 was already set. For all of these empty bins, the following value is
calculated by first calculating the absolute value:

e′ij,abs =
j+2
∑

j′=j−2

i+2
∑

i′=i−2

{

ei′j′ i′−i,j′−j for ei′j′ > −1
0 else. (4.4)

Afterwards this value is normalized:

e′ij,normalized =
e′ij,abs
D

, (4.5)
where the normalization factor D is the sum of all used elements of :

D =
j+2
∑

j′=j−2

i+2
∑

i′=i−2

{

i′−i,j′−j for ei′j′ > −1
0 else. (4.6)

The sum of the elements of the matrix can be interpreted as an area of a circle, therefore
cutting on D means cutting on the number of available filled neighbor elements. In the
scripts, the value for the cut-off was empirically chosen to:

Dmin = 6.0, (4.7)
meaning that about 55% of the neighboring bins have to be filled. This ensures that borders
of different regions do not get washed out during the process.
4.1.3.2 Floating Mean

After the filling of the empty bins with the geometric bridging, a cutting weighted mean
is applied to cut out extremely sharp fluctuations caused by low statistics bins. While the
procedure is mathematically similar to the geometric bridging, this smoothing is used on
all bins, not only on unset bins. Again, the new element is defined:

e′ij,un =
j+1
∑

j′=j−1

i+1
∑

i′=i−1

{

ei′j′ ′i′−i,j′−j for ei′j′ > −1
0 else, (4.8)

with the normalization:
e′ij,normalized =

e′ij,un
D

, (4.9)
and:

D =
j+1
∑

j′=j−1

i+1
∑

i′=i−1

{

′i′−i,j′−j for ei′j′ > −1
0 else. (4.10)

The mean kernel matrix is defined as:
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The cuts applied this time are:
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(a) The combined efficiency map without any
modification.

(b) The map after application of the geometric
bridging.

(c) The map after geometric bridging and the
floating mean.

Figure 4.3: Efficiency maps of the plane GM04V1.

• At least four neighboring bins were used.
• The standard deviation of these four is smaller than 0.2.
• The difference of values after and before are higher than: |e′ij − eij| > 0.2.

These cuts together only allow the smoothing of bins that are very different from an other-
wise homogeneous neighborhood. Both methods’ results are shown in Fig. 4.3. As visible
from the picture, both algorithms should be applied one after another for the best results.

4.1.4 Editing Options

Some of the planes cannot be simply corrected by the improvement algorithms intro-
duced earlier. Especially in the case of larger dead zones in the detectors, only correcting
the efficiency maps manually will be fully correct. An example is shown in Fig. 4.4, in the
straw plane ST05X1ub. A part of this plane is not functional, and because the straws only
measure in one dimension, it has to be assumed that the unilluminated part of the plane
is also dead in this region. This can hardly be done automatically and needs correction
by hand. The new efficiency toolkit in TGEANT allows for a correction by hand in these
cases by exporting the efficiency map directly to an image file. The targa image format
is used for the export, and it can be read in by almost any graphics editing software. The
information on the efficiency is stored as the grayscale value and the statistics in the alpha
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channel. It has to be mentioned, that the ST05 detector is not used in the 2016 run any-
more and was just taken as an example for difficult to consider dead zones. This improves
the overall description of the detector, since only non-zero bins are used for the arithmetic
mean that is filled in all unilluminated bins. In the old method, the inefficiency of this part
of the plane was lowering the efficiency of the whole plane. By marking zones dead in
the new system, the mean efficiency of the plane is raised, which is most probably a better
approximation for unilluminated areas.

Figure 4.4: The flow of correcting an efficiency map manually at the example of
ST05X1ub. It starts at the top left with the uncorrected map, then applying the bridg-
ing and the floating mean as well as illumination mapping at the bottom left. The map
is then exported to a graphics file and loaded into a graphics editing software at the top
right and edited there. The yellow and black hatching in these pictures indicates the alpha
transparency of the image which represents bins without any illumination. Finally, the
graphics file is reimported into the sqlite database resulting in the final efficiency map for
the detector plane at the bottom right.

4.1.5 Comparison with Real Efficiencies

In the scope of this thesis it was decided to produce a full set of pseudo efficiencies
separated by beam charge, which helps to cope with the systematics of different beam
intensities. These pseudo efficiencies were then cross checked with the real efficiencies
extracted by Artem Ivanov, who created a set of real efficiencies for the MWPC detectors
for this test from the same real data sample. The results are listed in Tab. 4.1 and on the
one hand, it is clearly visible that there is the systematic tendency to higher pseudo than
real efficiencies. On the other hand, this systematics are one order of magnitude smaller,
than the fluctuations between the detectors. The full table is given in the appendix E.1.
As the systematic shift is always below 0.5%, as is shown in Fig. 4.5, the usage of pseudo
efficiency maps is well justified in first order approximation.
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(a) The mean value of the real efficiency maps per MWPC plane.
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(b) The mean value of the pseudo efficiency maps per MWPC plane.
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(c) The difference of the mean values of the pseudo and real efficiency maps.
Figure 4.5: A comparison of the mean values of the efficiency maps per plane for the
extracted real and pseudo efficiencies. These were extracted using the same parameters for
the COMPASS-II efficiency extractionUserEvent and from the same real data sample from
the 2012 COMPASS-II pilot run. A systematic shift to higher pseudo than real efficiencies
is visible, which is also expected from theory. Furthermore, the shift is smaller than 0.5%
for all planes. (Real data run used: �+: 108511, �−: 108539)
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Table 4.1: Comparison of real and pseudo efficiencies for the DVCS run in 2012. The real
efficiency field denotes the arithmeticmean over all planes of the detectors of the respective
tbname. In the case of the pseudo efficiency, this is done alike. The uncertainties for both
these values comes from the standard deviation of the planes. The mean difference is the
arithmetic mean of the differences per plane, which is why more digits are given for this
value.

Detector real efficiency pseudo efficiency mean difference
PA 0.98 ± 0.01 0.98 ± 0.01 −0.001529
PB 0.98 ± 0.01 0.98 ± 0.01 −0.003446
PS 0.978 ± 0.007 0.980 ± 0.007 −0.001994

4.1.6 Self-consistency Test

The self-consistency test was conducted on a test production of the production_16-02
DVCSmu+. The same extractionmethodwas used as for the original efficiency extraction,
which makes it a comparable test. Mind that in the regions where the statistics from real
data were not sufficient, the arithmetic mean was used. This leads to the effect that in Fig.
4.6, the mechanical structure of the GEM plates is only visible in the center. While this
is slightly disappointing, it is fixable by simply using more data to extract the pseudo effi-
ciencies. Despite this, the overall agreement is almost perfect, making the self-consistency
test a full success. The manually edited efficiency of the ST05X1db is shown in Fig. 4.7,
this proves the system works as expected. The manual editing is important in this case,
since straws are one-dimensional detectors made of straw tubes. If some of them get bro-
ken, they fully break on their whole length, which is the y axis in this case. Hence, they
can safely be set to dead as done for this plane.

Figure 4.6: The final efficiency map for the GM04V1 detector plane is shown on the left.
On the right: The reextracted efficiency for the self-consistency test. If the statistics in
the input map are sufficient to resolve the inefficient borders of the GEM segments, they
are also visible. In the outer regions, the arithmetic mean was taken, so there are no such
structures visible.
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Figure 4.7: On the left: The final efficiency for the ST05X1db plane as extracted from real
data. The plane was modified manually to mark the broken channels dead on the whole y
range. On the right: The self-consistency test result from a Monte-Carlo sample. While
the illumination is far better in Monte-Carlo, the dead zone introduced manually is clearly
visible.

Table 4.2: Trafdic options for the two-dimensional efficiency maps

CsTGEANT option Value Description
2DEfficDB [File] The sqlite database to load.

2DEfficYear 2012-DVCS-muplus
2012-DVCS-muminus

An identifier flag showing which
maps to use. Can also be used to
identify different periods.

2DEffic
AcceptNearbyYears YES

If the detector has a better map
in another flag option of
2DEfficYear, load it instead.

4.1.7 Summary

A complete toolkit for creating, refining and applying two-dimensional efficiency maps
in the COMPASS-II Monte-Carlo chain was created. With the help of this toolkit two
complete sets of pseudo efficiencies for the DVCS run in 2012 were extracted from real
data, one set per beam charge to deal with the different intensities of the muon beams. As
the efficiencies are intensity dependent, this is an important feature. The difference be-
tween the mean pseudo efficiencies for the different beam charges was found to be lower
than 2%. Each set was checked for dead zones in the detectors by visual examination and
treated according to Sec. 4.1.4, to mark the dead zones for each plane correctly. While it
could be shown for the MWPC detectors that there is the expected systematic offset be-
tween pseudo and real efficiencies, the deviation was found to be below 0.5%. It has to be
discussed, whether this systematic deviation is of enough influence to go through the com-
putationally expensive process of extracting the real efficiencies. A self-consistency test
was conducted, based on the latest Monte-Carlo production for the 2012 COMPASS-II pi-
lot run, which shows very good results. The trafdic options to enable this feature are listed
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Figure 4.8: Ratio of mean pseudo efficiencies extracted from negative and positive muon
data samples for different MWPC planes. The �− efficiencies are systematically higher
than the �+ ones. This was expected since the �− flux of beam and halo is lower. (Real
data run used: �+: 108511, �−: 108539)

in Tab. 4.2. The efficiency maps for the different beam charges differ by less than two per-
cent for all properly illuminated planes, exemplary the MWPC detectors are shown in Fig.
4.8. The set of presented pseudo-efficiencies are currently the most accurate description
of the detector performance in the 2012 pilot run. As they only differ marginally from the
real efficiencies, they have been put in the database for the Monte-Carlo production as the
reference for the 2012 run.



4.2. Pile-Up Enhancements 61

4.2 Pile-Up Enhancements
When it comes to reducing the uncertainty on the Monte-Carlo acceptance, statistics

is the key. The COMPASS-II experiment, which uses muons as the beam particles, has
a very high flux of them on-spill, resulting in a high flux of not-reacting muons. Not-
reacting means, that muons are just crossing the spectrometer without engaging in a deep
inelastic muon proton scattering. Nevertheless, these muons still cross many detectors and
deposit energy in the calorimeters. To deal with these extra muons that are present in the
time gate of an event, they need to enter the simulation too. This was already done before,
but the statistics of the beam phase space was very limited and therefore unsuitable for a
mass production aiming at high accuracy. Sec. 4.2.1 presents the creation of new beam
files for the COMPASS-II test run in 2012 is shown. They greatly enhance the statistics
of the beams phase space. In order to handle the upcoming DVCS run in 2016, which will
generate unprecedented statistics for exclusive measurements, the Monte-Carlo statistics
needs to be improved dramatically. This can be achieved by improving the performance of
the simulation. In fact, a significant simulation speed-up has been achieved by caching the
reactions of these pile-up muons. The new methods and formats needed for this approach
are introduced in Sec. 4.2.2. Finally, a summary is given in Sec. 4.2.3.

4.2.1 New Beam Files
A new beam file, which parametrizes the beam particles, was created for each charge so

that the accuracy of the beams’ phase space representation can be improved. The new files
feature millions of beam particles, whereas the old beam files only used 100 000 entries.

Figure 4.9: Spatial distribution of beam entries from the samples in the old (left) and new
(right) beam files. The new beam files provide superior statistics and therefore sample the
phase space much better.

The distributions for the kinetic energy and the spatial distribution are shown in Fig. 4.9
and Fig. 4.10. As the beam phase space is dependent on the charge, a second beam file
was created for the �− case. For completeness, the spatial and momentum distributions
are shown in Fig. 4.11.

4.2.2 External Pile-Up
A new function was introduced in TGEANT and CORAL in order to save computation

time. When it comes to the upcoming run in 2016 with a very high statistics, the Monte-
Carlo performance is very important. The muons rarely interact and most of them just fly
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Figure 4.10: Energy distribution of beam entries from the samples in the old (left) and new
(right) beam files. The new beam files provide superior statistics and therefore sample the
phase space much better. Especially in the region below 100GeV the old description was
not sufficient, since it started fluctuating.

Figure 4.11: Energy and spatial distribution of the new beam file for the �− beam.

through the spectrometer and generate hits in the detectors. TGEANT needs to track a
mean number of six of these additional muons per event, in a ±100 ns timegate through
the whole spectrometer. Since muons can hardly be destroyed, they need to be transported
throughout the whole 60m of the hall and deposit some energy in every detector they
cross. Additionally, the time consuming shower simulation is triggered in each crossed
calorimeter. This can be exploited to speed up the generation process by pre-computing
these muons and their interactions in the spectrometer. This is technically not trivial since
the amount of data to store is substantial. There are two million beam file entries and each
one should be simulated at least ten times. This leads to roughly 20 000 000 events from
which about six should be chosen randomly for each event. The usual TGEANTfile format
features a streamable gzip compressed ASCII file. This format is good for storing events
for a long time or stream-piping the output directly to CORAL, but is has the problem of
relatively slow reading speeds since the compression is taking a heavy load on the CPU.
Also, there is no possibility to skip events or select random events from the file. This
problem was overcome by introducing a new binary file format for TGEANT – the tbin
format. As the events are not of the same size, a simple jumping to fixed position is not
possible. Instead the format features a table of contents (ToC) section at the end of the
file. The new binary format allows for fast random access operations while at the same
time requiring almost no CPU time to do so.
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Table 4.3: Trafdic options for the external pile-up module

CsTGEANT Option Value Description

ExternalPileUp 1 Enables the external pile up
addition module.

ExternalPileUpFlux 0.03464 (�+)
0.01468 (�−) The number of muons per ns.

ExternalPileUpTGate 100 The time range in which the pile-up
muons are added. Given in ns.

ExternalPileUpFileList [PATH] The list of pile-up tbins to load.
ExternalPileUpCache 1 Copy the loaded tbin to a local folder

before starting.
ExternalPileUpCacheFolder [PATH] The path to cache the tbin file to.

Options

At CORAL runtime, the TGEANT library loads a random file from the supplied tbin
list. From there on the reading process is quite easy. The reading starts from the back.
The first long integer is giving the size of the ToC. Then the ToC, which consists of long
integers denoting the starting points of new events in the binary file, can be read in. These
numbers are pushed in a list which is afterwards shuffled. The shuffle of the vector gives
the function for loading the next event the interpretation of a random access iterator. A
full visualization of the format is shown in appendix G.
The complete list of CORAL trafdic options is given in Tab. 4.3. To minimize the

network load on batch systems, the system can copy the chosen file to a cache folder on
a physical drive on the machine, if needed. This is enabled via the ExternalPileUpCache
flag.

Procedure

In order to select the number of pile-up muons to be included, a Poissonian random
number is drawn with the mean:

n� = (2 tgate × flux) − 1. (4.12)
The reduction of the number by 1 is simple, because the main incident muon is already
counting to the input flux. Afterwards, a time-offset is drawn uniformly as:

toffset ∈ [−tgate, tgate]. (4.13)
All timing information in the pile-up event is then shifted with this offset, and finally the
event is merged into the signal event.
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Event Merging

The merging of two events required new code inside of the TGEANT event library. A
typical TGEANT event consists of a block of generator information and the spectrometers
response to these generator tracks being tracked through the experimental hall. The gen-
erator information consists of a list of enumerated four-vectors with particle identification
and status codes as well as their respective parent and daughter numbers. The response
block contains a linked list of actual tracks including the particles that were created outside
of the primary vertex. A hard photon producing an electron positron pair, or delta electron
production can happen anywhere in the spectrometer. It is called a trajectory list. Both
of these data blocks were originally designed to be fully self-consistent and therefore rely
on the absolute number of each track for parent daughter relations. This needs to be taken
account when merging two events. The new merging procedure takes place in the event
class and features the full integration of such a pile-up event into the original event. First,
all the parent-daughter relations are kept and offsetted to the next free particle-number of
the event to merge into. Following this, the trajectory lists are concatenated. Calorimeter
cell energy values are added up onto the already existing ones. This can be justified by
the calorimeters featuring timing accuracy well below the capability of separation of the
pile-up muons and the signal event. Finally, a new lujet is created with the information of
the incident pile-up muon and added to the lujet list. The final combined event can then
be processed by CORAL as usual. All in all, the read accesses to a local disk drive is still
much faster than tracking the pile-up muons each time and takes well below one second
per event for the full approximately five muons.

Flexibility enhancement

The flux of muons is a quantity difficult to estimate. There are several methods to extract
the fluxes, including the direct use of beam scalers as done by E. Fuchey, or indirectly via
the integrated DIS cross section, which is what S. Landgraf [63] did. The method of pile-
up addition allows to generate the pile-up beforehand without knowing the flux, so the
Monte-Carlo generation can start before this quantity is known. If any better flux value
becomes known, it is possible to just rerun CORAL. This typically takes only two to three
days on 200 cores for over 100 million events. Regenerating a whole sample of this size
takes over a month on the same batch system. This new flexibility allows for a faster
analysis of the data, since the Monte-Carlo becomes available way earlier.

4.2.3 Summary
New beam files for 2012 were created, enhancing the statistics from 100 000 to several

millions of entries per charge. On the base of these new beam files, the pile-up was pre-
computed in order to speed up the production of Monte-Carlo events. In order to make
this work fast, a new indexed binary format was introduced to TGEANT – the tbin for-
mat. It allows for quick random access to the events. As a consequence, the tbin files are
much larger than the usual tgeant files. In order to get a sufficiently accurate phase space
description for the pile-up, the muons were tracked about ten times each. This results in
about 20 million pile-up muon events or over 220GB of generated tbin files. The LEPTO
production of over 100 million DIS events requires about 500 pile-up muons that nor-
mally would have been tracked individually. So a speed-up of factor f = 500⋅106

20⋅106
= 25 was
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achieved in the pile-up generation time. This improvement will also greatly reduce CPU
time needed to generate the 2016 Monte-Carlo sample vastly. In addition, the flux can be
changed withing a matter of days and without regenerating everything from scratch, even
on large Monte-Carlo samples. That is why the Monte-Carlo production can start even
before the flux measurements are done. As a result, Monte-Carlo can become available
earlier and the analysis work can start sooner.
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4.3 Background Simulation inElectromagneticCalorime-
ters

The background of the electromagnetic calorimeters at COMPASS-II is not simply deriv-
able by theory. It is a combination of untracked and unvetoed halomuonsmaking their way
through the cells and electronic noise. The ladder is coming from photomultiplier tubes
that are uniquely calibrated for each cell. Therefore, the background profile is highly cell-
dependent. The halo muons’ contribution is also cell-dependent, as their distribution is
not isotropic. In this section, a set of tools are introduced to extract rates, energy profiles
and time distributions cell-wise (Sec. 4.3.1). In the next section, Sec. 4.3.2, the method
used to create background from the extracted profiles is explained. To check the validity of
the module, an elefant test was conducted and the results are shown in Sec. 4.3.3. Finally,
a summary is given in Sec. 4.3.6.

4.3.1 Profile Extraction

This section is about the extraction of the background profiles from the real data. It
describes the process of extracting energy and time distribution of background clusters.

4.3.1.1 Data selection

The profile extraction starts with applying the following cuts to the full 2012 DVCS run
data:

• only random trigger,
• no reconstructed beam in event.

The random trigger cut is applied to ensure that the resulting sample will contain time
distribution of detector hits and clusters as uniform as possible. The remaining sample
after this marks the largest amount of data that could already be used for the extraction of
the background profiles. The next step is cutting out all events that have a reconstructed
beam particle. Of course, the random trigger sample also contains events that have a
reconstructed beam, whichmight lead to deep inelastic scattering with an arbitrary number
of created neutral clusters. These events are simulated with the TGEANT and the LEPTO
event generator, so this effect has to be cut out in order to avoid double counting of it in
the final Monte-Carlo sample. The remaining event numbers after these cuts are given in
Tab. 4.4.

Table 4.4: Event numbers after cuts for data selection.
Cut Events remaining Fraction
No cuts 4605262024 1.0
Random trigger 930964634 0.202152370
No beam particle 717510893 0.155802403
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Next, all the clusters that were found are checked in each event. A cluster is a recon-
structed energy spot in a calorimeter. It may contain several cells, depending on its energy
and the type of the module. The clusters are reconstructed by CORAL from the energy
values in each cell. For ECAL0 and ECAL1, the process starts at the most energetic clus-
ter and then sums up all energies of the cell’s neighbors. When no more neighboring cells
have been struck, the algorithm searches the calorimeter for the next highest energy cell.
The position of the cluster is then set to the mean of the struck cells weighted with their en-
ergy contribution. Only neutral clusters, which are defined as clusters that have no charged
track crossing it, are saved to the final tree. The numbers split by each ECAL are listed
in Tab. 4.5. These clusters, their energy and time distribution in each cell, are the base
for all extracted profiles afterwards. To conveniently process a large amount of data on a
batch system, all of the clusters are first written into a single tree. This tree contains the
cell identification number, time and energy of the cluster. The ROOT trees from different
computers can afterwards be easily merged. From these numbers the rate of background

Table 4.5: Neutral cluster numbers in final sample.
ECAL Clusters Fraction
ECAL 0 91402133 0.0514053
ECAL 1 470585785 0.26466128
ECAL 2 1216080205 0.68393342
Combined 1778068123 1.0

can be calculated as follows:
nbg =

Nev

Nclus
= 2.47810610 , (4.14)

where Nev is the total number of events from Tab. 4.4 and Nclus is the total number of
neutral clusters from Tab. 4.5. This number is the base for the generated background rate
later.
4.3.1.2 Resulting profiles
A set of distributions in time as well as energy was extracted for every calorimeter and

every cell. The time distributions are shown in Fig. 4.12. In an ideal case, a flat distribu-
tion would be expected here. In Fig. 4.13 the energy distributions for each calorimeter are
shown. For the electronic noise, a simple exponential distribution would be expected. It
can be seen though, that especially ECAL1 and ECAL2 greatly differ from this expecta-
tion. In ECAL 2 a peak at around 2.2GeV appears, and another at around 4GeV. They are
probably coming from undetected halo muons crossing the calorimeter. A leaking study
was performed to see if these muons could be associated to another peak in the HCAL2,
which is right behind ECAL 2. Unfortunately, the HCAL2 was too noisy in this energy
region for any successful muon leaking veto.
4.3.2 Background Generation
To generate the background from the extracted profiles, only three quantities need to be

modeled. The absolute rate is already known from the first section. The distributions to
model are:
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Figure 4.12: Time distributions for the neutral clusters as extracted from real data.

1. the time distribution,
2. energy distribution,
3. cell distribution.

The time distribution is a feature of the calorimeter only, while the energy distribution
is cell-dependent. This cell-dependence was already assumed, but it can be easily seen
in the data too, by comparing energy distributions of several cells. Therefore the energy
distributions need to be extracted and simulated cell-wise. And because of this, a cell
distribution is necessary to take into account that some cells are more active than others.
4.3.2.1 Time distribution

The time distribution, as visible in the Fig. 4.12 is not completely flat. Nevertheless,
there are no very distinct features requiring any special modeling here. Systematics may
be due to the extraction method. It was decided to use only a flat roll for the time with
t ∈ [−50, 50] ns, because this is the typical timegate of the calorimeters at COMPASS-II.
The flat roll is the only roll that makes sense from the point of view of physics.
4.3.2.2 Energy distribution

The energy distribution is highly cell-dependent, which is why it is only possible to
use cell-wise profiles. This is clear considering that the background is a convolution of
electronic noise and undetected particles. Undetected particles from the halo are more
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Figure 4.13: Energy distributions for the neutral clusters as extracted from real data.

common in the outer regions of the calorimeters, while the electronics for each cell is tuned
individually and so inherently different. So because all contributions are cell-dependent
in a non-trivial way, the only acceptable way is cell-wise extraction.

Discrete integral inversion method

In order to cope with a finite number of bins, which is caused by finite statistics, and the
profiles which are too complex to fit simple polynomials to them, the method of discrete
cumulative density functions was employed. In the continuos case, this was already intro-
duced in Sec. A. The new f (n) is now the bin content of the energy distribution histogram
in bin n. Then the CDF can then be defined as:

CDF ∶ g(n) = 1
∑n,max
0

n
∑

0
f (n). (4.15)

With this CDF, which is a histogram itself, drawing values is simple. Instead of inverting
the CDF, which is impossible, the trick is to simply find the first bin exceeding the drawn
threshold from the left. In the case of energies, a continuous value is desired. To generate
this, a second draw is added to the original bin center, with with r being a uniform draw
in the bin width wbin: r ∈ [−wbin2

, +wbin
2
]:

ef inal = ecenter + r. (4.16)
The uniform draw was chosen because there are thousands of cells, each with their own
distribution. The uniform draw makes sure that no combination of surrounding bins lead
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Figure 4.14: The application of the discrete integral inversion method shown in the exam-
ple of cell 1683 from the ECAL1.

to any complications, as there may be some distributions that are not well-behaved. These
CDFs are calculated when creating the profiles with the tools ecalNoiseAnalysis and ecal-
NoisePostProc and then stored in a single ROOT file. An example of the application of
this method is shown in Fig. 4.14.
4.3.2.3 Cell distribution
The distribution of the rate on the specific cells can be generated using the method al-

ready introduced for the energy distribution. A histogram is prepared in which the bins
are filled with the following values:

f (id′) =
n,max
∑

0
e(n, id), (4.17)

where e(n, id) is the energy value of bin n in the histogram of cell number id. The uni-
fied cell number id′ was set to the new standard for this module in the electromagnetic
calorimeter number iECAL:

id′ = iECAL ⋅ 10 000 + id. (4.18)
This results in the histogram shown in Fig. 4.15a, from which another CDF can be built,
which is shown in Fig. 4.15b. From this CDF the cell distribution can again be drawn.
4.3.2.4 Rate
A Poissonian draw is used for each event in the Monte-Carlo in order to get the final

cluster number from the rate of mean background clusters per event. The mean of the
based poissonian distribution is set to the mean rate. The rate per cell and event can be
interpreted as a baseline occupancy in the calorimeter modules. These are shown in Fig.
4.16.
4.3.3 Self-consistency Test
A whole set of pre cached CDFs was created for each cell in each electromagnetic

calorimeter. To check the validity of the approach, the self-consistency test was con-
ducted. This test was done using the production_16-02 Monte Carlo sample with pure
DVCS signal. The DVCS signal was cut out by a time cut:

|tcluster| ≤ 2 ns. (4.19)
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Figure 4.15: The final real data cell-wise energy distribution integrals plotted with their
respective unique ids (id′) and the resulting CDF after discrete inversion transform.

This also removes the background in this region, which is not perfectly correct, but in first
order approximation seems fine, as it only introduces 2% uncertainty.

4.3.4 Energy Distribution

The energy distributions are shown in Fig. 4.17. These plots reproduce the data, which
were already shown in 4.13, very well. The minor visible differences are coming from
clusterization effects as well as the calorimeter smearing. All in all, a self-consistency test
conducted for the energy distribution was successful.

4.3.5 Spatial Distribution

In the next step, the distribution of the rate along the cells needed to be checked and
compared to the real data. The real data spatial distribution of the background rate was
shown in Fig. 4.16. The reextracted rates are shown in Fig. 4.18. When comparing
the two sets of rate distributions they agree very well. The slightly higher “clouds” are
easily explainable by the fact, that the selected random triggers from the real data without
beam are off spill, while the the Monte-Carlo sample features a heavy muon flux in each
event. The clouds are unremoved halomuons that are already simulatedwith the TGEANT
framework and cannot simply be removed, as the Monte-Carlo data contain no random
trigger events.

Table 4.6: Trafdic options for the electromagnetic calorimeter background.

CsTGEANT option Value Description
EcalNoise 1 Enable the module.
EcalNoiseFile [Path] The CDF collection to use.
EcalNoiseRate 2.47810610 The number of clusters to add per event.
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Figure 4.16: Background rates per cell and per event for each electromagnetic calorimeter.
The respective palette is always drawn below the graphic.

4.3.6 Summary
In this section, a completely new toolkit was presented, which allows cell-wise ex-

traction of the energy dependent background of the electromagnetic calorimeters for the
COMPASS-II experiment. The changesmade to the reconstruction software, as well as the
TGEANT software, are already upstream andmade publicly available for all COMPASS-II
physicists. It was shown that the extracted profiles are too complicated for the application
of a simple polynomial fit. Furthermore, the method of discrete integral inversion sam-
pling was introduced and applied to create discrete CDFs for each cell. A full set of CDFs
were created from the complete data sample available at the time and documentation was
written for future usage. Finally, a self-consistency test was conducted to verify themethod
and the CDFs used. It could be shown that the energy, as well as spatial distribution of the
background clusters was in good agreement with the ones obtained from real data anal-
ysis. The results shown here, were already enabled in the creation of the Monte Carlo
sample production_16-02 that was widely used across different analysis works all across
COMPASS-II. The trafdic options for enabling and controlling the module are listed in
Tab. 4.6.
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Figure 4.17: Energy distributions for the neutral clusters as extracted from Monte Carlo.
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Figure 4.18: Background rates per cell and per event for each electromagnetic calorimeter.
The respective palette is always drawn below the graphic. These images were extracted
from Monte Carlo.



5. HEPGen++ - an Exclusive Event
Generator for COMPASS-II

This chapter presents the development of the event generator HEPGen++ for the exclusive
production channels at the COMPASS-II experiment. It started as a port from the original
HEPGen by A. Sandacz and P. Sznajder [64]. During its development, many issues were
fixed and the design was improved. Now it is purely written in object-oriented C++. First,
the general design of the generator is discussed and all kinematic equations are provided,
see Sec. 5.1. In addition the data input and output options are described in Sec. 5.2 and
it is shown how to control the generator. All of the used cross section models are dis-
cussed in the Sec. 5.3. HEPGen++ not only features many more cross section models and
physics channels than the original HEPGen, but it also allows for evaluation of different
models and parameter sets after reconstruction and analysis from the same data sample.
This new approach can save an enormou amount of processing time by disentangling the
theoretical model and parameters from the detector response and reconstruction. Whether
an event gets successfully reconstructed and selected in an analysis is purely based on its
kinematics. As the initial and final states of exclusive processes are always well defined,
the kinematical variables, on which the reconstruction efficiency depends, can be used to
compute to cross section according to different models. It is called “HEPGen++ in Phast”
and it is covered in Sec. 5.4. For debugging and general utility, some helper libraries
and tools were created. Their usage and interfaces are explained in Sec. 5.5. Finally, the
results as well as recent applications of this generator are discussed in the summary, Sec.
5.6.
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5.1 Design
HEPGen++ generates events for exclusive muoproduction of photons and mesons on

nucleons. To generate an event, a valid kinematic needs to be randomly drawn. Valid
means that neither the conservation of momentum, nor the conservation of energy can be
violated. In general, two approaches for event generators are possible. The first one is a
sampled-out non-weighting one. This approach is very intuitive, as kinematics, that are
more likely to happen in the measurement just occur more often in the generated sample.
While it is very easy to use afterwards, a complete scan of the full phase space can consume
a lot of time and requires enormous statistics in the sample. Widely known examples
for this generator class are PYTHIA [65] and LEPTO [66]. The second approach is the
weighting event generation, were all the kinematics are generated uniformly. After the
generation a differential cross section in all generated variables gets multiplied on top, as
a weight. This leads also to the desired distributions in the final state. The advantage of
this approach is that the sampling in areas with a low cross section is very accurate already
at a lower statistical power. The downside, however, is that the regions of higher statistical
power tend to get undersampled.
When it comes to HEPGen++, it was decided to take the advantages of both approaches.

While the generator is a weighting one, the distributions of the drawn variables were mod-
eled to be similar to the expected ones. This reduces undersampling in statistically strong
regions, while, at the same time, keeping the flexibility of the weighted approach. In this
way, the generation of the kinematics stays independent of the chosen generator, while the
cross sections remain dependent on the drawn variables. This unified generation method
is described in the following section, Sec. 5.1.1.
5.1.1 Generation of a Single Event
In this section, the generation of an exclusive muoproduction of a particle via virtual

photon exchange is explained. The following method is almost completely independent
of the produced particle(EPP1), which is quite useful since the same code can be used
for all generators. As indicated in the theory chapter, a deep inelastic scattering reaction
is always described by two independent variables. This can be (Q2, xbj) but all tuples ofthe variables �, xbj , Q2,W are possible and equally valid. Choosing one set over another
is typically motivated by technical reasons. The most important criterion is the resulting
cross section that needs to be evaluated. If the cross sections that are going to be used are
already in the parametrization of d2�

dQ2dxbj
, no additional work needs to be done. Otherwise

Jacobian determinants need to be multiplied by them. For this generator, the set of (Q2, �)
is chosen. The variable � is a very nice observable for experimentalists as it is easy to
interpret as energy transfer in the laboratory frame. Also, it has a rather intuitive scale
which can be drawn flat, since all of the used cross section models predict a non-extreme
behaviour in this variable. The second variable to draw is Q2 as it is one of the most
common variables in particle physics.
First of all, a � according to user ranges is drawn. This limits the energy that is available

for the rest of the processes:
� ∈ [�min,user , �max,user]. (5.1)

1Exclusively Produced Oarticle
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Variables with the index “user” are always taken from the datacard, which will be intro-
duced later.
The next step is drawing a Q2 from the desired user range. Naturally, the conservation

of energy must not be violated, which is why the following constraint has to be kept:
Q2 < 2

Mp
�xbj,max. So finally Q2 is drawn in:

Q2 ∈ [Q2
min, Q

2
max] (5.2)

where minimal and maximal value of Q2 are given to:
Q2
min = max[Q

2
min,physical = −2m

2
� + 2(E E

′ − k⃗ ⋅ k⃗′), Q2
min,user], (5.3)

and
Q2
max = min[Q

2
max,physical =

2
Mp

�xbj,max,user , Q
2
max,user]. (5.4)

The four-momenta of all particles in the events is first calculated in the centre of mass
frame (CMS), because the equations stay shorter that way. Next, everything is transformed
into the laboratory frame. By knowing the variables �,Q2 and the energy of the incoming
beam muon E, the angle ��′ of the scattered lepton with respect to the incoming beam
lepton is already fixed:

��′ = 2 arccos
⎛

⎜

⎜

⎝

√

√

√

√1 −
Q2 − y2m2�c2∕(1 − y)

4|p⃗�||p⃗�′|

⎞

⎟

⎟

⎠

, (5.5)

wherem� denotes the muon mass. The lepton momenta before and after the scattering are:

|p⃗�| =
√

E2∕c2 − m2�c2, (5.6)

|p⃗�′| =
√

(E − �)2∕c2 − m2�c2. (5.7)

To set the virtual photon ∗ from this, a � angle needs to be drawn from the full range:
�∗ ∈ [0, 2�]. (5.8)

The �∗ can be calculated from momentum and energy conservation to:

�∗ = arccos

⎛

⎜

⎜

⎜

⎝

√

√

√

√

√1 −

(

sin(��′)
|p⃗�|

√

�2∕c2 +Q2

)2⎞
⎟

⎟

⎟

⎠

. (5.9)

The next step is deciding whether the reaction is “elastic”, meaning the proton stays
fully intact or if the target enters an excited intermediate state that decays afterwards. This
excitation with following decay is called “diffractive dissociation” and is covered in Sec.
5.3.10.
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Following this, there is the generation of the four momentum transfer t. It is easier to
generate t′ which starts at 0 though, as the functional dependence of most cross sections
here is only a simple exponential function. Therefore this observable is drawn in the range
of

t′ ∈ [0, t′max]. (5.10)
t′ is related to t by correcting the so-called t0 term that describes the minimal momentum
transfer to make the given kinematics valid. For the equation see the Tab. 2.1 in the theory
part.
The kinematics for the EPP are now almost fixed. Another � angle needs to be drawn

according to
�EPP ∈ [0, 2�], (5.11)

for the azimutal distribution of the EPP. To fix the � angle, again conservation of momen-
tum and energy can be used:

�EPP = arccos

(

t +Q2 − m2EPPc
2 + 2E∗EEPP∕c2

2PinPout

)

, (5.12)

where EEPP is the energy of the exclusively produced particle and mEPP is the mass of it.
The momentum sums Pin and Pout can be written as:

Pin =

√

W 4c4 − 2W 2c2(m2pc2 −Q2) +Q4

2W c
, (5.13)

Pout =

√

W 4c4 − 2W 2c2(m2a + m
2
EPP)c2 + (m2a − m

2
EPP)2c4

2W c
, (5.14)

where m2a is the mass of the excited target state squared. In case of an “elastic” event, it is
simply the proton mass squared:

m2a = m
2
p. (5.15)

In the case of diffractive dissociation, this is not the case. The diffractive dissociation
is covered in Sec. 5.3.10. The next step is the transformation into the laboratory frame,
where the simulation will take run afterwards. For this the following matrix is constructed
from the three-momentum of the p⃗∗ and the three-momentum of the incoming lepton k⃗:

M =
(

ℎ⃗x ℎ⃗y ℎ⃗z
)

, (5.16)
where the helper vectors are defined as:

ℎ⃗x = ̂⃗p∗,

ℎ⃗z =
1
|k⃗|
(ℎ⃗x × k⃗),

ℎ⃗y = ℎ⃗z × ℎ⃗x.

(5.17)

All of the particles get rotated using this rotation matrix. Afterwards, a standard Lorentz
boost is applied to the resulting four-momentum vectors. In the laboratory system the
recoiled particle four-momentum is easily writable as:

Pp′ = (� − EEPP + mpc2, p⃗∗ − p⃗EPP). (5.18)
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Finally, all of the particles get rotated once more, so the incoming beam gets put on the z
axis.

5.1.2 Sampling Choices
The distributions of Q2 and t′ were made with the integral inversion method, which is

introduced and elaborated about in the appendix A. A 1∕x distribution was chosen for
Q2 to have more statistical power where the real data has more statistical power. Higher
powers such as 1∕x2 or even 1∕x4 would be applicable, which can be motivated by the
cross section equations. As these show destinct dependences on the power of Q2, the
sampling could be optimized. The closer the chosen distribution is to the dependence of
the cross section, the better, since the statistical power is concentrated, where it is needed
most. Therefore, a representative sample of the complete phase space can be generated
with less events, than with a non-optimized sampling.
In all of the following equations r shall be a uniform random number:

r ∈ [0, 1]. (5.19)

For Q2 the CDF is:
Q2 = Q2

min

(

Q2
max

Q2
min

)r

, (5.20)

and the phase factor is:
pfQ2 =

1
Q2

1
ln(Q2

max∕Q
2
min)

. (5.21)

In the case of t′ distribution an exponential dependence is assumed with an arbitrary slope.
The CDF for this distribution is:

t′ = − 1
B
ln[exp(−Bt′min) − {exp(−Bt

′
min) − exp(−Bt

′
max)}r)], (5.22)

and the phase factor becomes:

pft′ = B
exp(−Bt′)
exp(−Bt′min)

− exp(−Bt′max), (5.23)

whereB is the t′ slope. When it comes to the � draw, another method is used. This variable
is to be drawn uniformly in a user specified interval:

� = �min + (�max − �min)r. (5.24)
For normalization reasons it is very comfortable to also scale this integral back to one.
Therefore, another phase factor is introduced for this roll:

pf� =
1

�max − �min
. (5.25)

The distributions unweighted and with their respective phase factor weights are plotted in
the figures from 5.1a to 5.3b.
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Figure 5.1: � distributions on generator level. Here, only the normalization changes, as
the distribution is already flat. The whole data sample contains 10 million events, so the
normalization is that in each 1GeV bin there are 10 million entries.
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(b) The t′ distribution with phase factor weights.
Figure 5.2: t′ distributions on generator level. Here the distribution is sampled very fine
at small t′ but then flattened out by the phase factor weights. As in the � distribution the
normalization puts the integral of an interval of 1GeV∕c to 10 million entries, which was
the base statistics.

Overconstraints

In the figures 5.3b and 5.4b a linear cut-off in Q2 is visible. This is due to an overcon-
straint of the upperbound of Q2. Remembering equation 5.4 it can be seen that xbj limits
can cut into the upper boundary more sharply than the user chosen Q2. This rises two
issues, the first of whom is the phase factor. This factor was introduced to remove the
functional dependence (x) from a non-uniform sampling in x. The non-uniform sam-
pling works fine, as is visible in the Fig. 5.4a. The behaviour after phase-factor application
is shown in 5.4b, where the whole region is homogenious.

The second problem is the normalization of the events with this flat distribution, since
the number of filled bins in Q2 is not the same for every �. This problem is encountered
when trying to calculateMonte-Carlo luminosity, where a proper integration over the cross
section is required. An exemplary solution to this problem is given in the appendix B.
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(b) TheQ2 distribution with phase factor weights.
Figure 5.3: Q2 distributions on generator level. The slope is coming from energy conser-
vation in combination with an invisible user cut on xbj . See overconstraints section for a
detailed explanation.

2 [GeV/c]2Q

0 10 20 30 40 50 60 70 80 90 100

 [G
eV

]
ν

0

20

40

60

80

100

120

140

160

1

10

210

310

410

The Q2 vs � distribution. The sampling is more
fine at small Q2. Mind the logarithmic z scale in
this picture.

2 [GeV/c]2Q

0 10 20 30 40 50 60 70 80 90 100

 [G
eV

]
ν

0

20

40

60

80

100

120

140

160

0

2000

4000

6000

8000

10000

310×

The Q2 vs � distribution weighted with a correct
dynamic phase factor. It flattens out the phase
space in two dimensions.

Figure 5.4: Q2 distributions on generator level. The slope is coming from energy conser-
vation in combination with an invisible user cut on xbj . See overconstraints section for a
detailed explanation.

5.1.3 Software Design Principles
When designing HEPGen++ a few principles where set that were kept throughout the

development of the whole software package. Since the ancestor version of HEPGen had
problems running on modern operating systems and compiling on modern compilers the
long time compatibility was the key issue. To ensure that in a few years this generator will
still work the way it was intended, it was necessary to:

• not use any third-party libraries,
• make the code as standard compliant as possible,
• retain readability and understandability,
• prioritize maintainability over computational performance.

In the following sections these principles are shortly elaborated on and their influence on
the final design is demonstrated.
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Code Portability

Particle physics experiments at CERN have a history of having very inhomogeneous
computer architectures as well as compiler and operating system versions. Therefore, the
code of an event generator that will possibly be used for a long time has to be as portable
as possible. In order to achieve that, no third-party library was used for the first part. All
classes for vectors, four-vectors, as well as their mathematical methods were implemented
in standard C++ 98. The old HEPGen became difficult to compile because of the usage
of paw and cernlib, which was originally thought to be supported forever by CERN. To
avoid the dependancy problem in HEPGen++, it was decided to keep it indepedent of
any external libraries. A reliable random number generator, the James Random [67], was
taken from CLHEP library [68] and embedded in the HEPGen++ repository.
The second design principle that should have lead to well-portable code, was keeping

the standard strictly. The old C++ standard was chosen because it compiles on every C++
compiler even from the oldest GCC2 installed on older machines. Even though it would
be fast, risky unchecked direct memory operations like memcpy were mostly avoided.
This greatly reduces the risk of memory access violations and problems with compiler
optimizations.
Readability and Maintainance

Finally, the third and fourth point mentioned above, readability and maintainability, can
be evaluated together. Strict object-oriented design is generally speaking not the fastest
running code but it allows for a good maintainability by removing the need of several
copies of the same code. An example of this approach is moving all of the kinematics
related code to a base class calledHPhysicsGen from which all specialized generators are
derived. Removing a possible bug in this section of the code will automatically fix it for
all implemented generators. Also, the readability of the code is greatly enhanced using by
this method. A vector product written out in its components may be faster in FORTRAN
than the method call of a vector-object, but it is much clearer to any new author who will
take over the maintenance work. The example of HPhysicsGen is shown in the Fig. 5.5.

5.2 Data Input and Output
Most of the input and output formats were designed in an object-oriented inherited ap-

proach. This will be called “backend” design from now on, since the actual implementa-
tion of a format is done in derived backend classes, while all the logic and calls are handled
through virtual base classes. The backend design allows seamless switching between the
used backends and in some cases, for example the histograms, even enabling more than
one at the same time.

5.2.1 Beamfile
The so-called beam file is a binary file that contains entries of beam particles measured

in the experiment at one time. In its entirety, it should contain the complete beam phase
space in momentum direction and energy as well as spatial coordinates. The format used
2GNU Compiler Collection
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Figure 5.5: The inheritance diagram for HPhysicsGen generated directly from the C++
code with Doxygen. Most of the common code, which is the diffractive dissociation, muon
kinematics and more are placed in the base class, while each generator only implements
its cross section function as well as output particles.
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at COMPASS was originally introduced as “xlaugato beam database format”, though it
is more a binary stream of entries than a real database. Just like all other binary formats
that inherit the FORTRAN legacy, this one also suffers from the header length change
that was introduced when the F77 compiler was dropped in favor of gfortran. HEPGen++
automatically looks for the right header size and reads the beam file regardless of the
compiler of the xlaugato writer program that was used in the creation of the file. An
illustration of the format is shown in the appendix C.
To calculate the momentum and position vector of a particle from this information, the

following computations have to be made. All three components of the momentum need
to be calculated from the slopes and the kinetic energy in order to get the full momentum
vector. The equations for this are written in components of k⃗ as:

kz =
Ekin∕c

√

1 + sin(dx ⋅ 10−3)2 + sin(dy ⋅ 10−3)2
, (5.26)

kx = kz sin(dx ⋅ 10−3), (5.27)
ky = kz sin(dy ⋅ 10−3), (5.28)

where the beam is aligned along the z axis. To complete the four-momentum vector for
the incident muon k, the mass has to be added:

k = (
√

k⃗2c2 + m2�c4, p⃗). (5.29)

Only the x and y component of the position of the particle is stored in the file. The x
and y values are already in the coordinate system where the beam is aligned along the
z axis, meaning that x and y read from the beam file give the transverse position. The
longitudinal position z along the beam axis is set to 0mm by convention for the muon
program at COMPASS. For the hadron and Drell-Yan programs this number is implicitly
assumed to −7.5m.
The so-called “beam type” is a single number denoting whether this entry is a valid beam

particle or a halo particle. In order to simulate signal events, only the beam (flag= 1)
entries should be used, since they can intersect the target and their momentum resolution
is good. The halo entries (flag= 2) have a much worse momentum resolution due to the
nature of their measurement and will most probably not intersect the target material in the
simulation.
5.2.2 LEPTO Output
The LEPTOv2 format was a common format in particle physics a while ago but is not

commonly used anymore. However, this format was added in order to have a good back-
ward compatibility. Like the beam file format, this format was originally introduced in
FORTRAN, so it suffers from the same problems with the undefined length of the start
word. HEPGen++ allows for different start and stop word lengths. They can be switched
in the data card. In the appendix C the format is visualized. It consists of a header block
that contains general information about the parameters that were in use for the production
of the file. The event block that is written for each event contains the event-specific infor-
mation. A complete description of each of the vectors and variables that are written here
is given in the appendix to improve the legibility of this document.
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5.2.3 Datacard

The datacards that control HEPGen++ are for themost standardized and even backwards
compatible with the original HEPGen datacards. It is not directly possible to load HEPGen
datacards into HEPGen++, since some editing is needed to remove all the line breaks for
a given keyword. Not all of the variables in the card are actually used; some are used
depending on the generators, while others are not used at all and their sole purpose is
backward compatibility. The specialties of HEPGen++ are introduced in this section.

Generation Ranges

In principle, there are only a few relevant kinematic variables that constrain the gener-
ation. These are Q2, �, t′ and xbj,max. To stay consistent with the generation of HEPGen
xbj,max = 1.0 should also be kept. The values forQ2 and � are written into the CUTL line,
while the t′ limits have their own line called TLIM.

Beam Reading

The BMRD flag controls the beam file reading. Setting it to non-zero enables reading
the beam file from the flag BEAMFILE. The flag itself has the following interpretation:

• 1: Read beam entries only,
• 2: Read halo entries only,
• 3: Read all entries available.

Generator Selection

The first number in the flag VMES controls the selection of the generator. The second
number denotes the decay channel if the exclusively produced particle decays. As only
fixed decay modes are implemented as of now, the second flag is not used yet. A list of
implemented choosable generators is presented in list 5.1. The code by H. Moutarde is
currently only restrictedly available in Freiburg and cannot be put in a public repository.
Once his “PARTONS” framework [69] is released, a solution for integrating it with the
generator can be found. For example a table containing amplitude of the different DVCS
models could be loaded. As the DVCS amplitude is well-behaved in the current models,
interpolating in this grid should not pose any problems. The calculation of the interfer-
ence terms and the Bethe-Heitler terms can then be done in HEPGen++. A grid of final
cross section values will be very hard to generate, since the Bethe-Heitler contribution has
extreme slopes in some regions. This poses different problems already, and is discussed
in the DVCS model sections (5.3.7 ff).

Further Flags

Further interesting flags are listed in Tab. 5.2.
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Table 5.1: Flag choices for the first VMES flag.
VMES Produced particle Model
0  Modified Strikman & Freund [70, 71]
1 �0 →  Goloskokov & Kroll 2006 and 2011 [72]
2 �0 → �+�− Cross section measurements from HERMES [73]
3 �→ K+K− Cross section measurements from HERMES [73]
6 !→ �+�−�0(→ ) Cross section measurements from HERMES [73]
7 �+ → �+�0(→ ) Goloskokov & Kroll table [74]
8 !→ �0(→ ) Cross section measurements from HERMES [73]
12  VGG model implementation by L. Mosse. [75]
13  Bethe Heitler by P.A.M. Guichon and A. Vidon. [76]

Table 5.2: Additional flags for HEPGen++
Flag Value Description
NGEV long int Number of events to generate.
DIFF 0 / 1 Use of diffractive dissociation.
ENABLE_GFORTRAN 0 / 1 Enables long startwords for LEPTOv2 format.
OUTFILE [path] Sets the name of the output file.
HISTOS_ASCII 0 / 1 Enables kinematic histograms in ASCII format.
HISTOS_ROOT 0 / 1 Enables kinematic histograms in ROOT format.
ENABLE_DEBUG 0 / 1 Enables a lot of verbose debug output.
AUX1 - Special settings for some generators.
AUX2 - More special settings for some generators.

5.2.4 Histogramming

Adding histograms to the creation of a sample is quite simple. Several one-dimensional
and two-dimensional histogram backends are available. If the ROOT framework is avail-
able and ROOT histogramming is enabled ( Tab. 5.2 ), they will be put inside a ROOT
file. The second option is to enable ASCII histogramming, in which case they will be writ-
ten as plain text into a file. The system allows for weighted histogramming with double
precision. The format is visualized in a graphical way in the appendix C. As mentioned
there, for n bins the histogram has n + 2 data lines. The underflow bin is in the first line,
the overflow bin in the n + 1th line. This allows for a good evaluation of the generated
sample even without installing the ROOT framework.

5.3 Implemented Models

To implement a generator for HEPGen++ in the isotropic case, only a parametrization
for the mass of the produced particle is needed as well as a parametrization for the cross
section in dependence of any set of kinematical variables.
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Figure 5.6: The mass distribution of the generated �0 mesons.

5.3.1 Exclusive Rho: �0 → �+�−

The �0 generator was the first generator to be implemented in the original HEPGen. For
compatbility reasons, the goal was to implement it in C++ binary identically. Therefore,
the mass distribution for the �0 particle as well as the cross section needed to be computed
in a similar way.
Mass Distribution

The mass distribution of the �0 meson that almost always decays to two pions needs
to be simulated according to the real data distributions. The dN

dMX
distribution follows a

relativistic Breit-Wigner distribution. The typical parametrization is introduced in [77].
The parameters for �0 production were measured at HERA by the ZEUS collaboration
[78]. The implemented mass distribution in HEPGen++ follows the distribution:

D(m) =
mm�0g�0g∗�0

(

(m)2 − m2
�0

)2
+ m2

�0
(g∗
�0
)2
, (5.30)

where

g∗�0(m) = g0

⎛

⎜

⎜

⎜

⎝

√

m2 − m2�±
q0

⎞

⎟

⎟

⎟

⎠

3

, (5.31)

is the momentum dependant width with the constants g0 = 0.153GeV being the mean
width, q0 = 0.358GeV∕c being the momentum of the pion in the CMS and m�0 =
0.77GeV∕c2 is the mean mass of the �0 meson. The mass of a charged pion is set to
m2�± = 0.019488GeV

2∕c4. The resulting distribution is shown in Fig. 5.6.
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Polarization

The polarization of the vector mesons like the �0 can be measured by extracting an-
gular distributions of their decay products. The ratio of the longitudinal cross section to
transversly polarized one is typically denoted R with:

R =
d�L,∗p
d�T ,∗p

. (5.32)

By using generalized vector dominance and s-channel helicity conservation a parametri-
sation can be derived for this ratio. The complete derivation and fits to data was done in
[79]. The parametrization can be fully written as:

RV (Q2) =
(Q2 + m2V ,T )

2

m4V ,T
�2V

×
⎡

⎢

⎢

⎣

�
2
m2V ,L
Q2

−
m3V ,L

√

Q2(Q2 + m2V ,L)
−
m2V ,L
Q2

arctan

(

mV ,L
√

Q2

)

⎤

⎥

⎥

⎦

2

,

(5.33)

where �V is the ratio of imaginary forward scattering amplitudes of longitudinally and
transversely polarized vector mesons. It is theoretically a function of the kind of vector
meson as well as W . The mass terms mV ,L and mV ,T are pole masses that are also pa-
rameters for the model. All of the parameter values from [79] are listed in Tab. 5.3. The
fraction of longitudinally polarized mesons can then be written as:

fL =
(" + Δ)RV

1 + (" + Δ)RV
, (5.34)

where Δ is the difference in longitudinally to transversely polarized virtual photons given
by:

Δ = 2m2�
1 − "
Q2

. (5.35)

Table 5.3: Parameters for the Schildknecht parametrization for the polarization ratio.
Meson �V m2T m2L
�0 - paper four parameters 1.06 0.68m2� 0.71m2�
� - paper four parameters 0.9 0.43m2� 0.60m2�
�0 - paper two parameters 1.0 0.62m2� 0.93m2�
� - paper two parameters 1.0 0.4m2� 0.6m2�

Decay

The decay of the �0 meson into the pions is, as it is a two-body problem, well calculable
and straight-forward. With the �0 being a vector meson though, the angular distribution of
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the decay products in � depends on the polarization. For a longitudinally polarized vector
meson, the following equations for the angle are used:

r ∈ [0, 1], (5.36)

cos(�) =

{

3
√

1 − 2r for r < 0.5
3
√

(2r − 1) else. (5.37)

For transversely polarized vector mesons, the distributions for the angle � look like:
r ∈ [0, 1], (5.38)
�′ = arccos(|2r − 1|), (5.39)

cos(�) =

⎧

⎪

⎨

⎪

⎩

−2 cos
(

�′+�
3

)

for r < 0.5

+2 cos
(

�′+�
3

)

else. (5.40)

Cross Section

The cross section of the exclusive muoproduction of �0 was measured in dependence of
Q2 by the NMC collaboration [73]. It was parametrized according to the general function:

d�∗p
dQ2

= �0

(

Q2
0

Q2

)�

, (5.41)

where the fit parameters are Q2
0 = 6.0 (GeV∕c)2, � = 1.96 and the base cross section is

�0 = 27.4 nb. To account for a further t′ dependence this cross section was modified with
an exponential t′ slope. According to [78] this is justified in first order approximation. The
resulting term can now be written as

d2�∗p
dQ2dt′

= �0

(

Q2
0

Q2

)�

bt exp(−btt′), (5.42)

where bt = 5.0. This cross section needs to be multiplied with the virtual photon flux to
get the muon proton cross section. The transverse virtual photon flux can be written as
[73]:

ΓT =
�(� −Q2∕2mp)
2�Q2E2

�(1 − ")
, (5.43)

where " is the virtual photon polarization from equation 2.90. Finally, the resulting cross
section equation is renormalized with a factor of fGK = 2.33 to make the parametriza-
tion hit the prediction by Goloskokov and Kroll model. The total cross sections of NMC
were known to be different from all other experiments in their absolute value [80], so
renormalizing to the currently best model prediction while, at the same time, keeping the
functional dependence measured by the experiment is justified. The cross section finally
resulting from the measurements and calculations above is shown in Fig. 5.7a, the direct
virtual photon proton cross section is shown in Fig. 5.7b.
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Figure 5.7: Cross sections for exclusive �0 production as implemented in HEPGen++

5.3.2 Exclusive Phi: �→ K+K−

The � generator was first introduced in HEPGen++ for the purpose of a master thesis by
A. Gross where the analysis of COMPASS data for exclusive production of the phi mesons
was the main focus.
Mass Distribution

As the � distribution is very narrow, the width being at about 4MeV, the relativistic
Breit-Wigner distribution is omitted and a gaussian smearing is performed instead. A
random mass difference is drawn from a gaussian distribution with mean � = 0MeV∕c2
and width � = 4MeV∕c2. This is then added to the PDG mass for the final mass.
Polarization

The polarization is generated in the same way as for the rho generator, but with the
parameters given for the phi mesons in Tab. 5.3.
Decay

The decay is handled by the same calculations code like the �0 meson generator, ex-
cept that the decay particles are kaons with a different mass. The angular distribution is
assumed to be identical.
Cross Section

In the case of the cross section of the phi production, the same parametrization was used
as the one for the rho. The parameters are slightly different and can be found in [73] to:

� = 2.27,
�0 = 3.425 nb.

The same normalization factor for these values to the GK model as for the rho production
was used. The cross section looks very similar to the exclusive rho production, which is
not surprising, since it follows the same parametrization. The cross sections are shown in
the Fig. 5.8a and Fig. 5.8b. As visible, only the Q2 slope and the absolute value of the
cross sections differ from the �0 generator.
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Figure 5.8: Cross sections for exclusive � production as implemented in HEPGen++. The
difference to the �0 production is the Q2 slope and the absolute scale of the cross section.

5.3.3 Exclusive Pions: �0 → 
The field of exclusive �0 production has recently gained a lot of momentum on the

theoretical and experimental side alike. The pilot run of the COMPASS-II experiment,
performed in 2012, delivered the first ever real exclusive neutral pion production data. This
brought up the need to have a neutral pion event generator. The loading of the cross section

Table 5.4: AUX Flags for the �0 generator
Flag Value Description
AUX1 [path] Path to production cross section table.
AUX2 -1 Load self-consistent header

containing cross section table. (-ng format)
AUX2 0 Load old HEPGen binning file.
AUX2 1 Load old HEPGen binning file with ĒT contribution.

tables is controlled via theAUX flags in the datacard. The possible values for this generator
are given in Tab. 5.4. In general, only the new format should be used. The standard
datacards use these new tables (-ng-format, AUX2=-1) exclusively. Nevertheless, the
option to load the old format persists. Note that in the old format the binning for the
kinematics was hardcoded. Therefore, any modification in the binning of the table will
result in a program crash.
Mass distribution

As with the phi meson, the pions have a very narrow width of only about Γ = 8 eV, so
the mass is simply put to m�0 = 134.977MeV.
Cross section

The cross section for this generator offers two choices, both of which are based on ta-
bles for the Goloskokov and Kroll model for the exclusive neutral pion production. One
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is based on the older GK model, without transverse GPD influence(“GK09” [45]), while
the second one is based on the latest official version of their model including transverse
GPDs (“GK11” [72]). The latest version of the GK11 model is also completely imple-
mented starting from the GPDs. As the implementation is very complex, a whole chapter
(Chapter 6) is devoted specifically to it. In this section, only the tabulated implementation
is presented.
HEPGen++ introduced a unified data table format using this parametrization, which

is described in the appendix and which allows for changes to be made in a simple way.
The parametrization is three dimensional inW ,Q2 and −t′. The cross section calculation
from these tables is handled by first finding the bin, which is closest to the desired value.
Each kinematic variable has to be checked from this bin, in order to determine whether
the extrapolation has to be done forward or backward. Next, a linear extrapolation is done
to get the final value that will be used for the calculation. Each bin contains two numbers,
�L and �T which stand for the longitudinal and transverse cross section for ∗p→ �0p′. In
order to get the resulting cross section they are added up with the longitudinally polarized
virtual photon cross section ":

�∗p = �T + "�L. (5.44)
Finally, to get the muon proton cross section again, the factor for the transverse virtual
photon flux ΓT is multiplied with it:

��p = �∗pΓT . (5.45)
The transverse virtual photon flux can be parametrized in the COMPASS kinematical
range as:

ΓT =
�(� − Q2

2mp
)

2�Q2E2y2

[

y2(1 − 2m �2

Q2
) + (1 − y − 0.252y2) 2

1 + 2

]

, (5.46)

and the factor 2 = Q2

�2
.

The tables each have different ranges, which are listed in Tab. 5.5. The cross sections
Table 5.5: Table options for table based generators.

table Q2 ∕ [GeV∕c]2 W ∕ [GeV∕c] t′ ∕ [GeV∕c]2

�0 without ĒT 9 bins ∈ [2, 10] 11 bins ∈ [5, 15] 16 bins ∈ [0.00, 0.75]
�0 with ĒT 15 bins ∈ [2, 16] 11 bins ∈ [5, 15] 16 bins ∈ [0.00, 0.75]
�+ 19 bins ∈ [2, 20] 12 bins ∈ [5, 16] 16 bins ∈ [0.00, 0.75]

resulting from these tables and extrapolation is shown in the Fig. 5.9 up to Fig. 5.12. It
can also be observed from the figures that the difference is almost a factor of 10, which
is a surprising result. The transversity GPDs were, in fact, introduced to cope with the
problem of the experimental cross sections for pion production being much larger than
expected. Another interesting feature which the plots show, is the t′ dependence. While
for the model without the GPD ĒT a parametrization could have been found, the cross
section shows a distinct non-trivial behavior for fixed Q2 with its influence.
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Figure 5.9: Cross sections for pion production without the GPD ĒT contribution, at a fixed
t′ = −0.5GeV∕c.
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Figure 5.10: Cross sections for pion production without GPD ĒT contribution at a fixed
Q2 = 2.0GeV∕c2.

5.3.4 Exclusive Rho+ Mesons: �+ → �+ + �0(→ )

This generator also uses the AUX flags for loading the cross section tables. The usage
is generally identical to the neutral pion generator’s AUX flags listed in Tab. 5.4.
Mass Distribution

The mass for the �+ meson is generated the same way as the �0. This is perfectly justified
by the PDG giving the mass difference of both mesons to [23]:

Δm�0,± = (−0.7 ± 0.8)MeV. (5.47)

Polarization

The polarization is generated in an identical manner as the rho generator.
Decay

The �0 decays immediately into two photons in the final state. As this is a simple two-
body decay, the calculations are simply done in the pions’ centre of mass system. The
resulting photons are then boosted along the pions’ four-vector. The angular distribution
is flat in the azimutal angle �, for the polar angle � a uniform r ∈ [0, 1] is drawn. Then �
is calculated according to:

� = arccos(2r − 1). (5.48)
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Figure 5.11: Cross sections for pion production with GPD ĒT contribution at a fixed t′ =
−0.5GeV∕c.

]2-t' [(GeV/c)
0.1 0.2 0.3 0.4 0.5 0.6 0.7

]2
W

 [G
eV

/c

5
6
7
8
9

10
11
12
13
14

 [n
b]

 pµσ

5−10

4−10

3−10

]2-t' [(GeV/c)
0.1 0.2 0.3 0.4 0.5 0.6 0.7

]2
W

 [G
eV

/c

5
6
7
8
9

10
11
12
13
14

 [n
b]

* 
p

γσ

1

10

Figure 5.12: Cross sections for pion with GPD ĒT contribution production at a fixedQ2 =
2.0GeV∕c2.

Cross Section
The cross section for this generator also comes from a data table by Goloskokov and

Kroll. The ranges and binning of the table is listed in the Tab. 5.5. The cross sections are
shown in the figures 5.13a to 5.13d.
5.3.5 Exclusive Omega Mesons: !→ �+�−�0(→ )
The omega generator with the decay into three pions is of importance for the acceptance

estimation when looking for exactly this channel. This channel is the dominant decay
mode of the meson, yet neither the exact cross section nor the angular distributions of the
pions have ever been measured to a sufficient accuracy. According to theory, the pions
show a special behaviour in the Dalitz plot, which this generator tries to model. The result
is shown in Fig. 5.15.
Mass Distribution
The mass distribution follows a relativistic Breit-Wigner distribution like the � meson.

It follows equation 5.30, but with the constants g0 = 0.00849GeV, q0 = 0.327GeV and
m! = 0.78265GeV∕c2 being the mean mass of the meson. The resulting distributions are
shown in Fig. 5.14.
Polarization
Since no parameters are available for the polarization of the omega meson and the mass

is near the rho mass, the parameters used for the rho meson are also used for the omega
meson.
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Figure 5.13: Cross sections for �+ production with a fixed t′ = −0.5GeV∕c for theQ2∕W
plots and Q2 = 2.0GeV∕c2 for the t′∕W plots.

Decay

The decay in this channel works, by first randomly selecting one of the decay products
and letting the omega decay into this product and a resulting “dipion”. The highest possible
energy and momentum is then given by:

Emax =
m2! + m

2
1 − m

2
dp

2m!
, (5.49)

|p⃗|max =
√

E2
max − m

2
1, (5.50)

where m1 is the mass of the selected “first” decay particle and mdp = m2 +m3 is the mass
of the dipion. Next, a random fraction of |p⃗| is assigned to the decay particle 1:

p⃗1 = (r ⋅ |p⃗|max, 0, 0). (5.51)
Also, a polar angle between decay particle 1 and the dipion needs to be drawn:

�pq = arccos(2r′ − 1). (5.52)
Now, the kinematics for the dipion is fixed to:

Edp = m! −
√

m21 + |p⃗1|, (5.53)
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Figure 5.14: Themass distribution of the generated!mesons. On the left: For the channel
! → �0 +  , on the right: For the channel ! → �+�−�0.

mdp =
√

E2
dp − |p⃗1|, (5.54)

qdp =

√

(m2dp − m
2
dp,min)[m

2
dp − (m2 − m3)2]

2mdp
(5.55)

With the accept-reject method, the distribution of qdp is shaped according to:
p(qdp) = 9|p⃗1|2q2dp(1 − cos(�pq)

2). (5.56)
After fulfilling this condition all of the decay particles’ four momenta are set:

p2 = (
√

q2dp − m
2
2, qdp cos(�pq), qdp sin(�pq), 0), (5.57)

p3 = (
√

q2dp − m
2
3, qdp cos(�pq), qdp sin(�pq), 0). (5.58)

Now, a Lorentz boost is applied, to bring the second and third decay particle into the center
of mass frame of the omega. The complete set of three decay particles are then rotated
around the axis of the omega vector by a random angle before finally being boosted into
the laboratory frame. This decay process produces the Dalitz plot shown in Fig. 5.15.
Cross Section

The shape of the cross section is assumed to be identical to that of the rho meson, with
only the absolute value being smaller by a factor of 10. Therefore, the rho cross section is
calculated and then divided by 10 to get the omega cross section.
New decay channel into �0 + 

The omega decay channel ! →  +�0(→ ) is a recent addition to the already existing
omega generator. It features the decay channel into three photons, via a neutral pion.
The cross section identical to the other omega decay channel is chosen. This generator
was implemented on short notice to allow for background studies of this omega decay
channel’s contribution into the exclusive neutral pion production channel.
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Figure 5.15: The Dalitz plot of the decay products from the ! generator (left) and a theo-
retical estimation from [81] (right).

Mass Distribution

The mass is drawn almost identically to the other decay channel. The only difference
is the width: q0 = 0.380GeV, which was chosen for compatibility reasons. The result-
ing distribution is drawn next to the one representing the other decay channel for easier
comparison. It can be seen in Fig. 5.14.

Polarization

From the 2012 data analysis of the COMPASS-II pilot run, Marianski determined the
ratio between longitudinally and transversely polarized mesons to R = 0.485 [82].

Decay

This decay channel is easily calculable since the decay features two consecutive two-
body decays which can both be calculated independently.

5.3.6 Exclusive J∕ : J∕ → e+e− or �+�−

For future experiments a generator for exclusive production of J∕ is included in HEP-
Gen++. The decay products are switchable via the AUX1 flag. Setting it to “1” makes
the generator produce only the electron-positron, while a setting of “2” only generates the
decay into muons and anti-muons. Not setting the variables, however, will result in the
generation of both decays with a branching ratio of 50%.

Cross Section

The cross section was taken from the ZEUS measurements [83]. The parametrization is
written as:

�∗p = �0

(

W
W0

)� ( ams 
Q2 + ams 

)�

bt exp(−btt′), (5.59)

where the parameters are taken from [83] to �0 = 77 nb, � = 0.73, � = 2.44, ams =
9.59079 (GeV∕c)2 andW0 = 90GeV∕c

2. The cross section is plotted in Fig. 5.16.
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Figure 5.16: The cross sections for exclusive J∕ production in HEPGen++.

Mass

The mass is sharply set to the resonance mass of mJ∕ = 3.0969GeV∕c2.
Polarization and Decay

The ratio of the longitudinally to the transversly polarized cross section is a simple Q2

sloped distribution:
RV = 0.07Q2. (5.60)

The � distribution, the polar angle of the decay particles in the center of mass frame of the
J∕ , is dependant on the polarization. In the case of longitudinally polarized mesons the
distributions for the angle � looks like:

r ∈ [0, 1], (5.61)
�′ = arccos(|2r − 1|), (5.62)

cos(�) =

⎧

⎪

⎨

⎪

⎩

−2 cos
(

�′+�
3

)

for r < 0.5

+2 cos
(

�′+�
3

)

else. (5.63)

On the other hand, when it comes to the transversely polarized mesons, the transversely
polarized ones, the distribution is given by:

r ∈ [0, 1],

cos (�) =
−2.0 + 4.0 r +

√

16.0 r2 − 16.0 r + 5.0
(

|

|

|

−2.0 + 4.0 r +
√

16.0 r2 − 16.0 r + 5.0||
|

)2∕3

+
−2.0 + 4.0 r −

√

16.0 r2 − 16.0 r + 5.0
(

|

|

|

−2.0 + 4.0 r −
√

16.0 r2 − 16.0 r + 5.0||
|

)2∕3

(5.64)

5.3.7 Exclusive Photon Generation: FFS
The generator for exclusive photons combines the DVCS model of FFS [71, 84] that

has been modified for COMPASS-II by A. Sandacz [70] and is combined with the Bethe-
Heitler calculations from the BMK paper [32] where the propagators were recalculated by
P.A.M. Guichon to include the lepton mass.
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DVCS Cross Section

The implementation of the DVCS cross sections follows roughly the FFS model de-
scribed in [84] with some modifications to the GPDs. Here B0, x0, �p are the Regge pa-rameters for the t-slope in the parametrization form:

B(xbj) = B0 + 2�p ln
(

x0
xbj

)

. (5.65)

The imaginary part of the GPD H, which in this model is the only contributing GPD for
DVCS, is parametrized following [70]:

ℑ(H) = �
xbj

F2(xbj , Q2)
R

exp
(

−
B(xbj)
2

|t|
)

(5.66)

This assumes the so-called D-term to be 0 which breaks the polynomiality of the GPDs
and is problematic. But, as this simplified model only serves to get an estimation of the
DVCS content, it is well justified to do so. The skewness ratio R is assumed to be:

R =
ℑ(A(∗p→ ∗p)t=0)
ℑ(A(∗p→ p)t=0)

= 0.5. (5.67)
The ratio between the imaginary and the real part of the amplitude � is calculated. In the
paper it is given to:

� = �
2
d ln(F2(xbj , Q2))
d ln(1∕xbj)

. (5.68)
When using the derivative dispersive relation instead, it can be written as [70]:

� =
ℜ(H)
ℑ(H)

≈ �
2

ln[ΔF2(xbj , Q2)] + ΔB ⋅ t
2

ln(1∕(Δxbj))
, (5.69)

where the discrete differences are [70]:

Δxbj =
.99 xbj
1.01 xbj

, (5.70)

ΔF2 =
F2(1.01 xbj , Q2)
F2(0.99 xbj , Q2)

, (5.71)

ΔB = 2�p

[

ln
(

x0
1.01 xbj

)

− ln
(

x0
.99 xbj

)]

. (5.72)

With �, the real part ofH becomes simply:
ℜ(H) = �ℑ(H). (5.73)

The DVCS amplitude squared can then be written as:

A2 =
2(2 − 2y + y2)
y2(2 − xbj)2Q2

4(1 − xbj)(ℜ(H)2 +ℑ(H)2). (5.74)

Afterwards, the cross section is calculated from this amplitude by multiplying it with a
phase factor and transforming the resulting cross section from d2�

dxbjQ2
to d2�

d�Q2
. The DVCS

cross section is shown in Fig. 5.17a.
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Figure 5.17: FFS model cross section calculations for the kinematics: Q2 = 3 (GeV∕c)2
and � = 10GeV.

Interference Term

The formalism to calculate the interference amplitude is taken from [32]. The �r = �
angle is the angle between the leptonic plane, spanned by k and k′, and the photonic plane
spanned by ∗ and p . Taking the interference term directly from the paper and evaluating
only to twist-2 leads to the amplitude:

 = ±e6

xbjy3Δ21(�)2(�)
{

c0 + c

1 cos(�) + s


1 sin(�)

}

, (5.75)

where the Fourier coefficients are:

c0 = −8(2 − y)ℜ
{

(2 − y)2

1 − y
K2

unp( ) +
Δ2

Q2
(1 − y)(2 − xbj)(

unp + Δ

unp)( )

}

,

(5.76)
c1 = −8K(2 − 2y + y

2)ℜ(
unp( )), (5.77)

s1 = 8K�y(2 − y)ℑ(

unp( )), (5.78)

and the kinematical factor K is:

K2 = − Δ
2

Q2
(1 − xbj)

(

1 − y −
y2"2

4

)

(

1 −
Δ2min
Δ2

)

{

√

1 + "2 +
4xbj(1 − xbj) + "2

4(1 − xbj)
Δ2 − Δ2min

Q2

}

.

(5.79)

Like in the DVCS case, the amplitude is converted to a differential cross section in � and
Q2. The interference cross section is plotted in Fig. 5.17b.
Bethe-Heitler Cross Section

The Bethe-Heitler amplitude is also taken from the BMK formalism [32] to:

 2
BH =

e6

x2bjy2(1 + "2)2Δ21(�)2(�)
{

cBH0 + cBH1 cos(�) + cBH2 cos(2�)
}

, (5.80)
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with the Fourier coefficients:

cBH0,unp = 8K
2
{

(2 + 3"2)Q
2

Δ2

(

F 2
1 −

Δ2

4m2p
F 2
2

)

+ 2x2bj(F1 + F2)
2
}

+ (2 − y)2
{

(2 + "2)

[

4x2bjm
2
p

Δ2

(

1 + Δ
2

Q2

)2

+ 4(1 − xbj)
(

1 + xbj
Δ2

Q2

)

]

⋅

(

F 2
1 −

Δ2

4m2p
F 2
2

)

+ 4x2bj

[

xbj +
(

1 − xbj +
"2

2

)(

1 − Δ
2

Q2

)2

− xbj(1 − 2xbj)
Δ4

Q4

]

(F1 + F2)2
}

+ 8(1 + "2)
(

1 − y −
"2y2

4

){

2"2
(

1 − Δ2

4m2p

)(

F 2
1 −

Δ2

4m2p
F 2
2

)

− x2bj

(

1 − Δ
2

Q2

)2

(F1 + F2)2
}

,

(5.81)

cBH1,unp = 8K(2 − y)
{

(

4x2bjm
2
p

Δ2
− 2xbj − "2

)(

F 2
1 −

Δ2

4m2p
F2

)

+ 2x2bj

(

1 − (1 − 2xbj)
Δ2

Q2

)

(F1 + F2)2
}

,

(5.82)

cBH2,unp = 8x
2
bjK

2

{

4m2p
Δ2

(

F 2
1 −

Δ2

4m2p
F 2
2

)

+ 2(F1 + F2)2
}

. (5.83)

Muon Propagators

The muon propagator terms 1(�) and 2(�) are set differently in HEPGen++ than in
the BMK paper. There, the following parametrization is used:

J =
(

1 − y −
y"2

2

)(

1 + Δ
2

Q2

)

− (1 − xbj)(2 − y)
Δ2

Q2
, (5.84)

1(�) = −
1

y(1 + "2)
{J + 2K cos(�)}, (5.85)

2(�) = 1 +
Δ2

Q2
+ 1
y(1 + "2)

{J + 2K cos(�)}, (5.86)
while in HEPGen++ the propagators are derived from the momentum four-vectors in the
laboratory system:

1(�) =
(P�′ + P)2 − m2�

Q2
, (5.87)

2(�) =
(P� − P)2 − m2�

Q2
. (5.88)
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The propagator terms from BMK are approximations for massless leptons, like electrons.
For COMPASS, which is using muons, it is better to use the four-vector notation. This can
be shown by comparing different Bethe-Heitler cross section equations in the Fig. 5.18c
to Fig. 5.18a. In the first figure, Fig. 5.18c, the four-vector propagators are used while the
rest of the calculations remains the one for electrons. One can see that this approximation
is very good over a wide kinematic range, as it fits the reference by P.A.M. Guichon in
Fig. 5.18a reasonably well. Using the BMK approximation with the parametrization for
the propagator terms, shown in Fig. 5.18b, results in a rather large discrepancy at smaller t.
The reason for using the modified BMKmodel for different propagators instead of the an-
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Figure 5.18: Different Bethe-Heitler calculations at the kinematics: Q2 = 3 (GeV∕c)2 and
� = 10GeV. The modified Bethe-Heitler code fits the analytically correct Bethe-Heitler
well.
alytically correct P.A.M. Guichon calculation is that with the BMK terms the interference
term can be calculated, which cannot be done with the analytical formulation.
5.3.8 Exclusive Photons: VGG Model
The generator for exclusive photon production can also be used with the implementation

of the VGG model [85, 86] by Laurent Mosse [75]. This model was used for the estima-
tion of the accuracy of the measurement that COMPASS-II could achieve at the time of
the proposal writing. It is much more sophisticated than the simple FFS model. However,
it should be noted, that the Bethe-Heitler implementation is also not perfect in this imple-
mentation. For the purposes of this thesis, the Mosse code was refurbished, packaged into
a single library and an interface to the HEPGen++ framework.
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5.3.8.1 GPDs

The GPDs used for the VGG model, are double distribution types in the formalism of
Radyushkin [87].
GPDH

The GPDH is modeled to [75, 88]:

Hq
DD(x, �, t) = ∫

1

−1
d� ∫

1−|�|

−1+|�|
d� �(x − � − ��)F q(�, �, t), (5.89)

where the t dependence is factorized out in the shape of [75, 88]:
F q(�, �, t) = ℎ(�, �)q(�)f q(�, t). (5.90)

The � and � are typical notations for integration variables in double distribution ansatz
models [88]. The PDFs q(�) in the equation above were taken from MRST98 at Q2 =
1 (GeV∕c)2 [89] and are evolved using a parametrized evolution approach, with a Reggeized
pole [75]. The second part of the t dependence term is the so-called profile function, which
was modeled as:

ℎ(�, �) =
Γ(2b + 1)

22b+1Γ2(b + 1)
[(1 − |�|)2)2 − �2]b

(1 − |�|)2b+1
. (5.91)

The profile is dependent on parameter b which is typically in the order of 1.
GPD E

The GPD E is also modeled as a double distribution type ansatz. Contrary to the GPD
H , this distribution has to fulfill the forward limit of F2. It can be written as [75]:

Eq(�, �, t) = ℎ(�, �)eq(�)fe(t), (5.92)
Where ℎ is the same profile function, which was already used for GPD H , fe(t) is the tdependence of the nucleon form factor ft(t) = (1 − t∕(0.71GeV2))−2 [75]. To make E
fulfill the forward limit and Ji’s sum rule, the eq term is chosen to:

eb(�) = Aqqv(�) + Bq�(�), (5.93)
with the parameters given to [75]:

Aq = 2J q −Mq

Mqv
, (5.94)

Bq = �q −NqA
q. (5.95)

In these equations, �q is the anomalous magnetic moment of the quarks with flavour q,Nqthe number of valence quarks with flavour q in the nucleon. J q is the total angular mo-
mentum fraction carried by quark q, it is a free parameter. Mq andMqv are the momentum
fractions of all (valence) quarks of flavour q defined by [75]:

Mq = ∫

1

0
dx x ((q(x) + q̄(x)),

Mqv = ∫

1

0
dx x qv(x).

(5.96)
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GPD H̃

The GPD H̃ is modeled according to the double distribution ansatz [75]:
H̃(�, �, t) = ℎ(�, �)Δq(�)gqA(t)∕g

q
A(0), (5.97)

where gqA is the axial form factor of flavour q. The helicity distributionΔq(x) is taken from
[90].
GPD Ẽ

Modeling the GPD Ẽ is a bit more complicated, since it contains a pion pole. The pion
pole means, that the parton from the target proton forms a quark-antiquark-triangle loop
with any pion inside. This behaviour is especially strong at Δ ≈ m� but contributes to thisGPD in general [91]. The t dependence of the pion pole can be written as [75]:

ℎ�A(t) = −gA
4m2p

t − m2�c2
. (5.98)

With this, the GPD Ẽ can be written in double distribution ansatz form as [75]:
Ẽ�(x, �, t) = �(� − |x|)ℎ�A(t)

1
�
�as

(

x
�

)

, (5.99)
where �as(z) = 3∕4(1 − z2) is the pion distribution function with the longitudinal mo-
mentum fraction z of the quark. With z = x∕� the factor 1∕� needs to be introduced for
normalization reasons.
5.3.8.2 Convolutions and DVCS Amplitude
The GPDs then need to be convoluted with hard scattering kernels and integrated over

x to get access to the Compton form factors, which are needed for observable calculation.
These scattering kernels are of the form:

C±(x, �) =
[

1
x − � + i"

± 1
x + � − i"

]

. (5.100)
Therefore, they must be integrated using Cauchy principal value [75]:

lim
"→0 ∫

1

0
dx

f (x, �)
x − � + i"

= P ∫

1

0
dx
f (x, �)
x − �

− i�f (�, �), (5.101)
where [75]:

P ∫

1

0
dx
f (x, �)
x − �

= ∫

1

0
dx
f (x, �) − f (�, �)

x − �
+ f (�, �) ln

(

�
1 − �

)

. (5.102)
The combinations of the CFFs lead to the helicity amplitudes, which can then be used to
extract any meaningful quantity, like the DVCS amplitude:

T DV CS = −
el
Q2

1
∑

ℎ=−1
Cℎ
ℎ′l ,ℎl

(", �, �)Mℎ′,ℎ′p,ℎ,ℎp
, (5.103)

where the Cℎ
ℎ′l ,ℎl

are the decomposition coefficients given in [75], ℎ is the virtual photon
helicity, ℎ′ is the real photon helicity, ℎ′p is the nucleon helicity after scattering, ℎp is thenucleon helicity in the initial state and ℎl, ℎ′l are the initial and final state lepton helicities.The angle� is defined as the azimutal angle between the leptonic and the production plane,
� is defined as the angle between the initial state proton and the real photon, " is the virtual
photon polarization vector. The full DVCS cross section is shown in Fig. 5.19c.
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5.3.8.3 Bethe-Heitler Amplitude

The Bethe-Heitler implementation in this model is calculated like [75]:

T BH = |e|e2l "
′∗
� (k

′)ū(k′)

[

�
(k′ + q′) + ml
(k′ + q′)2 − m2l

� + �
(k − q′) + ml
(k − q′)2 − m2l

]

u(k) ×⋯

1
(p′ − p)2

ū(p′)Γem� (p
′, p)u(p).

(5.104)

In this equation the  are the Dirac gamma matrices, u, ū are Dirac Spinors, el = ±|el| =
√

4�∕137 is the lepton charge, q′ is the four-momentum of the real photon and the electro-
magnetic current:

⟨p′|J em� (0)|p⟩ = |e|ū(p′)Γem� (p
′, p)u(p), (5.105)

where the hadronic tensor is [75]:

Γem� (p, p
′) = F p,n

1 (t)� + iF
p,n
2 (t)

���(p′ − p)�

2mp
. (5.106)

In this notation, the poles of the Bethe-Heitler cross section are clearly visible. The so-
called s- and p-peak resulting from the real photon being emitted in the direction of the
incoming lepton (∼ 1

(k−q′)2−m2l
) or being emitted in the opposite direction of the scattered

lepton (∼ 1
(k′+q′)2−m2l

). The interference amplitude is obtained in the same way as already
described for the FFS model. The Bethe-Heitler cross section in shown in Fig. 5.19a, the
interference cross section in 5.19b.

5.3.9 Exclusive Photons: GK11 Model
The GK11 model was numerically implemented in C++ by H. Moutarde [69]. While

the complete framework is not available to public yet, an early version was used in order to
compare it with the other models. The GK11 model, is introduced in Chapter 6, since it is
implemented for �0 production into HEPGen++. The code of H. Moutarde was equipped
with an interface to be used with HEPGen++. Plots of the cross sections for comparison
are shown in the Fig. 5.20. The model can be used in leading order approximation or
next to leading order calculation. The latter, however, takes much more time to calculate.
For the usage in the generator, it is very important to keep in mind that the Bethe-Heitler
contribution is done for electrons, neglecting the lepton mass completely. Therefore, the
calculation becomes wrong in the kinematics coming close to the so-called s- and p-peaks,
the regions of singularities in the Bethe-Heitler propagator.

5.3.10 Diffractive Dissociation
The model for the diffractive dissociation of the target nucleon is taken from [92]. With

the appropriate flag set in the data card this becomes enabled in the generation, tainting the
exclusive sample with non-exclusive background. This feature becomes especially useful
when analysing data without a recoil detector for proper proton identification to account
for possible events that are wrongly identified as exclusive. With a recoil detector in place,
it allows for an estimation of it’s proton identification capabilities under better simulation
conditions.
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Figure 5.19: Calculations for the cross sections resulting from the VGG model following
the implementation by Laurent Mosse. The kinematics are Q2 = 3.0 (GeV∕c)2 and � =
10GeV.

Probability of Diffractive Dissociation

The probability distribution of the diffractive dissociation, or “DD” in short, follows the
equation:

�DD(W 2) = 0.68
(

1 +
36GeV2∕c4

W 2

)

ln
(

0.6 + 0.1 W 2

GeV2∕c4

)

mb. (5.107)

For the ratio between DD and elastic events, the elastic cross section which is measured
in the paper for different nuclei, is also required. The protons are measured to [92]:

�elastic,p = 7mb. (5.108)
From these two the ratio of DD to exclusive events can be written as:

RDD =
�DD

�DD + �elastic,p
. (5.109)

Finally, this ratio can be used with an accept-reject method to generate the desired distri-
bution of DD events. Afterwards, it has to be decided whether the excited nucleon changes
or stays the same. The probability of nucleon conversion under charged pion emission is
66%, which corresponds to the valence quark composition in the struck nucleon. In the
case of nuclei that also have neutrons inside, a number draw decides whether the struck
nucleon is a proton or a neutron.
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Figure 5.20: Leading order calculations for the cross sections resulting from the GK11
model implemented by H. Moutarde. The kinematics are Q2 = 3.0 (GeV∕c)2 and
� = 10GeV. The Bethe-Heitler is not shown absolutely, but divided by the perfect cross
section calculation by P.A.M. Guichon.

Mass Distribution

The mass distribution from [92] is shown in Fig. 5.21a. In order to model this distri-
bution a minimal and a maximal mass square first needs to be determined. These are set
to:

M2
X,min = m

2
p + m

2
�0 , (5.110)

M2
X,max = m

2
p + 0.15W

2. (5.111)
The peak mass can be estimated from the plot to:

M2
X,peak ≈ 2GeV∕c

2. (5.112)
The distribution over the mass peak is relatively simply to approximate by:

p(M2
X) =

M2
X,peak

M2
X

, (5.113)

while below the mass peak the shape of the distribution has to be considered:

p(M2
X) =

M2
X,peak

M2
X

M2
X −M

2
X,min

M2
X,peak −M

2
X,min

. (5.114)
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(a) Experimental data from [92].
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(b) HEPGen++ distribution.
Figure 5.21: Distributions forM2

X of the diffractive dissociation.

The resulting distribution is shown in Fig. 5.21b which fits to the data distribution in the
given errors. The multiplicity of the charged and neutral particles can be drawn after the
mass is known. It has been empirically confirmed, that they follow gaussian distributions
[92] where the standard deviation � for charged and neutral pions are in good agreement
with:

�± ≈ �±∕2, (5.115)
�n ≈ �0∕2, (5.116)

with the gaussian means:
�± ≈ 2

√

MX − mp, (5.117)

�0 ≈
�± − 0.5

2
. (5.118)

Technically, the mean �± needs to be raised by 1 if a proton was hit. This is due to the fact,than one additional charged diffractive product is needed to fulfill charge conservation.
Two-Body Decay
For the case of a two-body-decay, the kinematics can be calculated exactly. The mo-

mentum of the particles in the centre of mass system of the decaying particle is:

p∕c =

√

M4
X − 2M

2
X(m

2
0 + m

2
1) + (m

2
0 − m

2
1)2

2
√

M2
X

. (5.119)

As in the previous kinematical cases the� angle is rolled flat while the � angle is converted
as arcus cosine:

� = 2�r, (5.120)
� = arccos(2r′ − 1), (5.121)

(5.122)
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where r, r′ ∈ [0, 1] are distributed uniformly. Finally, a boost to the laboratory system
gives the right final momentum four-vectors for the diffractive dissociation products.
Higher Multiplicity

In case of higher multiplicity, the momentum balance cannot be simply calculated any-
more. In the lowerM2

X region, the phase space for the momentum distribution is isotropic.
The validity for the model of the isotropic phase space can be roughly estimated toM2

X <
4GeV2∕c4. In this region, the momentum distribution has the maximum:

pmax∕c =

√

M4
X − 2M

2
X(m2p + m2�) + (m2p − m2�)2

2
√

M2
X

, (5.123)

which follows from the kinematic limitations. The momenta of the produced particles are
distributed like:

p(p) = r2 pmax, (5.124)
with r ∈ [0, 1] uniformly.
For the regionM2

X > 4GeV
2∕c4, the naive model does not hold anymore. In this region,

transverse momentum is distributed following the probability function:

p(p⟂) =
2

⟨p⟂⟩
exp(1) p⟂ exp

(

−2
p⟂
⟨p⟂⟩

)

, (5.125)

where the mean is different for protons or pions:

⟨p⟂⟩ =

{

1.5GeV∕c for protons,
1GeV∕c for pions. (5.126)

The transverse momentum is then set by drawing a flat � angle for the particle and by
setting the x component to 0 first. Next, the experimental pseudo-rapidity y is taken from
data, where the limit of y is given to:

ymax = ln
⎛

⎜

⎜

⎝

√

M2
X

mp

⎞

⎟

⎟

⎠

. (5.127)

The y can then be drawn in the range y ∈ [−ymax, ymax] uniformly. With the final pseudo
rapidity, the momentum x component can be calculated in the following way:

px =

√

p2⟂ + m2

2
(exp(y) − exp(−y)), (5.128)

where m denotes the actual rest mass of the considered particle.
By default both models of phase space do not conserve the total momentum. There are

many particles, each with randomly chosen momentum. A momentum balancing algo-
rithm needs to be introduced to ensure the ensemble of particles fullfills the conservation
of momentum.
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First, themomentum balance is calculated from all the involvedmomentum four-vectors:
Psum =

∑

i
Pi = (Esum, p⃗sum). (5.129)

Next, a power corrected three-momentum sum is built:

p⃗p =
∑

i

3
∑

c=1
e⃗cp

3
i,c, (5.130)

where e⃗c with c ∈ [1, 3] are the normalized unit vectors in ℝ3 and pi denotes the i’th
component of p⃗. Each particle is then corrected by a fraction of these momentum sums in
the momentum three vectors:

p⃗new =
3
∑

c=1
e⃗c p

3
old,cpsum,c∕pp,c. (5.131)

Then, the momentum four-vector is regenerated for each particle:
Pnew = (

√

m2 + p⃗2new, p⃗new). (5.132)

Finally, an iterative process is started and repeated until the energy balance is correct
with an uncertainty of ΔE < 0.01GeV. For the rest of the process, the phase space has to
be distinguished again. In the case of longitudinal phase space, the correction is simpler.
The momentum for each particle is simply scaled with a scale-factor of:

fp = 1 +
M2

X − Psum,0
1
2

∑

i

[

|p⃗i|2

m2i
+ |p⃗i|2

] . (5.133)

In the case of longitudinal phase space, each hemisphere, which in this case can be
identified with the x component of the momentum, Pi,1, which is greater or lesser than 0,
needs to be viewed separately. The momentum sum gets split:

p− =
∑

i
P 3
i,1 ∀ Pi,1 < 0GeV∕c, (5.134)

p+ =
∑

i
P 3
i,1 ∀ Pi,1 > 0GeV∕c. (5.135)

The momentum for each particle is then corrected accordingly and depending on the sign
of the x component of the momentum:

Pi,1 = Pi,1,old ∓

(

|Pi,1,old|
3M

2
X − Psum,0
2p∓

)

. (5.136)

5.4 HEPGen++ in PHAST
On the level of analysis, the whole generator information is available to the user. Be-

fore HEPGen++ was introduced, this information was used solely to study reconstruction
uncertainties and acceptance until now. With the introduction of the HEPGen++ library
design and the features of separated phase space factors the user has completely new pos-
sibilities at his disposal when it comes to data analysis.
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5.4.1 Motivation
The schematic of the COMPASS-II Monte-Carlo chain is shown in Fig. 5.22. The typ-

ical scale for time consumption for generating Monte-Carlo events are given in Tab. 5.6.

HEPGen++

TGEANT
(Geant4)

CORAL PHASTPYTHIA6

LEPTO 6.5

...

physics 
event generator

exp. response and
tracking simulation 

event 
reconstruction

DST (4 vectors)
analysis

Figure 5.22: Schematic of the compass Monte-Carlo chain.

Table 5.6: Typical timescales for Monte-Carlo event production at COMPASS II.
Step Consumed time / event
Event generation (ms)
Detector response ∼ 20 s
Reconstruction (s)
Analysis (ms)

It is clearly visible that the event generation takes a negligable amount of time compared
to the reconstruction, which itself is considerably faster than the detector response sim-
ulation. For physics processes where no large amounts of data are available or that are
extremely model dependant like the DVCS or exclusive �0 production, different models
may be possible. Some of these models have free parameters for better fitting to data in
unknown kinematics. Changing any model parameters or complete models usually re-
quires a full reproduction of the Monte-Carlo, which is time consuming. HEPGen++ in
Phast allows to overcome this issue, by allowing to change model parameters or complete
models at analysis time.
5.4.2 Kinematic Regeneration
At COMPASS-II, the whole generator information, including the generated momentum

four-vectors of all involved particles, real and virtual ones, are available to the user in the
analysis toolkit software PHAST. In the case of exclusive event generation the initial and
final state per physics channel are then always well defined. The DVCS process is always
as follows:

� p→ �′ p′ . (5.137)
Therefore, knowing all the momentum four-vectors allows the user to recalculate all the
necessary variables that the cross section can ever depend on. While it is impractical for
each user to do so, a set of supporting tools were created for the purposes of this thesis.
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With this simple toolkit a user can regenerate the necessary kinematics from the em-
bedded generator information in the events from PHAST. From there all the implemented
models in HEPGen++ are directly applicable with arbitrary parameters. It is possible for a
DVCS event to get the weights, which represents the likelihood of the process, from VGG,
GK11 and FFS with any number of different parameters. This is schematically visualized
in Fig. 5.23. As this takes only milliseconds per event and per parametrization, a user can
check which model fits the data best in which parametrization, without generating a new
Monte-Carlo sample each time. This saves the major time consuming steps on the way
and even may allow for fitting parameters directly to existing data.

p'

μ'
Event with weight: w1

HEPGen++
TGEANT
(Geant4) CORAL PHAST

p'

μ

μ'
Event with weight: w1

1)Model 1, Param 1: w1

HEPGen++

physics 
event generator

exp. response and
tracking simulation 

event 
reconstruction

DST (4 vectors)
analysis

1)Model 2, Param 1: w2

1)Model 2, Param 2: w3

μ

γγ

Figure 5.23: Schematic of the HEPGen++ in PHAST tool.

HEPGen++ also offers python bindings for these functions, so the weight-swapping
can be done at an even later stage than PHAST. This offers great flexibility for physicists
working on the final analysis.
A comparison of two different sets of Regge-parameters for the FFS model, as well as,

VGG and the GK11 model are shown in the figures 5.24 as an example.

5.4.3 Lujet Double Precision Splits
Lujets are generator information lines describing particles. They contain a four-momentum,

particle identification number and a status code. In a single lujet, only single precision
floating point accuracy is forseen by CORAL. The Bethe-Heitler cross section has a very
large slope near s- and p-peaks. To determine the cross section in this region accurately,
a higher precision is needed than the one provided by the standard lujets, otherwise one
faces relative errors of up to 20% in the Bethe-Heitler cross section values. Therefore, a
new feature was introduced in order to overcome this problem in HEPGen++: The lujet-
double-precision splits. The split that lujets have to be put together are in the same order
as the first lujets and have negative k codes to separate them. When a normal analysis is
done, which does not require such precision, it is sufficient to just ignore all negative k
codes. In the case of high-precision analyses, the lujets can simply be added in C++ into
a double precision variable, which restores the full 14 digits from the generator without
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Figure 5.24: The distribution of W 2 from the latest Monte-Carlo sample for the 2012
DVCS run. The differently colored lines stand for different models and parametrizations.
The correct pure Bethe Heitler contribution by P.A.M. Guichon is drawn in black.

breaking backwards compatibility at all. A more detailed description is given in appendix
D.

5.5 Toolbox
Originally, most of the tools presented in this section were developed for debugging

purposes. Some of them became very useful for generating and handling Monte-Carlo
files and productions.

5.5.1 LEPTOv2 Management
For a more easy handling of LEPTOv2 files, a library was written to take care of all the

low level file interactions. This library allows reading and writing of LEPTOv2 files in
both common header lengths. The library is called “libslread” and built by default in any
HEPGen++ installation. A full documentation including Doxygen is available online at
the TGEANThomepage [93, 94]. The binary LEPTOv2 format is documented in appendix
C.
As a proof of concept, a LEPTOv2 file splitter was written in well under 100 lines of

code. It is called “leptoFileSplitter” and also available by default. This tool is of high
importance when generating LEPTO Monte-Carlo with TGEANT. The LEPTOv2 file
that is generated must have the same length as the number of beam particles in the beam
file. TGEANT can only read entries from this file consecutively and typically a single
TGEANT instance is kept running for 1000 to 5000 events. To cover the full phase space
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of the beam file, the LEPTO input file needs to be split in parts that TGEANT can com-
pletely simulate.
The "leptoFileAnalyzer" can be used for a direct evaluation of the LEPTOv2 event con-

tent. This tool makes all physical observables available for each event and interfaces with
the histogramming backend of libhepgen. In this way, it is possible to generate distribu-
tions directly from the LEPTOv2 files.

5.5.2 OpenGL visualization

To get an overview of generated events, it is often helpful to view a visualization of an
event. This can be done without running any simulation software since the HEPGen++
package contains an OpenGL based event viewer. This viewer can display events either
from a LEPTOv2 file, with the help of the libslread mentioned earlier, or it can call the
libhepgen directly and start a generator of its own. The visualization of an exclusive omega

muon

photon

pion

proton

neutron

kaon

x

z

y

Figure 5.25: The OpenGL event viewer of HEPGen++. It also allows for displaying
arbitrary LEPTOv2 files. The offset to the axis is due to the fact that the beam is taken
from the beam file. Particle color codes are given in the legend. The event is pseudo-
exclusive omega production with a decay into three pions. The target proton is dissociated
into a neutron and a pion. The colours of the lines have been washed out close to the edges
of the screen with fragment shader effects so that the visualization is more eye-friendly.

event is shown in Fig. 5.25 following the scheme:
�p+ → �p∗+!�′ → n 2�+ �− 2,

p∗+ → n + �+,
!→ �+�−�0,
�0 → .
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The event display program also allows for manual event preselection. With the space
bar, the user can display the next event, from either the LEPTOv2 file or the internal
generator. If the event is interesting, pressing the “s” key will write this event to the output
file. This allows the user to patch together special samples for performance tests in the
Monte-Carlo. The output file can then directly by analyzed by the leptoFileAnalyzer tool
mentioned above, or it can be processed by TGEANT to generate a detector response for
any COMPASS-II setup. The full listing of the hotkeys can be found in Tab. 5.7

Table 5.7: Key bindings for the OpenGL event display.

Key Function
Arrow up/down Rotate view around x axis.
Arrow left/right Rotate view around y axis.
Page up/down Zoom in/out on z axis.
Left click Start/stop automatic rotation.
Right click Automatically show new evens all 750ms.
Space Show next event.
s Save event to output file.
Escape Close the viewer.

On the technical side, the event display uses vertex and fragment shaders in version 330.
This allows for a great performance on modern graphics cards as well as great flexibility.
The downside of this approach is that the creation and management of the modelview and
projection matrices, which project the three-dimensional objects onto the screen need to
be managed by the user. As a consequence, the amount of code that was necessary for
the visualization increased, but this was the only way to keep the program supported for a
longer time.
To enable this feature in the building process, Qt4 needs to be installed. Then, the pass-

ing of the flag “-DHEPGEN_EVDISGL=YES” in the cmake process enables the building
of this tool.
5.5.3 Beam File Management
The tools available for the beam file management are the same as the LEPTOv2 tools.

The libhepgen provides an API3 for reading and writing beam files. Splitting and his-
togramming utilities are available an they are used in the same way as the already pre-
sented tools.. The beam file splitting comes in handy when generating large amounts of
Monte-Carlo from high statistics beam files. These beam files need to be split into chunks
of 100 000 entries each in order for LEPTO to read them correctly.
5.5.4 Cross Section Integrator
To evaluate the Monte-Carlo luminosity, the cross sections of the generators need to be

integrated in the range of the generation. This can be done with the tool “lumiCalc”. This
3Application Programming Interface
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is a simple command line based tool, that calls the cross section equations of the libhepgen,
that are also used for “HEPGen-in-Phast”, and uses the ROOT integrator on them. This
tool is only built if ROOT was found on the target system. While it is not an essential for
the usage of the generator, it comes in handy at the analysis time.

5.6 Summary
A working C++ implementation of a flexible event generator for hard exclusive me-

son production and deeply virtual compton scattering was presented. It features a modern
modular design which can be easily extended in the future and which already has a mul-
titude of different models implemented. Furthermore, the generator, due to the nature of
the physics and the design, allows access to the models from the analysis level. This offers
great flexibility to physicists working on improving model parameters or trying out differ-
ent models while using only a small fraction of computing power. It is accompanied by
a powerful toolkit that allows analysis, cutting or splitting of LEPTOv2 and beam files as
well as visualizing events and selecting them by eye. HEPGen++ was used for all exclu-
sive Monte-Carlo productions for the 2012 pilot run of COMPASS-II. The analysis of the
DVCS and the neutral pion HEMP both used only HEPGen++ for the signal Monte-Carlo.
There is an ongoing analysis of exclusive omega production, which aims for the extraction
of spin density matrices and which also uses this generator. This makes HEPGen++ the
prevailing generator for the COMPASS-II experiment.



6. Goloskokov and Kroll model for
exclusive �0 production

The exclusive neutral pion production is a very interesting channel for various reasons.
The first reason is it being valuable for the GPD constraints directly. From the theoretical
side, it is not as clean as the DVCS process, because of the formation of the meson in
the final state. Nevertheless, it is a very valuable channel to constrain different GPDs.
Another reason for the improvement work on this specific channel is, that the �0 almost
purely decays into two hard photons. Since the cross section for the production is estimated
to be large with respect to the DVCS cross section, it is thought to be one of the main
sources of background for the DVCS measurement. Until now, only pre-calculated tables
from S. Goloskokov and P. Kroll were used for the weighting of the events. These tables
did not contain a � dependence for the interference terms and were limited in their Q2

and W ranges. Furthermore, all of the GPD parameters were fixed too. The reasoning
behind using the tables was that the generation of each point from the original Maple files
took hours. This thesis features the first C++ implementation of the complete model by
Goloskokov and Kroll for usage in the event generator as well as Python bindings, which
allow for a very convenient and straight-forward access to the library. In the first section,
Sec. 6.1, the GPDs and their parameters are introduced. Furthermore, this section also
features the calculations of the subprocess amplitudes in twist-2 and twist-3, as well as
the Sudakov form factors for attenuation. In the next Sec. 6.2, a method for interpolating
in a precomputed grid of subprocess amplitudes is introduced. This method is already
implemented in the library and allows a dramatic speed-up of the calculation of cross
sections. The resulting cross section values can be plotted with the help of the interpolation
method, examples of which are shown in Sec. 6.3. Finally, a summary is given in Sec.
6.4.
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Table 6.1: GPD parameters from [72] and [95].

GPD �0 �′ [GeV]−2 b [GeV]−2 Nu Nd

H̃ 0.48 0.9 0.59 - -
Ẽn.p. 0.48 0.45 0.9 14 4
HT -0.17 0.45 0.3 1.1 -0.3
ĒT 0.3 0.45 0.5 6.83 5.05

6.1 Model
The GK model was chosen because it is the most sophisticated model available. While

this model uses double distribution type GPDs, which are known to have flaws in polyno-
miality [33], it is the only model available to feature the transversity GPDs that are thought
to contribute heavily to the �0 production. The model can be used to compute the helicity
amplitudes and therefore inherently allows for the calculation of any occuring interference
terms.

6.1.1 GPDs
The necessary GPDs can be found in [72] with their respective parametrizations. The

double distribution ansatz is chosen since it fulfills most needed properties of the GPDs,
which is elaborated on in the theory section in more detail. The GPDs are then written as:

F a
i (x̄, �, t) = ∫

1

−1
d�∫

1−|�|

−1+|�|
d��(� + �� − x̄)f ai (�, �, t), (6.1)

with the double distribution ansatz:

f ai (�, �, t) = exp[(bi − �
′
i ln �)t] × F

a
i (�, � = t = 0)

3
4
[(1 − �)2 − �2]
(1 − �)3

Θ(�), (6.2)

where Fi is denoting the forward limit of the parametrized GPD, �′i a Regge parameter,
the slope of the residue function bi. The typical constant of the Regge parametrization is
absorbed into the forward limit Fi. The parameters used for the important GPDs for �0
production are given in Tab. 6.1. Note that in the standard implementation only the GPD
Ẽ is used with parameters from this table. In the case of H̃ , a special parametrization is
used, which is introduced in the following section. Nevertheless, the old parametrization
is available in the libGKPi0.
6.1.1.1 H̃

A new parametrization was chosen for the GPD H̃ , which fulfills the forward limit cor-
rectly and is valid to large −t. The equation is [96]:

H̃(x, �, t) = 3
4�3 ∫

x+�
1+�

x−�
1−�

p(y) exp[t f (y)]
(

�2(1 − y)2 − (x − y)2
)

dy, (6.3)
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where the components are:
p(y) = y−0.32(1 − y)0

(

c1 + c2
√

y + c3 y + c4 y3∕2 + c5 y2
)

, (6.4)
and:

f (y) =
[

−�′i ln(y) + B
]

(1 − y)3 + Ay (1 − y)2. (6.5)
Please note that y is only an integration variable here without the physical meaning of the
y as energy transfer fraction, as introduced in the theory chapter. The used parameters are
given in Tab. 6.2. The resulting GPDs are shown in Fig. 6.1.

Table 6.2: Parameters used for the special H̃ parametrization [96].

Parameter u d
A 1.264 4.198
B 0.545 0.206
�′i 0.961 0.861
c1 0.213 -0.204
c2 0.929 -0.940
c3 12.59 -0.314
c4 -12.57 1.524
c5 0.0 0.0
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Figure 6.1: The GPD H̃ for d quarks on the left and u quarks on the right. The images are
directly generated from the Python interface of HEPGen++.

6.1.1.2 Ẽ

The GPD Ẽ is modeled after the general double distribution scheme introduced in equa-
tion 6.1. The final equation with the correct variable names as in the program source code
can then be written as [96]:

Ẽ(x, �, t) = exp(b t) (N (0, x, �) − 2N (1, x, �) +N (2, x, �)) , (6.6)
where the analytically integrated function part  is defined differently in three intervals.
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For the range (x + �) < 0 the value is simply 0. If (x − �) < 0 is fulfilled, the function
is given by:

(i, x, �) = 3
2�3

(

x+�
1+�

)(2+i−k)
(�2 − x + (2 + i − k)�(1 − x))

(1 + i − k)(2 + i − k)(3 + i − k))
. (6.7)

At any other interval the equation can be written as [96]:

(i, x, �) = 3
2 �3(1 + i − k)(2 + i − k)(3 + i − k)

{

(�2 − x)

⋅

[

(

x + �
1 + �

)(2+i−k)

−
(

x − �
1 − �

)(2+i−k)
]

+ �(1 − x)(2 + i − k)

[

(

x + �
1 + �

)(2+i−k)

+
(

x − �
1 − �

)(2+i−k)
]

}

.

(6.8)

The factor k is the Reggeized t dependence:
k = �0 + �′ t. (6.9)

It should be kept in mind that the Regge parameters used are different for each GPD. The
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Figure 6.2: The GPD Ẽ for d quarks on the left and u quarks on the right. Images directly
generated from the python interface of HEPGen++.

resulting GPD Ẽ for u and d quarks are shown in Fig. 6.2.

6.1.1.3 HT

For twist-3 calculations, the transverse GPD HT is of special importance. It can be
calculated using the equation [95]:

HT (x, �, t) = N exp[b t]
5
∑

j=0
cj ⋅

(

j
2
, x, �

)

. (6.10)

The used Regge parameters are given in Tab. 6.1. The special cj parameters are listed in
Tab. 6.3. A plot of the final GPDs can be seen in Fig. 6.3.
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Table 6.3: Used parameters forHT [95].

Parameter u d
c0 3.653 1.924
c1 -0.583 0.179
c2 19.807 -7.775
c3 -23.487 3.504
c4 -23.46 5.851
c5 24.07 -3.683
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Figure 6.3: The transversity GPDHT for d quarks on the left and u quarks on the right.

6.1.1.4 ĒT

The equations are different for the two quark types [95]:

Eu
T (x, �, t) = N

u exp[b t]
2
∑

j=0
cuj ⋅

(

j
2
, x, �

)

, (6.11)

Ed
T (x, �, t) = N

d exp[b t]
4
∑

j=0
cdj ⋅

(

j
2
, x, �

)

. (6.12)

The Regge parameters for both of the equations are given in Tab. 6.1 and the coefficients
for the power expansion are presented in Tab. 6.4. In Fig. 6.4, the resulting GPDs are
drawn.

6.1.2 Sudakov Factor

The Sudakov form factor ensures, that the whole �0 production is exclusive. In this
context, exclusive means that there is no gluon radiation, which later hadronizes to any
additional final state particle. This factor is applied by multiplying the convolution of the
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Figure 6.4: The transversity GPD combination ĒT for d quarks on the left and u quarks
on the right.

Table 6.4: Power expansion coefficients used for ĒT [95].

Parameter u d
c0 1 1
c1 0 0
c2 -1 -2
c3 0 0
c4 0 1

meson and the photon wave function with an additional factor e−S where S is the so called
Sudakov form factor. The factor itself can be written with the help of the function s [95]:

s(x, b,Q) =2
cf
�0

[

q̂ ln
(

q̂
b̂

)

− q̂ + b̂
]

+ cf
�1
�30

[

q̂((ln(2q̂) + 1)∕q̂ − (ln(2b̂) + 1)∕b̂)

+ 1
2
(ln(2q̂)2 − ln(2b̂)2)

]

+
cf
�0
ln
(

exp[2 − 1]
2

)

ln
(

q̂
b̂

)

+ 4
A2
�20

[

q̂ − b̂
b̂

− ln
(

q̂
b̂

)]

,

(6.13)
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Table 6.5: Constants used in the GK model for exclusive pion production [95].

constant value description
nf 3 Number of flavours
 0.57721 The Euler-Mascheroni constant
LQCD 0.220GeV Lattice QCD constant
f� 0.132GeV Neutral pion decay constant
Nc 3 Color factor
ap 1.8GeV Twist-3 pion transverse size

where the terms used are:

�0 = 11 − 2
nf
3
,

�1 = 102 − 38
nf
3
,

cf =
4
3
,

A2 =
67
9
− �2

3
− 10
27
nf + 2

�0
3
ln
(

exp ()
2

)

,

q̂ = ln

[

xQ
√

2LQCD

]

,

b̂ = ln
[

1
bLQCD

]

.

(6.14)

The constants in these terms are listed in Tab. 6.5 The final Sudakov form factor can
now be written as [95]:

S(x, b,Q) = −C1(x, b,Q) − C2(b), (6.15)
C1(x, b,Q) = s(x, b,Q) + (x̄, b, Q), (6.16)

C2(b) =
4
�0
ln

[

ln(b−2L−2QCD)

ln(�2RL
−2
QCD)

]

. (6.17)

The renormalization constant �R is a function �R(x,Q, b). For x > x̄ the definition is:

�R =

{

xQ for: xQ > b−1,
b−1 else. (6.18)

In the other case, x ≤ x̄, �R becomes:

�R =

{

x̄ Q for: x̄ Q > b−1,
b−1 else. (6.19)



124 6. Goloskokov and Kroll model for exclusive �0 production

6.1.3 Subprocess Amplitudes
After defining the GPDs, the next step is to calculate the subprocess amplitudes for

the �0 production. In principle, the exclusive production of pseudoscalar mesons can be
described in the following way. The virtual photon interacts with a quasi on-shell quark
from the target proton, which makes the struck quark virtual. By consecutively emitting
a gluon it regains its status as a real quark and becomes one of the two quarks of the
vector meson. The virtual gluon then engages in a quark-antiquark pair production, both
of whom are on-shell. The produced antiquark becomes the second part of the produced
meson, while the real quark is reabsorbed into the struck proton. Because the reabsorbed
quark has a different momentum than the struck quark, a GPD is needed instead of a normal
PDF. The quark going into the vector meson has a momentum fraction z of the final state
meson, hence needs to be integrated over. Because the hard interaction part of the process
contains transverse momentum, one also needs to integrate over this. In practice, it is
easier to integrate over its’ Fourier transformed variable, the impact parameter b⃗. The
subprocess amplitude contains the integration of the wavefunction with the propagator
terms and the Sudakov factor over z and b⃗.
6.1.3.1 Twist-2

In order to make the reading of the equations easier, a refactoring of the z variable is
done in the following twist-2 case, where z denotes the momentum fraction of the quark
in the final �0. This is done as [95]:

z′ = z(1 − z). (6.20)
Next, the wave function in impact parameter space can be written as [95]:

Ψ(z, b⃗) = z′ exp
[

−z
′

4
b⃗2

a2�

]

, (6.21)

with the pion transverse size for the twist-2 case [95]:
a2� =

1
8�2

1
f 2�
. (6.22)

The running of �s is parametrized as:
�s =

12�
33 − 2nf

1

ln
(

�2r
L2QCD

) . (6.23)

The propagators in the impact parameter space are given by:

T̂s = −
i
4
H (1)
0

(
√

z̄(x − �) 1
2�

|b⃗|Q
)

Θ(x − �)

− 1
2�
K0

(
√

z̄(� − x) 1
2�

|b⃗|Q
)

Θ(� − x),
(6.24)

T̂u = −
1
2�
K0

(
√

z(x + �) 1
2�

|b⃗|Q
)

. (6.25)



6.1. Model 125

Following these propagators, the wavefunction and the Sudakov factor, the subprocess
amplitude can be constructed:

�0
twist−2 = cf

√

2
nc
Q2

� ∫

1

0
dz∫ d2b⃗Ψ(z, b⃗)�s exp[−S][T̂s − T̂u]. (6.26)

To make this numerically more easily calculable, the radial symmetry of the impact pa-
rameter can be exploited in the following way:

∫ d2b⃗ = ∫

2�

0
d�∫

L−1QCD

0
d|b⃗| |b⃗| = 2� ∫

L−1QCD

0
d|b⃗| |b⃗|. (6.27)

This removes the vector dependence and reduces the number of dimensions to integrate
over by one. The final integral after further simplifications becomes:

�0
twist−2 = 8�

2f�cf
Q2

� ∫

1

0
dz∫

L−1QCD

0
db bΨ(z, b) �s exp[−S] [T̂s − T̂u]. (6.28)

This integral needs to be solved numerically. It is, however, noted that the resulting func-
tion behaves nicely. It is mostly flat with neither extremal values nor divergences. The
appearing functionsK0 stand for the Bessel andH (1)

0 present the first Hankel functions for
the given order.
6.1.3.2 Twist-3

In the twist-3 case the amplitudes are more complicated, but the Sudakov factor and the
coupling constant can be reused. The first component is once more the wave function [95]:

Ψ(z, b⃗) = 4�
√

2nc
f���a

2
p exp

[

− b⃗2

2a2p

]

I0(ap, |b⃗|), (6.29)

where I0 is the cylindrical Bessel function of the zero’th order. With the Sudakov factor
and the given wave function, the complete subprocess amplitude can be written as:

�0
twist−3 =8

cf
√

2nc ∫
dzd2b⃗Ψ(z, b⃗�s exp(−S)

×
{

−eu
x − � + i�

�2(b⃗) +
−eu

x + � − i�
�2(b⃗)

− z̄ Q2

2�
eu

[

i
4
H (1)
0

(
√

z̄
x − �
2�

bQ

)

Θ(x − �)

+ 1
2�
K0

(
√

z̄
� − x
2�

bQ

)

Θ(� − x)
]

− zQ2

2�
ed
1
2�
K0

(
√

z
� + x
2�

bQ

)

}

.

(6.30)

This can be decomposed into five terms, the first two of which can be solved analytically.
Therefore, splitting this equation into a part that has to be solved numerically and one
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that can be integrated out makes sense. This equation can be simplified by again using
the cylindrical symmetry of the impact parameter b⃗. Also, the first two terms, including
the two-dimensional delta distribution, can easily be integrated out and absorbed into the
convolution directly. Applying all these simplifications the final subprocess amplitude
parts 3-5 for twist-3 reads [95]:

�0,(3−5)
twist−3 = −4

cf
√

2nc

Q2

�
2� ∫

1

0
dz∫

L−1QCD

0
db bΨ(z, b) �s exp(−S)

{

z̄eu
i
4
H (1)
0

(
√

z̄
x − �
2�

bQ

)

Θ(x − �)

+ z̄eu
1
2�
K0

(
√

z̄
� − x
2�

bQ

)

Θ(� − x)

+ zed
1
2�
K0

(
√

z
� + x
2�

bQ

)

}

.

(6.31)
These need to be solved numerically. The first two parts of the subprocess amplitude read:

�0,(1,2)
twist−3 =16�

cf
nc
�sf���a

2
p

[

−eu
x − � + i�

+
ed

x + � − i�

]

. (6.32)
They do not contain any integrals anymore and can directly be used in the convolution.
Therefore, in the program code they are absorbed into the convolution routine rather than
into the subprocess integration routine.
6.1.4 Convolutions and Amplitudes
In the exclusive meson production process, one integral still needs to be performed. The

struck quark from the target proton has a fraction of its momentum, called x. This integral
is performed at the level of the convolution of the subprocess amplitudes with the GPDs.
From the resulting convolutions, all helicity amplitudes can easily be constructed.
6.1.4.1 Twist-2

In the case of twist-2, the integration is straight forward:

Htc(�, t, Q2) = + 1
√

2 ∫

1

−�
dx[euH̃u(x, �, t) − edH̃d(x, �, t)] ×�0

twist−2(x,Q
2, t), (6.33)

Etc(�, t, Q2) = − 1
√

2 ∫

1

−�
dx[euẼu(x, �, t) − edẼd(x, �, t)] ×�0

twist−2(x,Q
2, t). (6.34)

The amplitudes resulting from this can be written as the combinations of the convolu-
tions:

0+,0+ =
√

1 − �2 e
Q2

[

Htc + Etc
�2

1 − �2

]

, (6.35)

0−,0+ =
e
Q2

√

−t′

2mp
� × Etc . (6.36)
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6.1.4.2 Twist-3
In the case of twist-3, the integration is slightly more difficult, since the subprocess

amplitude terms 1 and 2 contain poles. These poles need to be considered by applying
Cauchy principal value to make these expressions solvable:

∫

1

−�
dx �0,(1,2)

twist−3 ×HT (x, �, t) ∝ ∫

1

−�
dx

[−euHT ,u(x, �, t)
x − � + i�

+
−edHT ,d(x, �, t)
x + � − i�

]

(6.37)
The partial integrals to solve this are:
Hint,+ =

1
√

2 ∫

1

−1
dx
euHT ,u(x, �, t) − edHT ,d(x, �, t)

x + �
, (6.38)

Hint,− =
1
√

2 ∫

1

−1
dx
[euHT ,u(x, �, t) − edHT ,d(x, �, t)] − [euHT ,u(�, �, t) − edHT ,d(�, �, t)]

x − �
.

(6.39)
The same formalism is applied to the convolutions of the GPD ĒT (x, �, t). The resultingpartial integrals are:
Ēint,+ =

1
√

2 ∫

1

−1
dx
euĒT ,u(x, �, t) − edĒT ,d(x, �, t)

x + �
, (6.40)

Ēint,− =
1
√

2 ∫

1

−1
dx
[euĒT ,u(x, �, t) − edĒT ,d(x, �, t)] − [euĒT ,u(�, �, t) − edĒT ,d(�, �, t)]

x − �
.

(6.41)
This solves the first two terms of the subprocess amplitude convolution. Naturally, the
terms 3-5, �0,(3−5)

twist−3 , need to be convoluted and integrated too:

Ēint =
1
√

2 ∫

1

−1
dx �0,(3−5)

twist−3 ×
[

euĒT ,u(x, �, t) − edĒT ,d(x, �, t)
]

, (6.42)

Hint =
1
√

2 ∫

1

−1
dx �0,(3−5)

twist−3 ×
[

euHT ,u(x, �, t) − edHT ,d(x, �, t)
]

. (6.43)

The amplitudes can be calculated from these terms in the following way:
0−,++ =

√

1 − �2e
[

Hint

+ Γ�s

(

Hint,− +HT (�, �, t)
{

i� − ln
(

1 − �
2�

)})

+ Γ�sHint,+

]

,

(6.44)

0+,−+ =0+,++ = −

√

−t
4m

e
[

Ēint

+ Γ�s

(

Ēint,− + Ē(�, �, t)
{

i� − ln
(

1 − �
2�

)})

+ Γ�sĒint,+

]

,

(6.45)
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0−,−+ = 0. (6.46)
The factor Γ contains all previously absorbed constants. It is given by:

Γ = 16�
cf
nc
f���a

2
p. (6.47)

6.1.5 Full Cross Section
The full cross section for exclusive pion production can be written as [45]:
d4�∗p→�0

dtdxbjdQ2d�
= 1
2�
[

d�T
dt

+ "
d�L
dt

+ " cos(2�)
d�TT
dt

+
√

2"(1 + ") cos(�)
d�LT
dt

]

.
(6.48)

The partial cross sections can be constructed from the amplitudes calculated earlier [45]:
d�T
dt

= �
2

[

2
0−,−+ +2

0−,++ +2
0+,−+ +2

0+,++

]

(6.49)
d�L
d

= �
[

2
0+,0+ +2

0−,0+

]

(6.50)
d�TT
dt

= −�
2
2ℜ

[

∗
0−,++ ⋅0−,−+ +∗

0+,++ ⋅0+,−+

]

(6.51)
d�LT
dt

= �
√

2
ℜ
[

∗
0−,0+ ⋅0−,++ +∗

0+,0+(0+,++ −0+,−+)
]

(6.52)

The � function is a phase space function with an additional factor for changing the units
to nb:

� = 1
16�

1
(W 2 − m2p)

1
Λ
0.3894 106 nb, (6.53)

where the Λ function is the kinematic dependent function:
Λ = W 4 +Q4 + m4p + 2W

2Q2 − 2W 2m2p + 2Q
2m2p. (6.54)

6.2 Technical Speed-Ups: SPA-interpolation
When trying to generate the full cross section on a per-event base, the technical limita-

tions of the current computers become evident. Even though the convolution integration is
done using a Gauss-Legendre integrationmethod, which only requires 128 points, the code
needs to numerically solve an integral over z and b for each of these points in twist-3 and
twist-2. This adds up to 256 two-dimensional integrals over complex functions, or 512
double-precision floating-point ones, which takes about a minute on a newer computer.
While it is acceptable to wait two minutes per point for creating graphs of the resulting
cross sections, it is not feasible for an event generator. It should also be mentioned that,
while one minute seems rather long for a complete evaluation of a single point of the cross
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section, it would take more than one hour to do the same evaluation in the original maple
calculation. Clearly, the C++ implementation is already much faster.
The cross section calculation tools, which are coming with the package implement a

very simple cache, which stores the integrals in the working directory after computation.
Therefore, the calculations for any plots with t or � dependence are fast. What is more,
the cache will grow over time and more and more calculations will become faster.
A solution feasible for end users is implemented in the libGKPi0 library: The caching

of precomputed subprocess amplitudes. Fortunately, the subprocess amplitudes are only
dependent on xbj and Q2 and not t and � so only a two dimensional grid is needed. For
technical reasons, the two independent variables for the grid were chosen to (W , Q2).
The currently delivered grid ranges are given in Tab. 6.6. The subprocess amplitudes
can be interpolated in between the cached datapoints in a linear way, since they are very
smooth. Therefore, this method is called SPA-interpolation1. While it can, in principle,
be extended to an even larger range, it has to be considered, that this model does not use
evolution for the GPDs and therefore should neither be used at a too large Q2, or a too
smallQ2, which has some theoretical issues with the factorization. This cache is invariant
of the GPDs used, making it the ideal tool for optimizing the GPDs according to data.

Table 6.6: Ranges and binnings of the provided subprocess integral grid.

Variable Number of bins Range

Q2 100 (1-26.0) (GeV∕c)2
W 100 (1-21.0)GeV∕c2

To test the accuracy of the SPA interpolation mode, the cross section was calculated in
the in a narrow Q2 and t range with a fixedW in SPA and full calculation mode. The two
resulting plots were then combined to get a binwise relative difference between both. The
result of the test was, that the points of discontinuity are well visible near the bin edges.
The relative difference was always smaller than 1%. The resulting plots are shown in Fig.
6.5. A combined forward-backward extrapolation was also tested, and is still available
in the sourcecode. While it softens the discontinuities in near the bin borders, it also
raises the relative error to about 1.4%. Therefore, it was decided to keep the forward-only
extrapolation mode as a default.

6.3 Results

With the help of the subprocess amplitude caching, the cross sections can be plotted in
a reasonable time. The plots of the complete cross section can be found in Fig. 6.6. The
� dependence is shown in Fig. 6.7. The t evolution at different values of Q2 for a fixed
W is shown in Fig. 6.8.
1SubProcessAmplitude-interpolation
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Figure 6.5: Cross section at W = 6GeV2∕c4 for the full calculation mode (left) and the
SPA-Interpolation mode (right) as well as the relative difference of both (bottom).

6.4 Summary
In the scope of this thesis, a full C++ implementation of themost recent Goloskokov and

Kroll model was created. The values of the subprocess amplitudes and GPDs were cross
checked to an accuracy of 10−4, the cross sections deviate no more than 10−3. Due to the
subprocess amplitude caching and interpolation, the process of calculating and integrating
the amplitudes and calculating the cross sections became fast. This implementation takes
about 100ms to do so in SPA-interpolation mode, and about 90 s in full calculation mode,
the original maple files need an hour. The code is already in use at JLAB and at CERN for
the COMPASS-II experiment and is currently the only working implementation in C++
of the model by Goloskokov and Kroll. A release of the �0 analysis from the 2012 pilot
run was finished in this year. It features HEPGen++with the new libGKPi0 feature for the
� and t dependence of the cross section. This release will bring highly anticipated cross
section data in the small xbj range, where no data was available before. Any possible
modification to the model that will arise during the inclusion of the COMPASS-II data,
are easy to implement in the source code. If only the GPDs need to be changed, there
is not even a need for regenerating the subprocess amplitude cache. As this regeneration
takes the most computing time, different GPD parameter sets can be compared to existing
data in a fast and simple way.
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Figure 6.6: Cross section plots for d3�
dQ2dW dt

at t′ = −0.5 (GeV∕c)2. They have been inte-
grated over � so that the interference terms cancel out.
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7. Conclusion and outlook

This thesis comprises the development of an event generator for exclusive photon and
meson production in the COMPASS-II kinematic. In this process, the Goloskokov and
Kroll model for exclusive neutral pion production has been implemented. Furthermore,
several improvements for the Monte-Carlo software were introduced to the COMPASS-II
reconstruction software. The main objective of this work was an increase of the overall
accuracy and performance of the Monte-Carlo chain for experimental acceptance studies
and model comparisons. The key to extracting the GPDs from the measured data is a very
profound understanding of the experimental acceptance and the detector performances,
which can only be achieved with a sophisticated simulation. To calculate the sums of
cross sections, the acceptance of the experiment needs to be known to an uncertainty of
about three percent to extract any significant results.

HEPGen++

The HEPGen++ generator takes care of the event generation of exclusive muon pro-
ton production of photons and different mesons. Furthermore, to study the diffractive
contamination of the final exclusive sample, it allows for mixing in diffractive dissoci-
ation of the target proton mainly into pions. The extracted data will not suffice to di-
rectly access the CFFs, because their parameter space is large, hence the extraction will
be model-dependent. To this day, several different models and parametrizations exist for
the GPDs, which allow the calculation of DVCS cross sections. Finding out which model
or parametrization fits the data best is easy when using HEPGen++ because of a revolu-
tionary new feature called “HEPGen-in-Phast”. This feature allows to disentangle cross
section and detector response allowing to try different models or parameter sets on the
analysis level. In most cases, this feature is about a factor of 1000 faster than reproduc-
ing the Monte-Carlo sample. The generator was designed in clean, object-oriented C++
making maintainance and expansion easy. By not using any external library, HEPGen++
is independent from external developments. The released data for DVCS and exclusive �0
rely on the HEPGen++ event generator for acceptance corrections as well as comparison
of the results to different theoretical predictions.
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GK model for exclusive pion production

The exclusive neutral pion production is interesting for the experiment because of two
main facts. The first one is that the GPDs can also be extracted by analysing the cross
section of exclusive pion production. The second one is that they are a major background
contribution to the DVCS channel. When it comes to the GPD extraction, it should be
mentioned that the channel is theoretically not as clean as the exclusive photon channel,
since it features a second QCD component for the formation of the pion in the final state.
The transversity GPDs that are the main contribution to the pion production are not mea-
surable in the exclusive photon production though. This makes the meson production an
important source for completing the set of GPDs. The background for the DVCSmeasure-
ment from this channel occurs due to the decay of the neutral pion into two hard photons.
If one of the photons is lost, or the angle between the two photons is small, the resulting
event can easily look like a single photon event in the spectrometer. The contamination of
hidden �0 needs to be known as accurately as possible, as it directly impacts the accuracy
of the DVCS background estimation and therefore the cross section, too. The GPD model
by S. Goloskokov and P. Kroll is used to describe the exclusive �0 production process.
It features assumptions for a full set of double distribution GPDs, including transversity
GPDs that are very important for the pion production. HEPGen++ features the full cal-
culation of all helicity amplitudes and cross section terms in twist-2 and twist-3. Also, the
calculation of cross sections takes less than 0.1 s. The presented implementation, called
libGKPi0, is a working C++ implementation of the model. It was also provided to other
collaborations at JLAB.

Empirical improvements

The Geant4 based TGEANT software and HEPGen++ as the event generator became
a quasi-standard in the the COMPASS-II Monte-Carlo chain and almost all recent anal-
yses rely on this combination. A two-dimensional efficiency database was created to al-
low for local defficiencies. In this way, sets of two-dimensional efficiency maps can be
selected for different beam charges, which is important for measuring absolute cross sec-
tions. Since the statistics for the extraction of efficiencies is always very limited due to
computing time constraints, powerful improvement algorithms were developed. While
it has been shown that the expected systematic difference between real and pseudo effi-
ciencies exists, it was also found to be negligable compared to the spread of the detector
planes. Because of this result, two full sets of pseudo efficiencies for the 2012 pilot run
were extracted, one per beam charge. These sets were modified manually where necessary
and Monte-Carlo was made to almost perfectly agree with the real data detector perfor-
mance in the self-consistency check. In addition, a newmodule was introduced to improve
the beam parametrization and performance of the pile-up muons. To enhance the overall
Monte-Carlo production speed, a caching pile-up system was programmed. It allows for
the reactions of the muons in the spectrometer to be precomputed and to be saved. A new
binary file format was created to enable randomized access to these muon event data. Be-
fore reconstruction, a random number of randomly chosen muons are mixed into the signal
data. With this approach of the pile-up treatment, the computation time could be speeded
up by a factor of 25. Furthermore, this module enables the disentangling of the muon flux
from the signal Monte-Carlo generation. This allows the Monte-Carlo generation to start
even before the final flux calculation is ready.
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Finally, the exclusive pion and photonmeasurements depend heavily on the performance
of the electromagnetic calorimeters and their noise behaviour. The cells and their pho-
tomultipliers can show interference with other electronic equipment in the experiment.
There are also undetected particles moving through the spectrometer. To cope with all of
these effects at once, a new module for the ecal background generation was created. The
module allows for extraction of cell-wise energy profiles from real data samples. These
profiles can then be used to re-inject background into the calorimeters before the recon-
struction, featuring a more sophisticated description of the electromagnetic calorimeter
systems of COMPASS-II. Profiles were extracted from the 2012 run and were already
used for the generation of Monte-Carlo samples already.
In conclusion, the Monte-Carlo chain is ready for the 2016 and 2017 run. A full and

complete Monte-Carlo chain for the experiment now exists, which has been validated and
tested on the data of the pilot run in 2012. The interchangeable models feature helps physi-
cists in the analysis and the overall performance is very good. The detector performances,
which are difficult to simulate, are now also included in the simulation via empirical in-
sights, which delivers a comprehensive description of the full experiment. For any further
requirements that may arise during the run and the future endeavours of COMPASS-II,
HEPGen++ is well prepared due to the thoroughly planned object-oriented design. Any
changes can be implemented easily and quickly making the reaction time short.
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A. Sampling Techniques

Since HEPGen++ is a weighting event generator, all drawn distributions should be flat.
If any distribution is a non-flat one, weighting with differential cross sections leads to a
problem. When the cross section gets re-extracted from the Monte-Carlo sample, it will
show a convolution of the non flat distribution with the functional dependence of the cross
section. The generalized formulation of this is:

d�reextracted
dx

= (x)⊗
d�original
dx

, (A.1)

where (x) is the intrinsic functional dependence of the x distribution. Here, x can be
any drawn variable. This can only be self-consistent if (x) is normalized and uniform
and must be fulfilled for every drawn observable, � or Q2 being examples.

Problems of strictly uniform distributions

While a uniform distribution is a sufficient approximation for sampling the � phase
space, since the cross sections are smooth in this variable, it is a bad choice for observ-
ables showing different behaviour like Q2. In Fig.A.1 a SIDIS Q2 distribution is plotted.
For comparison two lines are drawn in. To reach an accurate representation of these data
a Monte-Carlo sample according to the blue line would have to be generated. Clearly,
this would sample the higher Q2 way finer than necessary and therefore waste CPU time,
which is expensive. The red line shows this in more detail. CPU time could be saved in
the higherQ2 regions, where the sampling is a bit too fine, with respect to the sampling in
the lowerQ2 regions. In the lowerQ2 regions events would have to be weighted up, which
is dangerous as with too low statistics the other phase space variables do not gain enough
statistics for their own sampling to be accurate. The exclusive cross sections’ dependence
on Q2 is shown in their respective sections, it is mostly d� ∼ 1

Q2
or d� ∼ 1

Q4
.

The solution to this problem is to sample with a distribution that is similar to the real
data distribution for the event generation. To keep the phase space flat, the distribution
must be invertable so that a −1(x) can be found, for x being any drawn variable. The
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Figure A.1: SIDIS Q2 distribution from the 2012 run showing the problem of uniform
sampling in non-uniform natural distributions. Sampling uniform with statistics equiv-
alent to the red line, will underrepresent the events in the low Q2 region, while it will
overrepresent the events in the higher Q2 region.

normalized inversion can then be multiplied to the usual weights and in that way solve the
problem:

d�reextracted
dx

=
−1(x)(x)
|−1(x)(x)|

⋅
d�original
dx

. (A.2)

In principle, one could take all the Q2 dependences for each of the cross sections and
generate according to them. While this would allow the generator to be even more efficient
at sampling correctly, it makes the usage of different cross section models for the same
process more difficult and enlarges the code that needs to be maintained.
Arbitrarily distributed random numbers
In general, there are many different methods to generate random numbers in different

distributions. The methods used in HEPGen++ are presented in the following section.
Whenever possible, the efficient method of Integral inversion was used, whereas in all
remaining cases it was receded to the accept-reject method was resorted to.
Integral inversion method
The integral inversion method, also named cumulative density function method (CDF)

is an efficient method for sampling according to a desired distribution. This distribution
must be integrable and the integral must be invertible for the method to work. The first
step is to build the CDF in short according to:

CDF ∶ g(x) = 1
∫ x,max
x,min f (x′)dx′ ∫

x

x,min
f (x′)dx′, (A.3)
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Figure A.2: Visualization of drawing random numbers from a distribution 1
x2

for the ex-
ample in Sec. A .

where f (x) is the desired distribution. The function g(x) is normalized: g(x) ∈ [0, 1].
This needs to be analytically solved for the next step, which is inverting the function.
With the inversion, the function g−1(y) is obtained, where y ∈ [0, 1] can now be drawn
uniformly. After applying the function g−1(y) the resulting random numbers will be dis-
tributed according to the original f (x) distribution.
As an example, which is visualized in Fig. A.2, the calculation is shown here for the

distribution 1∕x2 with the range x ∈ [0.5, 5]. The range is needed because of the pole at
0. First the CDF needs to be calculated according to equation A.3:

ℎ(x) = ∫ f (x)(d)x = −1
x
,

[ℎ(x)]5.00.5 = 1.8,

g(x) = 1
1.8

[ℎ(x) − ℎ(0.5)] .

After calculating the CDF, it needs to be inverted:

g−1(y) = 5
9y − 10

, (A.4)

where y ∈ [0, 1] uniform leads to a distribution of g−1(y) of 1∕y2, which is exactly what
was wanted. The inversion of the CDF can be interpreted and visualized as drawing uni-
form on the y axis. This is shown in Fig.A.3, where a random number y = 0.5 is drawn.
Following a straight line parallel to the x axis until there is an intersection with the CDF
then leads to x ≈ 0.9.
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Figure A.3: Drawing a uniformly distributed random number r ∈ [0, 1] can be visualized
as selecting a value on the y-Axis and then intersecting with the CDF function to get the
corresponding x value. In this example drawing r = 0.5 would result in my distributed
random number as r′ ≈ 0.9.

The remaining issue here is that the resulting distribution has a non-uniform functional
dependence, which is why this method was chosen in the first place. In equation A.2 the
solution was to introduce a −1 and normalize it. This normalized factor, that will be
called “phase factor” from now on, can be built according to:

̂−1(x) = 1
f (x)

⋅
1

∫ x,max
x,min f (x′)dx′

. (A.5)

For the example case, f (x) = 1
x2
, this factor was computed and it is shown in Fig.A.2. To

demonstrate the validity of this approach the convolution of distribution and phase factor
is drawn as the black dashed line. It is a straight line at 1, so the resulting distribution
after sampling like this and weighting the numbers with the according phase factor would
always result in a normalized uniform distribution, but with a non-uniform sampling. Such
approach allows for higher statistics to be in regions where they are in the real data without
double accounting for the events.
Accept-reject method
The accept-reject method is a very simple method for generating random numbers ac-

cording to arbitrary distributions. No further requirements on the distribution are needed,
except that the local maximum k needs to be known in the range in which the random
numbers are generated. The first step is generating a uniform distribution in the full range
allowed by the desired distribution ℎ(x):

x ∈ [xmin, xmax]. (A.6)
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The next step is evaluating the probability of this drawn random number according to:

p(x) =
ℎ(x)
k
. (A.7)

In the next step a second random number is drawn uniformly:
r ∈ [0, 1]. (A.8)

For the case that r < p(x) the random number x is accepted. Otherwise, the drawn x is
rejected and the process gets restarted with a completely new x.
This method has the problem of being inefficient in any case and it even becomes worse

the more the maximum deviates from the mean. Fortunately, in the case of HEPGen++,
all distributions which cannot be generated using the CDF method are showing a good
behaviour with this method.
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B. Phase Space Integration

When integrating the total cross section the integral needs to be modified:

�tot = ∫

�,max

�,min
d� ∫

Q2,max(�,xbj )

Q2,min
dQ2

∫

t′,max

t′,min
dt′ �dif f (�,Q2, t′), (B.1)

with [Q2,max(�, xbj)] being taken from the equation 5.4. Practically, it is easier to intro-
duce a new function:

(�,Q2) =

{

1 for Q2 < 2Mp�xbj,max,
0 else. (B.2)

In the usual COMPASS-II kinematical range, the other boundaries do not come into play.
Therefore, the cut on the upper bound ofQ2 is enough to ensure a well-behaved integration.
With this new function, the cross section integral becomes:

�tot = ∫ d� ∫ dQ2
∫ dt′ �dif f (�,Q2, t′) ⋅ (�,Q2), (B.3)

where all static integral ranges that are only taken from user input are dropped for legibility.
With this helper function, the problem of normalization of the Monte-Carlo sample is
solved.
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C. File formats used in HEPGen++

The following appendix lists and visualizes all file formats that are used in HEPGen++.

C.1 Beamfile
The beam file format is visualized in the figure C.1.

Header
int(24)

Position x
float

Position y
float

Beamtype
int

p slope dx
float

p slope dy
float

Energy
float

Footer
int(24)

4 byte

Header
int_64(blocksize=24)

Position x
float

Position y
float

Beamtype
int

p slope dx
float

p slope dy
float

Energy
float

Footer
int_64(blocksize=24)

8 byte 24 byte

24 byte4 byte

Figure C.1: The beam file format used at COMPASS and for HEPGen++. The upper
part shows the gfortran compatible header sizes, the lower part the old, legacy and F77
compatible one. The energy in this format is just the kinetic energy, not containing the
particle mass.
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C.2 LEPTOv2
The format is visualized in the figure C.2.

Startword int(bytesize)

#particles int

11x int LST[20..30]

10x float PARL[19..29]

5x float KINE

20x float USERVAR

#part x 5 int: K

#part x 5 float: P

Stopword int(bytesize)

Startword int(bytesize)

Stopword int(bytesize)

Version int(2)

14x float CUTL

20x float LST[0..20]

Int (2)

Int (1)

19x float PARL[0..19]

Int (0.1)

Header Event block

Figure C.2: The LEPTOv2 format as implemented in HEPGen++. The complete specifi-
cation which variable contains what value is added in the appendix.
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C.3 Generator variables
The different blocks of generator variables from the LEPTOv2 formats are filled accord-

ing to the tables in this section.
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Table C.1: k codes for status display.
In the case of HEPGen++ only the codes 1,11,21 can occur. The rest is given for com-
pleteness from the PYTHIA standard.

Number Description
1 Undecayed final state
2,3 Unfragmented jets
4 Particle did not decay in given space
11 Decayed or fragmented particle or jets
12 A fragmented jet
13 A removed jet
14 A parton that branched into further partons
15 A forced decay
21 Documentation line
31 A line with information on sphericity, thurst or cluster

Table C.2: USERVAR vector contents

Number Description
0 Beam position x (if beamfile was used)
1 Beam position y (if beamfile was used)
2 Sum of weights
4 Polarization of the vector meson
7 Q2

min(�)8 Q2
max(�)9 Total phase factor

10 Target mass
11 Probability for coherent scattering
12 Slope for coherent scattering
13 Slope for incoherent scattering
14 alf
15 Weight for DVCS only
16 Weight for Bethe-Heitler only
17 B0 - Regge parameter for FFS-DVCS
18 xbj,0 - Regge parameter for FFS-DVCS
19 �′ - Regge parameter for DVCS
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Table C.3: PARL vector contents

Number Description
0 Target mass (A)
1 Target proton count(Z)
2 Beam energy
3 Struck hadron energy
4 Produced particle
5 Physics program (IRPOC)
6 Exclusively produced particle
7 Θmax10 Target mass
11 Probability for coherent scattering
12 Slope for coherent scattering
13 Slope for incoherent scattering
14 alf
15 Generator limit: t′min16 Generator limit: t′max17 Beam charge
18 Beam helicity
20 Beam energy
21 Θ�′23 Active mass squareM2

X24 t′
25 t
26 t028 Θ�29 Θ�

Table C.4: LUJETS particle contents

Array Number Description
k 0 Status (see table C.1)
k 1 Particle identification number
k 2 Particle origin LUJET line number
k 3 LUJET line number where daughters begin
k 4 LUJET line number where daughters end
p 0 Momentum in x direction: pxp 1 Momentum in y direction: pyp 2 Momentum in z direction: pzp 3 Energy
p 4 Mass
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C.4 ASCII histograms
The ASCII format for the ROOTless histogramming backend is visualized in the figure

C.3.

HIST

TITLE “title ...”

Data in format:
#bin: entries
e.g.
0: 0
1: 202

END HIST

hist1d/1f hist2d/2f

LOW_X startValue

HIGH_X endValue

NBINS_X binCount

HIST-2D

TITLE “title ...”

Data in format:
#X bin: entries of Y 
e.g.
0: 0 0 1 0 0
1: 202 100 0 0 0

END HIST

LOW_X startValue X

HIGH_X endValue X

NBINS_X binCount X

LOW_Y startValue Y

HIGH_Y endValue Y

NBINS_Y binCount Y

Figure C.3: The text file format for histograms made with HEPGen++. Mind that for a
number n of bins in x or y there are always n+2 entries. The entry 0 is the underflow bin,
the entry n + 1 is the overflow bin.



D. Lujet splits

The Bethe-Heitler cross section has a very large slope near the so-called cat’s ear region.
To regenerate the cross section in this region accurately, a higher precision is needed than
the one provided by the standard lujets. However, this lead to relative errors of up to 20%
in the Bethe-Heitler cross section values.
Therefore, a new feature was introduced in order to overcome this problem in HEP-

Gen++: The lujet-double-precision splits. In a single lujet, only a single precision floating
point variable is reserved by CORAL.
A convenient feature of the memory representation of floating point variables was used

in order to remove this limitation. In computers, floating point variables are stored in 4
byte or 32 bit, in a scientific representation [97]:

f = S ×M × 2E , (D.1)
Where S is the sign bit, M is the mantissa, representing the significant and E is the ex-
ponent. The first bit gives the sign, the next eight bits represent the exponent and the
remaining bits are for the mantissa. The exponent is stored with a special convention al-
lowing it to range from −127 to 128 without a special sign bit, but this is not of special
relevance for the method introduced here [97].
This representation allows the eight-byte double precision floating point variables to be

cut into two single-precision ones in the following way:
f d ≈ f shigh + f

s
low. (D.2)

Or in memory formulation:

S × 2E
52
∑

i=0
M × 2−i ≈

[

S1 × 2E1
23
∑

i=0
M1 × 2−i

]

+

[

S2 × 2E2
23
∑

i=0
M2 × 2−i

]

. (D.3)

The original accuracy of double precision with its mantissa size is:
ad = 53 log10(2) ≈ 16, (D.4)
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whereas the single precision float has:
as = 23 log10(2) ≈ 7 (D.5)

and the combined doubled single precision results in:
a2s = 2 as ≈ 14. (D.6)

Even though two decimals are lost, this method doubles the precision of the lujets. The
remaining two digits are technically not significant anymore, which is shown in the Fig.
D.1.

 float
originalw

|original-w
regen

|w
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

E
ve

nt
s
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310

410

510

610

 doubled
originalw

original-wregenw
0.01− 0.005− 0 0.005 0.01

E
ve

nt
s

410

510

610

710

Figure D.1: Weights recalculated off of kinematics extracted from single precision floats
(left) and doubled single precision floats (right).



E. Efficiencies

E.1 Comparison real and pseudo efficiency
The following tables feature the full efficiency comparison cross checked by Artem

Ivanov.

Table E.1: Full comparison of the detector planes of PB of the MWPCs from 2012-DVCS
runs with �+ beam.

Detector Real efficiency Pseudo efficiency Difference
PB01U1__ 0.9766 0.9791 -0.0025
PB01X1__ 0.9797 0.9825 -0.0029
PB02V1__ 0.9647 0.9678 -0.0031
PB03U1__ 0.9806 0.9841 -0.0034
PB03X1__ 0.9845 0.9874 -0.0029
PB04V1__ 0.9825 0.9858 -0.0034
PB05U1__ 0.9638 0.9654 -0.0017
PB05X1__ 0.9917 0.9932 -0.0015
PB06V1__ 0.9845 0.9874 -0.0030
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Table E.2: Full comparison of the detector planes PS of the MWPCs from 2012-DVCS
runs with �+ beam.

Detector Real efficiency Pseudo efficiency Difference
PS01U1__ 0.9710 0.9726 -0.0016
PS01V1__ 0.9830 0.9840 -0.0010
PS01X1__ 0.9739 0.9769 -0.0029
PS01Y1__ 0.9837 0.9871 -0.0034

Table E.3: Full comparison of the detector planes of PA of the MWPCs from 2012-DVCS
runs with �+ beam.

Detector Real efficiency Pseudo efficiency Difference
PA01U1__ 0.9793 0.9811 -0.0017
PA01V1__ 0.9779 0.9797 -0.0018
PA01X1__ 0.9681 0.9717 -0.0036
PA02U1__ 0.9803 0.9806 -0.0003
PA02V1__ 0.9861 0.9864 -0.0003
PA02X1__ 0.9709 0.9758 -0.0049
PA03U1__ 0.9785 0.9803 -0.0018
PA03V1__ 0.9794 0.9811 -0.0016
PA03X1__ 0.9704 0.9724 -0.0020
PA04U1__ 0.9606 0.9616 -0.0010
PA04V1__ 0.9762 0.9777 -0.0015
PA04X1__ 0.9727 0.9729 -0.0002
PA05U1__ 0.9808 0.9815 -0.0006
PA05V1__ 0.9813 0.9814 -0.0001
PA05X1__ 0.9822 0.9824 -0.0002
PA06U1__ 0.9788 0.9790 -0.0002
PA06V1__ 0.9716 0.9735 -0.0019
PA06X1__ 0.9498 0.9531 -0.0033
PA11U1__ 0.9717 0.9752 -0.0035
PA11V1__ 0.9536 0.9534 0.0002
PA11X1__ 0.9597 0.9600 -0.0003



F. Efficiencies database

The structure of the sqlite database is given in Tab. F.1. The efficValues flag is filled with
an ASCII encapsulated histogram format. All of the x bins for a fixed y are concenated
and separated with whitespace. After the last value, a “<br />” is added to indicate a line
break.
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Table F.1: SQLite database structure for efficiencies storage
Name Type Description

ID INT Autoincrementing indexing field.
TBNAME TEXT The TBNAME of the detector.
DETNAME TEXT The detector name.
UNIT INT The unit number.

YEAR TEXT
An identifier flag for a year,
a charge or whatever you want
to group efficiencies with.

binsX INT Number of bins in x direction.
binsY INT Number of bins in y direction.
startX REAL The beginning of the detector in x.
startY REAL The beginning of the detector in y.
endX REAL The end of the detector in x.
endY REAL The end of the detector in y.
efficMean REAL The arithmetic mean of all filled bins.
efficValues TEXT ASCII encapsulated histogram.



G. Binary data format for TGEANT:
tbin

The binary format for the external pre-computed pileup is shown in figure G.1. The header
data words are given in table G.1.

Table G.1: Header and footer words for the tbin format.

Header Value
Main 0xdeadbeef
SubBlock 0xcafebabe
DataBlock 0xdabbad00
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Header: SubBlock

#Events x int_64: Start address

Int_64: Number of Events in file

ToC

Header: Main

Header: SubBlock

BeamData

Header: SubBlock

Detector hits

Header: SubBlock

Trigger hits

Header: SubBlock

Event block

Calorimeter Hits

Header: Main

Figure G.1: The data layout in the tbin format. The used data blocks are explained in
figure G.2. The header words are listed in table G.1.

Beamdata block

Header: DataBlock

Int: Beam particles, for each:

int: aux

5i: int k[i], float p[i]

Int: Trajectories, for each:
int: Track ID
int: Parent track ID
int: Particle ID
float: Time

3i: float pos[i],float mom[i]

Header: DataBlock

Tracking / Trigger / Calo block

Header: DataBlock

Int: Hits, for each

#len x char: detector name

Int: Length of det. name

Int: ID

Header: DataBlock

Int: Channel

Int: Track ID
Int: Particle ID

Double: Energy

Double: Time

Double: Beta

Double: Energy deposit
3i: Double pos[i], double primPos[i]
     double lastPos[i], double mom[i]

Figure G.2: The used data blocks for the tbin binary pile up format. The header words are
listed in table G.1.
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