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A B S T R A C T

In deep-inelastic muon-nucleon scattering, a single quark can be ejected out of the nucleon by
the absorption of a high-energy photon. Such a free isolated quark has never been observed
in nature. In quantum chromodynamics (QCD), coloured objects, such as a single quark, cre-
ate additional quark anti-quark pairs out of the colour field and the final state comprises a
jet of hadrons. The hadronisation process can be described by fragmentation functions Dh

q ,
the probability that a quark with the flavour q turns into a hadron of the type h. Similar to
the parton distribution function, the fragmentation functions are fundamental, universal and
process-independent quantities. The fragmentation functions are measured with the COM-
PASS spectrometer in muon-nucleon scattering. The observables are the hadron multiplicities
Mh.
The COMPASS experiment consists of a two-stage magnetic spectrometer located at the M2
beam line of the Super Proton Synchrotron at CERN and uses a polarised muon beam on
a nuclear fixed target. The scattered muon and the final-state hadrons are measured with a
large number of tracking detectors. The identification of the hadrons is done using a ring
imaging Cherenkov detector. An essential part of the spectrometer is the trigger system. It
mainly consists of scintillator hodoscopes and triggers on scattered muons coming from the
target. The trigger acceptance was increased towards larger four-momentum transfers Q2

with the implementation of a new pair of hodoscopes, triggering on larger scattering angles.
The trigger system is also used to determine spectrometer specific quantities such as efficien-
cies and luminosities. In a fixed target experiment, the luminosity is given to the incident
particle flux and the target density. The flux is measured with two methods, by counting
beam tracks using a true random trigger and by counting the hits in a plane of the beam
telescope.
For the determination of the fragmentation functions, a measurement taken in 2006 with a
160 GeV/c muon beam impinging on an isoscalar lithium-deuterid target is used. The scat-
tered muon and additional hadrons are measured. The hadron multiplicities Mh are the
average number of hadrons per deep inelastic scattering event and are determined in a three-
dimensional binning in the Bjorken scaling variable x, the relative virtual photon energy y
and the hadron energy fraction z for pions, kaons and unidentified hadrons. The DIS events
are selected by requiring an invariant mass W larger than 5 GeV/c2, thus excluding events
coming from nucleon resonances. The charged hadron multiplicities are corrected for the par-
ticle identification efficiency using real data. Further corrections, e. g. the spectrometer accep-
tance and electron/positron contamination, are determined using Monte Carlo simulations.
The fragmentation functions are extracted in two ways. The first method is the direct ex-
traction point-by-point. The second method uses a simultaneous leading-order perturbative
QCD fit on π+ and π´ multiplicities. The results are compared to existing parametrisations.
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Z U S A M M E N FA S S U N G

In der tiefinelastischen Streuung kann ein einzelnes Quark durch die Absorption eines hoch-
energetischen virtuellen Photons aus einem Nukleon herausgeschlagen werden. Ein freies,
isoliertes Quark wurde in der Natur aber nicht beobachtet. In der Quantenchromodynamik
(QCD) erzeugen farbladungstragende Objekte, so wie ein isoliertes Quark, Quark-Antiquark-
paare aus dem Farbfeld und erzeugen einen Teilchenschauer. Der Hadronisierungprozess
kann durch die Fragmentationfunktionen Dh

q beschrieben werden. Diese geben an, mit welcher
Wahrscheinlichkeit ein Quark der Sorte q in ein Hadron des Typs h übergeht. Ähnlich wie
die Partonverteilungsfunktionen q(x) sind die Fragmentationsfunktionen grundlegende, all-
gemeingültige, prozessunabhänige Größen. Die Fragmentationsfunktionen werden mit dem
COMPASS-Spektrometer in tiefinelastischer Myon-Nukleon-Streuung gemessen. Die Observ-
able ist die geladene Hadronenmultiplizität Mh.
Das COMPASS-Experiment ist ein zweistufiges Spektrometer an der M2-Strahlführung am
CERN und verwendet einen polarisierten Myonstrahl und ein sogenanntes Fixed-Target.
Die gestreuten Myonen und der hadronische Endzustand werden mit einer großen Zahl an
Spurdetektoren nachgewiesen. Der ringabbildende Cherenkov-Detektor RICH sorgt für die
Identifikation der Hadronen. Ein wichtiger Bestandteil des Spektrometers ist das Triggersys-
tem. Es besteht hauptsächlich aus Szintillatorhodoskopen und startet die Datennahme nach
der Messung eines gestreuten Myons aus dem Target. Die Akzeptanz des Triggersystems
wurde durch das Hinzufügen eines neuen Triggerhodoskoppaares, welches auf große Myon-
streuwinkel triggert, erweitert. Des Weiteren kann das Triggersystem dazu verwendet wer-
den, um spektrometerspezifische Größen, wie zum Beispiel Effizienzen und Luminositäten,
zu bestimmen. Die Luminosität in einem Fixed-Target-Experiment ist gleich dem Produkt
aus einlaufenden Teilchenfluss und der Massenbelegung des Target-Materials. Der Teilchen-
fluss wird mit zwei Methoden bestimmt: einmal durch das Zählen von Strahltrajektorien, die
durch einen Zufallstrigger ausgewählt werden oder durch das Zählen der Treffer in einer
Ebene im Strahlteleskop des Experiments.
Die für diese Arbeit verwendeten Daten wurden 2006 mit einem 160 GeV Myonstrahl an
einem isoskalaren Lithiumdeuteridtarget aufgenommen. Dabei wird das gestreute Myon
sowie mindestens ein Hadron nachgewiesen. Die Hadronmultiplizität Mh ist die mittlere
Anzahl von Hadronen pro tiefinelastischem Streuereignis. Sie wurden in Abhängigkeit von
den drei kinematischen Variablen, der Bjorken’schen Skalenvariable x, der relativen Pho-
tonenenergie y und der relativen Hadronenenergie z, für identifizierte Pionen, Kaonen und
nichtidentifzierte Hadronen gemessen. Die tiefinelastischen Ereignisse werden durch einen
Schnitt auf die invariante Masse W > 5 GeV/c2 selektiert. Dadurch werden Ereignisse, die
aus Nukleonresonanzen kommen, verworfen. Die gemessen Multiplizitäten für geladene
Hadronen werden auf die Identifzierungseffizienz des RICH korrigiert. Weitere Korrekturen,
unter anderem für die Spektrometerakzeptanz und die Kontamination durch Elektronen und
Positronen, werden durch Monte-Carlo-Simulationen abgeschätzt. Die Fragmentationfunk-
tionen werden durch zwei Methoden bestimmt. Erstens, durch eine direkten Extraktion und
zweitens, aus einem perturbativen QCD-Fit in führender Ordnung an die π+ und π´ Multi-
plizitäten. Die Ergebnisse werden mit existierenden Parametrisierungen verglichen.
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1
I N T R O D U C T I O N

After the discovery of the atomic nuclei with the α-Au scattering experiment, conducted
by Geiger and Mardsen [1] and interpreted by Rutherford [2] in 1911, which displayed the
emptiness of an atom with a point-like but dense core, the interest for a deeper understand-
ing of the nuclei structure rose. As α-sources just have energies of a few mega electron volts
(MeV), the probing resolution is a few picometers (according to the De Broglie wavelength
λ = h̄/p with the reduced Planck constant h̄). With additional scattering experiments, the
understanding of the inner structure of the atom increased as well as the understanding of
the involved forces. The electromagnetic scattering can be easily calculated using the theory
of quantum electrodynamic (QED). With improving techniques and engineering, radioactive
particle emitters were replaced by much more powerful accelerators for charged particles.
Different types of accelerators (e. g. cyclotrons, synchrotrons and linear accelerators) were
used to investigate the components, the constituents and the structure of everyday matter
with the goal of a deeper understanding of the fundamental interactions.
The substructure of the nucleon was discovered in 1969 at SLAC [3] by scattering high en-
ergy electrons on nucleons. In this process, the electron interacts with the substructure with
an exchange of a virtual photon γ˚. Theories about the substructure of hadrons were devel-
oped in 1964 by Gell-Mann [4] (“quarks”) and Zweig [5] (“aces”), describing the nucleon
as system made up by three point-like constituents. Confronted with the experimental re-
sults from SLAC, Feynman [6] developed the parton model, but it became clear partons and
quarks were identical, leading to the quark-parton model. Charged partons are identified as
quarks and are fermions with a spin 1

2 h̄. In the QPM, the nucleon is composed of three valence
quarks, which hold all quantum numbers of the nucleon. In addition, the nucleon contains
quark anti-quark pairs (sea quarks). Six different types of quarks (with the corresponding anti-
quarks) were discovered. The six so-called quark flavours q are down (d), up (u), strange (s),
charm (c), bottom (b) and top (t), and carry an electric charge Q of either ˘1/3 or ˘2/3. The
everyday matter, such as protons and neutrons, only have up and down quarks as valence
quarks. The proton consists of uud and the neutron of udd. Meanwhile the quantum chro-
modynamics was developed, describing the interaction between the quarks with electrically
neutral partons, the so-called gluons. The gluons are the gauge bosons of the strong force
and were discovered by the TASSO experiment [7] in 3-jet events. Hadrons are classified as
baryons with three quarks (qqq) and mesons with a quark anti-quark state (qq), although
there are hints for more exotic hadronic states (glueballs and hadronic molecules). Table 1
summarises the properties of partons [8].

Partons d u s c b t g

electric charge ´1
3 + 2

3 ´1
3 + 2

3 ´1
3 + 2

3 0

Spin 1
2

1
2

1
2

1
2

1
2

1
2 1

Color charge c c c c c c cc

Mass (MeV/c2) 4.8 +0.5
-0.3 2.3+0.7

-0.5 95+5
+5 1275+25

-25 4180+30
-30 173070+52

-72 0

Table 1: Summary of the quark and gluon properties.
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2 introduction

The intrinsic momentum structure and the quark dynamics inside the nucleon are investi-
gated using deep inelastic scattering (DIS) of leptons on nucleons. A quark is struck and ejected
out of the nucleon. By measuring the final-state scattered lepton, the unpolarised structure
function F1(x, Q2) and F2(x, Q2) are extracted, interpreted in the parton distribution func-
tion (PDF) q(x). The PDFs describe the number density of finding a quark with the flavour
q and the momentum fraction x inside the nucleon. With the access to polarised beams and
polarised targets, the longitudinal spin structure ∆q(x) of the nucleons can be investigated.
Polarised parton distribution functions denote the difference of the probability to find quarks
with the flavour q with opposite spins and are extracted from the measured helicity spin dis-
tribution g1(x). The first polarised measurement of the nucleon structure were performed at
SLAC.

In QCD, strong interacting particles are allocate colour charge c (r, g, b and anti-colours).
A quark carries an electric charge and a colour charge c and a gluon carries colour and
anti-colour at the same time. Only colourless1 particles seem to be observable in nature (con-
finement), while within a hadron, quarks move freely. When the distance of a struck quark
to the target remnant increases, quark anti-quark pairs are created by the colour field. In
the very end, all quarks recombine to hadrons. Several models for the hadronisation pro-
cess were formulated to explain the experimental observations. To study hadronisation, any
high energy process that produces hadrons can be used. The focus of this thesis lays on the
semi-inclusive deep inelastic scattering, where a scattered lepton and at least one hadron
are detected in the final state. For identified hadrons, the hadronisation is described using
the quark-to-hadron fragmentation function (FF) Dh

q (z, Q2). It denotes the probability that a
quark with a relative hadron momentum z with the flavour q hadronises into a hadron h.
The FFs also depend on the four-momentum transfer Q2 of the scattered lepton. Similar to
the PDF, the FFs are universal quantities, but while the PDFs are well determined (with high
precision), the FFs are still not well measured.

An excellent facility to study the structure of the nucleon and the hadronisation process
is the COMPASS spectrometer. This two-staged fixed-target experiment is located at the M2
beam line of the Super Proton Synchrotron at CERN. With its unique high energetic po-
larised muon beam, the large acceptance and good particle identification, it is well-suited
to efficiently measure semi-inclusive deep inelastic scattering using events with identified
hadrons. The COMPASS I phase (between 2002 and 2011) was dedicated to the investiga-
tion of the spin structure of the nucleon using the polarised muon beam and a polarised
proton target (NH3) or a polarised deuteron target (6LiD). The main physics interest of the
COMPASS II phase (started in 2012) is the measurement of deep virtual Compton scattering
(DVCS) for which the muon beam impinges on an unpolarised liquid hydrogen target. In
parallel, semi-inclusive deep inelastic scattering is measured to extract charged hadron mul-
tiplicities on protons.

The thesis is organised as follows: the theoretical background is summarised in Chapter
2 with the main focus laying on the semi-inclusive deep inelastic scattering process and the
interpretation in the quark-parton model. Furthermore, the production of hadrons from a sin-
gle quark is discussed and the fragmentation functions are introduced. The DIS measurement
with a polarised muon beam on a fixed-target performed with the COMPASS spectrometer
is presented in Chapter 3. Here, details and principles of major detectors are described. The
muon trigger system is mandatory for the data taking at COMPASS and is introduced in
Chapter 4. The trigger principles and the existing trigger detectors are discussed. In Chap-

1 a colourless objet is obtained by the combination of colour and anti-colour, or the combination of all three colours
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ter 5, the new trigger hodoscopes for large scattering angle are introduced and described
in details. The analysis part of this thesis starts in Chapter 6, where the efficiencies of the
muon trigger are calculated. The COMPASS luminosity is determined for the 2006 and 2009
data taking period using two different methods. The main analysis, the determination of the
charged hadron multiplicities of the 2006 run, is divided into two parts: in Chapter 7, the
data set is introduced and the raw multiplicities with event-by-event corrections determined.
In Chapter 8, further corrections for the multiplicities are shown, mostly coming from Monte
Carlo simulations. With all corrections applied, the final results on charged hadron multi-
plicities are shown and discussed in Chapter 9. The experimental results on multiplicities
are used to determine the fragmentation functions in leading-order in Chapter 10. The thesis
concludes with a summary of the results. In the Appendix, additional information (including
supporting figures and technical drawings) is provided. The numerical values of the charged
pion multiplicities are displayed in a Table.





2
T H E O R E T I C A L F R A M E W O R K

This chapter describes the underlying theory of the physics processes investigated in this
thesis. First, the inclusive deep inelastic scattering process is introduced and the experimental
results are interpreted within the quark-parton model. The scattering process is extended
towards semi-inclusive deep inelastic scattering, where hadronisation processes come into
play. The hadronisation process is described by fragmentation functions.

2.1 structure of the nucleon

Inelastic scattering processes with virtual photons1 are used to probe the structure of the
nucleon. In first order of Quantum Electro Dynamics (QED), the process is described by an
exchange of a single virtual photon, which is delivered by a lepton ` scattering off the nucleon
N. The final state has a scattered lepton `1 and a hadronic state X. Figure 1 illustrates deep
inelastic scattering process of `(k) + N(P) Ñ `1(k1) + X(pX) in the fixed target frame with
the corresponding four-momentum vectors k, k1, P and q. When only the scattered lepton is
measured, the process is called inclusive. At the COMPASS experiment, the lepton is replaced
by a muon hitting a fixed target nucleon, which is the laboratory frame where the momentum
of the target nucleon P is zero.

μ (k) μ' (k')

γ (q)*

N(P) 

X(Px) 

Figure 1: Kinematic of an inelastic scattering. A muon scatters off a nucleon, the final state contains a
scattered lepton µ1 and a hadronic state X. An one-photon exchange is assumed.

2.1.1 Kinematics of Deep-Inelastic Scattering

The DIS process is described by two independent kinematic variables. The kinematics of the
inelastic scattering process are discussed according to Figure 1. The muon beam is repre-
sented by µ with the four-vector k = (E, k). The scattered muon is shown as µ1 with the

1 Z-bosons take also part in the reaction but are suppressed
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6 theoretical framework

4-momentum k1 = (E1, k’) with an azimuthal scattering angle θ, the resting target nucleon N
with the 4-momentum P = (MN , 0) and the final hadronic state X with the total invariant
mass W. The polar scattering angle φ has an isotropic distribution. The spin of the muon pro-
jectile is s, for the scattered muon s1 and the spin of the target nucleon is S. The muon mass
is mµ. The bold variables represent the three-momentum vectors. The process is done by the
exchange of a virtual photon γ. The four-vector of the photon q2 is negative and therefore
space-like. Additional kinematic variables are used to characterise the deep inelastic scat-
tering. The most important inclusive variables are summarised below. The virtual photon,
which is exchanged between the lepton and the nucleon, has the 4-momentum q = k ´ k1.
Commonly, the negative squared transfer

Q2 = ´q2 = ´2m2c2
(

EE1

c2 ´ |k||k’| cos θ

)
|k’|!mc
» ´2m2c2 +

4EE1

c2 sin2 θ

2
(1)

is used. It is the virtuality of the photon and represents the scale of the interaction and the
resolution of the probe. The Bjorken scaling variable x is interpreted as the elasticity of the
scattering by

x =
Q2

2P ¨ q
. (2)

The energy loss of the muon or energy transfer in the laboratory system from the lepton to
the nucleon is given by

ν =
P ¨ q
MN

= E´ E1. (3)

Here, E denotes the energy of the incoming muon and E1 the energy of the scattered muon.
Commonly, the dimensionless Lorentz-invariant energy fraction y is used.

y =
P ¨ q
P ¨ k

fixed t.
ùùùñ

E´ E1

E
(4)

The invariant mass of the hadronic final state is given by:

P2
X = (P + q)2 ” W2. (5)

The invariant mass W is about 18 GeV/c2 for the COMPASS kinematic.

W2 =M2
N p= x = 1 (elastic scattering)

W2 ąM2
N p= x ă 1 (inelastic scattering)

W2 ąM2
resonance p= x ă 1 (deep inelastic Scattering)

The lepton-nucleon scattering is called elastic when the invariant mass W is as large as the
mass of the struck nucleon. With a W larger than 1 GeV/c2, the process is called inelastic.
With even larger invariant masses, larger than M2

resonance ą 5 GeV2/c4, the scattering is called
deep inelastic (DIS). Figure 2 shows the differential cross section as a function W for different
Q2 measured at SLAC [9] for different beam energies E and for different four-momentum
transfers q2. Above W « MN , the structures at lower W are the nucleon resonances, which
are observable up to 2.5 GeV.

2.1.2 The DIS Cross Section

The differential cross-section of the inclusive DIS process can be written as a contraction of a
leptonic tensor Lµν and a hadronic tensor Wµν.

d2σ

dx dQ2 =
α2(h̄c)2

Q4
E1

E
¨ LµνWµν (6)
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Figure 2: Measured differential cross section as a function of the invariant mass W of electron-proton
scattering at SLAC.

Here, α = e2/4π is the fine structure constant. For point-like leptons, the leptonic tensor
Lµν can be calculated and solved with Quantum Electro Dynamics (QED) and it contains the
information about the emission of the virtual photon by the muon. Taking into account the
spin of the leptons, the leptonic tensor can be factorised into a spin independent symmetric
part S and a spin dependent asymmetric part A.

Lµν(k, s, k1) = L(S)
µν (k, k1) + iL(A)

µν (k, s, k1) (7)

The hadronic tensor cannot be easily calculated in quantum chromodynamics due to non-
perturbative effects in the strong interaction. But the general form of the hadronic current
has to depend on scalar functions (Wi and Gi) to satisfy the Lorentz invariance, the time
reversal, the parity and conservation of the electromagnetic current. The structure functions
W and G hold all the target dependent information in the inclusive scattering process and,
similar to the leptonic tensor, the hadronic tensor can be separated into a symmetric part S
and an asymmetric part A.

Wµν(k, s, k1) = W(S)
µν (P, q) + iW(A)

µν (P, S, q) (8)
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After several simplifications and exclusion of non-contributing parts, the spin independent
and spin dependent components of Wµν are

W(S)
µν = ´W1(

qµqν

Q2 ) +
1

M2 W2(pµ +
p ¨ q
Q2 qµ)(pν +

p ¨ q
Q2 qν) (9)

and

W(A)
µν =

i
M2 εµνλσqλ

[
sσ(G1 +

ν

M
G2)´

1
M

s ¨ qpσG2
]

. (10)

For the total inclusive cross section, it means that only symmetric or antisymmetric contrac-
tions of the leptonic and hadronic tensor contribute.

d2σ

dx dQ2 =
α2(h̄c)2

Q4
E1

E
¨

[
L(S)

µν (l, l1)Wµν(S)(P, q)´ L(A)
µν (k, s, k1)Wµν(A)(P, S, q)

]
(11)

2.1.3 Structure Functions

The first measurements of the inclusive cross section in the DIS region were performed at
the linear accelerator at Stanford (SLAC) with a 20 GeV/c electron beam [3]. For fixed values
of x and at W ą 2 GeV/c2, the cross section showed only a weak dependence on Q2. The
measured range was between 1 and 10 GeV2/c2. Figure 3 left shows the ratio of the measured
deep inelastic scattering cross section σ and the Mott cross section σMott as a function of Q2

for different W bins. A comparison to elastic scattering is also shown as a dashed line. The
weak dependence on Q2 in the higher W bin is interpreted by the quark-parton model.The
unpolarised structure function W1 and W2 and the polarised structure function G1 and G2

are changed to dimensionless structure functions F1, F2, g1 and g2.

MW1(ν, Q2) = F1(x, Q2)
exp.
Ñ F1(x)

νW2(ν, Q2) = F2(x, Q2)
exp.
Ñ F2(x)

+

unpolarised structure functions (12)

ν
M G1(ν, Q2) = g1(x, Q2)

exp.
Ñ g1(x)

ν2

M2 G2(ν, Q2) = g2(x, Q2)
exp.
Ñ 0

+

spin structure functions (12’)

When averaging over the beam and target polarisation and summing over the final spins, the
asymmetric part Wµν vanishes and only the structure functions F1(x, Q2) and F2(x, Q2) are
accessible. In order to measure the spin related properties of the nucleon, such as g1(x, Q2),
polarised lepton beams and a polarised nucleon target are needed. With Equation (11), (12)
and the contraction of the leptonic tensor with the hadronic one, the inclusive cross sections
can be written as:

d2σunpol

dx dQ2 =
4πα2

Q4x
[
(1´ y)F2(x, Q2) + xyF1(x, Q2)

]
(13)

for the unpolarised case and

d2σlong.pol

dx dQ2 =
4πα2

Q4x
[
(1´ y)g2(x, Q2) + xyg1(x, Q2)

]
(13’)

for the longitudinal polarised case. The transverse polarisation is not shown here. For a
longitudinal polarized target, g2 is suppressed; the cross-section is mostly sensitive to g1.



2.1 structure of the nucleon 9

Elastic scattering

Figure 3: Left: σDIS/σMott as a function of Q2 for different W bins. This ratio is proportional to the
structure function F2. Right: Callan-Cross relation. Both plots are taken from [10].

2.1.3.1 Quark-Parton Model

The weak Q2 dependence of the structure functions observed with early DIS cross section
measurement indicates that the lepton is scattered on a charged point-like object. But former
measurements of the proton form factor demonstrated that the proton is an extended object
with the size of about 1 fm. The SLAC measurement is therefore interpreted as an evidence
for point-like constituents as substructure of the proton. Assuming in addition that these
constituents have a spin 1/2, the Callan-Gross relation [11] is obtained between F1 and F2:

2xF1(x) = F2(x). (14)

This relative is verified experimentally in Figure 3 right and shows the ratio of the two
structure functions 2xF1/F2 as a function of x for different Q2 bins. The point-like constituents
of the nucleon are fermions. This is the basis of the parton model from Feynman. The nucleon
consists of almost massless point-like partons with spin 1/2. Prior to the measurements,
models of hadrons were already predicted by Bjorken, Gellmann and Zweig [5]. In these
quark models, the nucleon consists of a triplet of quarks (u,d,s) with additional quantum
numbers.
The combination of the two models leads to the quark-parton model (QPM) [12] [13]. In this
model, the nucleon consists of three valence quarks with the flavour u and d, which hold
all the quantum numbers. In addition, the nucleon contains quark anti-quark pairs of all
flavours known as sea quarks. The valence quarks of a proton are uud and of a neutron udd.
The properties of quarks and nucleons are briefly summarised in Table 2.

The QPM is formulated in the infinite momentum frame (Breit frame), where the target nu-
cleon moves with a momentum Pz Ñ 8. The partons are moving collinearly within the
nucleon and the transverse momenta and masses are neglected. Within the time scale of in-
teraction, the virtual photon interacts with one parton and the remaining partons are only
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u d c s t b p (uud) n (uud)

Charge z +2/3 -1/3 +2/3 -1/3 +2/3 -1/3 1 0

Spin s 1/2 1/2 1/2 1/2 1/2 1/2 1/2 1/2

Table 2: Summary of quark and nucleon properties.

μ μ'

q(ξ)
Q2

q'N
Figure 4: DIS in the QPM: the muon scatters off a single quark, the remaining quarks are only “spec-

tating” the process.

spectators. The lepton-nucleon scattering is viewed as a scattering of virtual photons off
free partons (Figure 4). The struck parton carries the momentum fraction ξ of the nucleon.
The cross section for lepton-nucleon interaction can be therefore written as the incoherent
sum of cross sections for virtual photon-quark scattering. This allows the factorisation of the
“hard” lepton-parton scattering, which can explicitly be calculated by QED, and the nucleon,
which cannot be calculated in perturbative QCD. The cross section of the DIS process at high
momentum transfer2 is then

d2σ

dxdQ29

ż 1

0
dξ

ÿ

i

qi(ξ)
dσ0(x/ξ, Q2)

dx dQ2 . (15)

The parton density functions qi(ξ) are the number density to find a parton of the type i
with the momentum fraction ξ in the nucleon. The cross section σ0 is the cross section of
the lepton-quark scattering. The sum runs over all quark and anti-quark flavours. With this
new approach and the fact that the momentum fraction ξ is identical to the Bjorken scaling
variable x (after the absorption of the virtual photon, the four-momentum of the quark is
(ξP + q)2 = 0 ñ ξ = ´q2/2P ¨ q = x), the structure functions F1 and F2 can be rewritten in
terms of parton density functions

F1(x) =
1
2

ÿ

q
e2

q(q(x) + q̄(x)),

F2(x) = x
1
2

ÿ

q
e2

q(q(x) + q̄(x)). (16)

Here, eq denotes the charge of the quark with the flavour q and q(x) (q̄(x)) the corresponding
quark (anti-quark) parton distribution. The PDFs q(x) are the number density for finding a

2 surprisingly, experiments showed that four-momentum transfers of Q2 ą 1 GeV2/c2 are sufficient for the infinite
momentum frame
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parton of flavour q with a momentum fraction x inside the nucleon. Only quark distributions
contribute to the structure functions (F1 and F2) as the gluons are electrically neutral. The
PDFs are universal (ii. e. process-independent) quantities. The quark distributions satisfy the
following sum rules for protons, which are interpreted as the net number of the quarks in
the simple quark model.

ż 1

0
[u(x)´ ū(x)] dx = 2

ż 1

0

[
d(x)´ d̄(x)

]
dx = 1

ż 1

0
[s(x)´ s̄(x)] dx = 0

(17)

In the proton there are two up-quarks and one down-quark. The strange quarks and all anti-
quarks only appear as sea-quarks. By exchanging the light flavours of the proton, the quark
content of the neutron is obtained (isospin symmetry). For the quark distribution, it follows:

up
v = dn

v dp
v = un

v (18)

The structure functions from DIS can be measured with neutrino beams. As they do not carry
any electric charge, the structure function Fν,N

2 is

Fν,N
2 = x

ÿ

i

(qi() + q̄i(x)). (19)

When integrating over x and comparing with the result of Fe,N
2 , the fraction of the momentum

of the nucleon, which are carried by the quarks q, is obtained. The structure function Fe,N
2 of

the nucleon N is the average of the measurements of the proton and the neutron.

ż 1

0
Fν,N

2 (x)dx «
18
5

ż 1

0
Fe,N

2 (x)dx « 0.5 (20)

The result shows that quarks only carry half of the nucleon momentum. The rest is carried
by neutral particles identified as gluons, the gauge bosons of the strong force.
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Figure 5: The proton structure function Fp
2 measured in electromagnetic scattering of electrons and

positrons on protons (collider experiments H1 and ZEUS for Q2 ď 2 GeV2/c2 ), in the kine-
matic domain of the HERA data, and for electrons (SLAC) and muons (BCDMS, E665, NMC)
on a fixed target. Statistical and systematic errors added in quadrature are shown. The data
are plotted as a function of Q2 in bins of fixed x . Some points have been slightly offset in
Q2 for clarity. The H1+ZEUS combined binning in x is used in this plot; all other data are
re-binned to the x values of these data. For the purpose of plotting, Fp

2 has been multiplied
by 2ix , where ix is the number of the x bin, ranging from ix = 1(x = 0.85) to ix = 24
(x = 0.00005). Taken from [8].
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Figure 6: The deuteron structure function Fd
2 measured in electromagnetic scattering of electrons

(SLAC) and muons (BCDMS, E665, NMC) on a fixed target, shown as a function of Q2

for bins of fixed x. Statistical and systematic errors added in quadrature are shown. For
the purpose of plotting, Fd

2 has been multiplied by 2ix , where ix is the number of the x bin,
ranging from 1(x = 0.85) to 29 (x = 0.0009). Taken from [8].
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q(x') q(x')

g(x') g(x')
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q(x)

Pqq Pqg
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Figure 7: Left: The splitting function Pab of a parton a into a parton b. Right: Illustration of the Q2

evolution of the parton density functions. With larger Q2, more structures can be resolved.
The circle represents the resolution probed by the photon.

2.1.3.2 The QCD-Improved QPM

Meanwhile, the proton structure function Fp
2 (x, Q2) and the deuterium structure function

Fd
2 (x, Q2) were measured over a large kinematic range by several experiments. The results

are shown in Figures 5 and 6 as a function of x and Q2. The measurements include lepton-
nucleon scattering on a fixed target as well as lepton-hadron collisions from collider exper-
iments. Only in the x = 0.2 region, where SLAC measured, the structure functions Fp

2 and
Fd

2 are independent of Q2. Outside this intermediate x range, the structure functions do have
a Q2 dependence. The QPM has to be improved by taking into account gluons and QCD
effects.
Quantum chromodynamics is a non-Abelian gauge theory that describes the interaction of
quarks by the colour field transmitted by gluons. The charge in the strong interaction is the
colour charge. There are three colour charges (r, g, b) and corresponding anti-colour (r, g,
b). Quarks carry one of the colour charge c, while gluons carry simultaneously one colour
and one anti-colour. Gluons do not carry electric charge. Mathematically, the possible colour
charge combinations of the gluon are described by a SU(3) symmetry with three colours and
three anti-colours (3b 3 = 8‘ 1). This results in an anti-symmetric octet and in a symmetric
singlet. The singlet is colourless and does not couple with quarks. By carrying colour charge,
gluons interact not only with quarks, but also among themselves. The consequence is that
the coupling constant αs strongly depends on the energy scale of the interaction. One can
distinguish two regimes:
Asymptotic freedom: at high momentum transfer (in other words, short distance), the strong
coupling αs decreases. Quarks behave as free particles as assumed in the QPM. In this “hard”
region, a perturbative expansion can be used for the calculation of e. g. cross sections.
Confinement: at low energy (long distance), the phenomena are called “soft” and αs becomes
very large. Particles that carry colour charge cannot be observed as free particles. Coloured
particles such as quarks and gluons only appear in hadrons (or other bound states). Processes
that involve low energy scales of the interaction cannot be calculated with perturbation the-
ory. The property of confinement is currently the best conjecture.
In the naive QPM, the strong coupling αs is zero. Quarks inside a nucleon behave as a
collinear laminar parton beam. The quark-parton model has to be improved to take into
account the interaction between the quarks and the gluons. This can be done at a finite
Q2 ąą M2. At this scale, the strong coupling αs is non-zero, but still small enough to apply
perturbative quantum chromodynamics.
For small values of αs, as in QED, a factorisation Ansatz is applicable: σ „

ş

q(x)σ0 in QCD.
Introducing a factorisation scale µF, the long and short distances of the interaction can be
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Figure 8: Parton distribution function for u, uv, d, dv, s, g, ū and d̄ in the reference scale of Q2 =
3 GeV2/c2 (left) and Q2 = 100 GeV2/c2 (right).

separated. Experimentally, the four-momentum transfer Q2 is commonly used for the scale
µF. The QCD interaction between gluons and quarks and the gluon-gluon coupling are de-
scribed by the splitting functions Pii1 [14]. A quark may emit a gluon in the initial state, a
gluon can convert into a quark anti-quark pair and gluons can couple among themselves.
The splitting functions are extracted from a power series in αs from theoretical calculation,
considering the various parton interactions. In leading order (LO), only one order of αs is
considered (O(αs)) and the processes are shown in Figure 7. In next-to-leading order (NLO),
the expansion is pursued to Oα2

s . Here, additional interaction possibilities are considered, for
instance a gluon vertex correction.
Taking into account the qg interaction, the Q2 dependence of the structure functions is ex-
plainable with the right side of Figure 7. A virtual photon probes a quark with the momen-
tum fraction x at a fixed Q2

0 and a quark distribution q(x, Q2
0) is measured. With higher

resolution (Q2
1 ą Q2

0), radiative effects such as gluon radiation can be resolved and change
the measured momentum fraction x. The measured quark momentum would be x´ xg, if an
emitted gluon with xg was resolved. With increasing Q2, the photon resolves more structures.
The interpretation is that each quark is surrounded by a cloud of gluons and further quarks.
This Q2 behaviour is described with

d
d lnµF

qi(x1, µF) =
ÿ

i

ż 1

x1

dx
x

Pii1(x1/x, αs(µF))q1i(x, µF) (21)

and is known as the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi equation [15] (short: DGLAP
equation). It contains the splitting function Pi,i1(x/ξ) that gives the probability that a parton
of type i (with momentum fraction x1) is the parent of the parton i1 with the momentum
fraction x. The interpretation of the DGLAP evolution is that, with higher resolution of the
probing photon, a larger number of quarks can be resolved. The fraction of quarks with high
x therefore decreases, while the number with low x increases, as can be seen in Figures 5 and
6.
With the combination of experimental data (ep, en, νp and ν̄p), the parton distribution func-

tions can be computed. Figure 8 shows x times the PDFs of u, uv, d, dv, s, g, ū and d̄ for a
proton. The u and d distributions contain the valence and the sea quarks: u = uv + us and d
= dv + ds. The NLO parametrisation from MSTW08 [16] is used at Q2 = 3 GeV2/c2, which
represent the mean Q2 of the COMPASS experiment, and for comparison at a higher Q2

(100 GeV2/c2). The valence quarks have an expected maximum at x „ 0.3, considering that
the proton consists of three valence quarks. With smaller x, the valence quark distribution
depletes and the contributions from the sea increases. At very low x, all sea quark distribu-
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tions (u, d, ū and d̄) contribute similarly. The strange quarks, which are not part of the valence
quarks, also rise with decreasing x. The gluon distribution is zero at large x but swiftly rises
and exceeds all other distributions at low x. At Q2 = 100 GeV2/c2, the overall structure of
the parton distribution functions looks similar to the one at 3 GeV2/c2, but the contributions
are stronger due to the higher probing resolution. The unpolarised PDFs are determined by
a QCD global analysis using a fit of different sets of data covering large kinematic domains
and provided by different experiments.

2.1.4 Polarised DIS and polarised PDFs

With the access to longitudinal polarised lepton beams and longitudinal polarised targets,
the spin structure of the nucleon can be investigated by measuring the inclusive cross section
asymmetries between the two polarisation directions of the target. The scattering muon is
used as a virtual photon source and two photon-nucleon cross sections σ1/2 (σ3/2) are mea-
sured. Here, σ1/2 (σ3/2) denotes the cross section of a polarised quark in the target nucleon
and the beam polarised in the same (opposite) direction. The spin orientation of the quarks is
described by the quark helicity distribution: it denotes the probability to find a quark with a
spin parallel (anti-parallel) to the nucleon spin. Within the QPM, leading-order and assuming
a one-photon exchange, the photon-nucleon asymmetry is given by

A1 =
σDIS

1/2 ´ σDIS
3/2

σDIS
1/2 + σDIS

3/2
=

g1(x, Q2)

F1(x, Q2)
LO
=

ř

q e2
q∆q(x, Q2))

ř

q e2
qq(x, Q2)

. (22)

Here, the unpolarised PDFs q(x, Q2) are the sum of both quark helicities, while the difference
of the quark helicity is the polarised parton distribution functions ∆q(x). Instead of measur-
ing the absolute cross section σDIS, the number of scattered muons on polarised nucleons
can be counted, assuming that the muon flux on two opposite polarised target cells cancels
out. With the measured asymmetry A1(x, Q2) and the structure function F1(x, Q2), the spin
structure function g1(x, Q2) is obtained.
With a perturbative QCD fit using the DGLAP equations for the Q2 dependence and g1(x, Q2)

as input, the polarised PDFs are extracted. But in this inclusive measurement, only the sum
of each flavour and anti-flavour ∆Q = ∆q + ∆q is determined. The total spin contribution of
the quarks to the nucleon ∆Σ is the sum of all ∆Q [17] [18]. The nucleons are fermions with
a spin 1/2, which can be decomposed into the quark contribution ∆Σ, the spin contribution
of the gluons ∆G [19] and additional orbital momenta L:

1
2
=

1
2

∆Σ + ∆G + L. (23)

The quark contribution to the total spin of the nucleon was measured by EMC [20] and was
found to be about 30 % (spin crisis).
The separation of flavour and anti-flavour is only partly possible. In the valence quark re-
gion (with x around 0.3), the separation of u and d is possible. In the naive quark-parton
model, ignoring any contribution from strange quarks and combining the measurements of
g1 on proton and deuteron, the quark and anti-quark polarizations ∆u/u and ∆d/d can be
extracted in the valence quark region of large x [21]. But the polarised parton distribution ∆s
and ∆s cannot be separated. More information is needed, for instance the measurement of
an additional hadron in semi-inclusive deep inelastic scattering. By identifying the hadron
type, conclusions can be drawn about the flavour of the struck quark. But the transition of the
struck quark into the measured final-state hadron is complicated and needs to be understood
by investigating the hadronisation process.
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Figure 9: Kinematic of semi-inclusive deep inelastic scattering. Similar to the inclusive case, a lepton
scatters off a nucleon. In addition to the scattered lepton, at least one hadron is measured in
the final state. A one-photon exchange is assumed.

2.1.5 Semi-Inclusive Deep Inelastic Scattering

In SIDIS, at least one hadron is detected in coincidence with a scattered muon. In Figure 9,
the process is shown. When a quark is struck by a high-energy photon, it is propelled out of
the bound nucleon compound and eventually a hadron shower is produced.

l + N Ñ l1 + h + X (24)

The process and model describing this hadronisation are described in Section 2.2. The hadro-
nisation from the struck parton is called current fragmentation, while the hadron shower from
the residual nucleon is called target fragmentation. The same kinematic variables as in the in-
clusive case are used, but additional measures are needed. Besides the transverse momentum
of the hadron pT with respect to the direction of the virtual photon and the azimuthal angle
of the hadron θh, the fractional energy carried by the final-state hadron z is determined

z =
P ¨ Ph

P ¨ p
lab.
=

Eh

ν
. (25)

Alternatively, the Feynman scaling variable XF [12]

xF «
Pz(h)

Pz(beam)

ˇ

ˇ

ˇ

ˇ

CMS
(26)

can be used. Here, Pz(h) (Pz(beam)) is the Z component of the hadron (beam) momentum in
the center of mass system. Both z and xF are used to distinguish hadrons coming from the
current fragmentation and the target fragmentation

xF ą 0 Ñ z ą 0.1 current quark hadronisation,

xF ă 0 Ñ z ă 0.1 target hadroniation.
(27)

The hadronisation cannot be calculated by perturbation theory, as the distance scale of this
process is too large. In the collinear case, this process is quantified by the parton-to-hadron
fragmentation function Dh

i (x, z, Q2). The fragmentation function (FF) describes the probabil-
ity of a hadron h to be produced from the struck parton of the type i. The properties of the
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FF are further discussed in Section 2.1.5.1. The SIDIS cross section of process is described by
the combination of PDFs and FF.

dσh

dxdydz
=

2πα2

Q2

[
1 + (1´ y)2

y
2Fh

1 (x, z, Q2) +
2(1´ y)

y
Fh

L(x, z, Q2)

]
(28)

In leading order, the structure functions Fh
1 and Fh

L are given by:

2Fh
1 (x, z, Q2) =

ÿ

q
e2

q fq(x, Q2)Dh
q (z, Q2)

Fh
L(x, z, Q2) = 0

(29)

At NLO, further emission of gluons are taken into account. The structure functions are given
by

2Fh
1 (x, z, Q2) =

ÿ

q
e2

q

(
fq(x, Q2)Dh

q (z, Q2)

+
αs(Q2)

2π

[
qb C1

qq bDh
q

+qb C1
gq bDh

g + gb C1
qg bDh

q

]
(x, z, Q2)

)
,

Fh
L(x, z, Q2) =

αs(Q2)

2π

ÿ

q
e2

q

[
qb CL

qq bDh
q

+qb CL
gq bDh

g + qb CL
qg bDh

q

]
(x, z, Q2),

(30)

where b is the standard convolution and C1,L
ii1 are the NLO coefficient functions in the MS

scheme.

2.1.5.1 Fragmentation Functions

The fragmentation functions are the final-state analogue of the initial state parton distribution
functions. While the PDFs q(x) denote the number density in a given momentum range
x to find a quark with the flavour q inside a hadron h, the fragmentation function Dh

q (z)
represents the probability that a quark q changes into a hadron h carrying a fraction z of the
quark momentum. But with certainty, a quark hadronises into a hadron. The FFs are process-
independent, meaning that the origin of a quark or gluon that hadronises is not important
for the fragmentation. The FFs from pp collision, e+e´ annihilation or the ejection of a quark
by DIS are the same. The universality of the FFs, predicted by the factorisation theorem, is
experimentally tested by comparing the hadron production in e+e´ collisions and from deep
inelastic scattering. The FFs are constrained by conservations law of momentum and charge:

ÿ

h

ż 1

0
dz zDh

q (z, Q2) = 1 (31)

ÿ

h

ż 1

0
dz ehDh

q (z, Q2) = eq (32)

The momentum in terms of the fractional hadron energy sums up to one if all hadrons are
considered. The charge is conserved where eh(eq) is the charge of a hadron h (parton q). In
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both cases, it is summed over all hadrons h and integrated of the hadron energy z. The sum
of the fragmentation function for quarks and anti-quarks has to fulfil

ÿ

h

ż 1

zmin

[Dh
q (z) + Dh

q̄ (z)]dz = nh, (33)

where zmin is the minimum energy required to produce a hadron and nh is the multiplicity
of hadron h.
In total, there are 12 fragmentation functions when considering the hadronisation to pions.
Note that here in this thesis only light quarks (u, d and s) are discussed. In the COMPASS
kinematic range, quarks with higher mass do not play a role. To simplify and reduce this
number, isospin and charge conjugation invariance are used. Charge conjugation leads to

Dh+
q = Dh´

q̄ . (34)

Applying the isospin symmetry, the probability of an u quark fragmenting into a positive
pion is the same as the one of an ū into a negative pion:

Dπ+

u = Dπ´

d . (35)

Using both symmetries, the pion fragmentation function can be reduced to a set of two func-
tions, namely a favoured Dfav and an unfavoured fragmentation function Dunf. A fragmentation
function is "favoured" when the final-state hadron contains the initial quark. It is expected
that the favoured fragmentation is larger than the unfavoured one.
Due to the different mass, the strange quarks have their own fragmentation function. In the
case of pions, it is often assumed that Dπ

str = Dπ
unf. For the kaons, on the other hand, there are

three fragmentation functions, when taking into account isospin symmetry and disregarding
the gluon fragmentation functions.

2.1.6 Polarised PDFs from SIDIS

In semi-inclusive deep inelastic scattering, where an additional final-state hadron is mea-
sured, the hadron double spin asymmetry Ah

1 can be determined. Similar to Section 2.1.4, the
number of scattered muons on polarised nucleons is counted and weighted by the number
of identified hadrons:

Ah
1,p =

σSIDIS
1/2 ´ σSIDIS

3/2

σSIDIS
1/2 + σSIDIS

3/2

LO
=

4(Dh
u∆u + Dh

ū∆ū) + (Dh
d∆d + Dh

d̄∆d̄) + 2(Dh
s̄ + Dh

s )∆s

4(Dh
uu + Dh

ūū) + (Dh
dd + Dh

d̄d̄) + (Dh
s s + Dh

s̄ s̄)
(36)

Equation 36 is the asymmetry for a proton target. With a good knowledge on the fragmen-
tation functions, the polarised parton distribution function can be disentangled using the re-
sults of the hadron asymmetry Ah

1 for proton and deuteron3. The result of flavour-separated
momentum distribution x∆q(x) for q = u, u, d, u and S = (s+s) is shown in Figure 10 (left)
with statistical and systematic uncertainties [22]. The PDF for the u-quark is positive, while
the one for the d-quark is negative. The sea-quark distributions are compatible with zero.
The uncertainties (statistical and systematics) of strange polarised parton distribution are
large and the uncertainty coming from the FFs is not included in the Figure. The difficulty to
precisely disentangle the strange PDFs ∆s(x) is illustrated in Figure 10 (right). It shows the
x-integrated PDF

ş

∆S(x)dx with the projections for statistical and systematic uncertainties
for different parametrisation of the fragmentation functions [23]. The difference between the

3 for deuteron Equation 36 is very similar, only different coefficients are used resulting from the different quark
content.
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Figure 10: Left: Flavour-separated PDF ∆q as a function of x for u, u, d, u and S=(s+u). Right: The
integrated strange PDFs

ş

∆q(x)dx as a function of RSF, the ratio of the strange and favoured
FF for different parametrisations.

parametrisations (KRETZER [24], EMC [25] and DSS [26]) is given by RSF, the ratio of strange
to favoured fragmentation (

ş

DK+

s dx/
ş

DK+

u dx). It also shows the value of
ş

∆S(x)dx coming
from the estimate in the inclusive measurement. This emphasises the importance of a precise
determination of fragmentation functions, specially the strange one, for flavour-separated
polarised PDFs. A sample of fragmentation function parametrisation is discussed in more
details in Section 10.3.

2.2 hadronisation

The hadronisation process from a parton into a hadron is a fundamental and universal mech-
anism, which describes the transition from a coloured parton (gluon or quark) into a colour-
less hadronic object such as a meson or a hadron. The hadronisation process itself cannot
be observed and calculated with perturbation theory. The hadronisation is quantified by the
parton-to-hadron fragmentation function Dh

i (z).
During the last decades, several different models were created to highlight and simulate the
hadronisation process. The Field-Feynman fragmentation describes the hadronisation of an ini-
tial quark with the creation of quark anti-quark pairs from vacuum fluctuations. The produc-
tion of the final-state hadrons is classified in ranks and each rank hadronises independently.
Two other models, which take into account the colour field between the intermediate quarks,
were developed: the Lund-String-Model and the Cluster Model. All three models are based
on experimental results and theoretical approaches. These models are used in Monte Carlo
generators. The Field-Feynman model is used in ISAJET [27], the Lund model in JETSET [28]
and the Cluster model in the HERWIG [29] event generators. Next, the Field-Feynman model
and the Lund-String model are described.

2.2.1 Field-Feynman Hadronisation Model

In the independent hadronisation from Field and Feynman, each parton hadronises indepen-
dently without influence from other quarks, e. g. the struck quark and the target remnant in
DIS. It was proposed in [30] by Feynman “to provide a model useful in the design of exper-
iments in which quark jets may be observed, and further to provide a standard to facilitate
the comparison of lepton-generated jets with the high-PL jets found in hadron collisions”.
The quark jets are generated on the basis of a recursive principle. An initial quark of the type
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Figure 11: Left: Hierarchy of the produced final mesons. Right: Fieldman-Feynman fragmentation
function from Equation (41). The free parameter a is set to 0.77.

a combines with a quark b from a quark anti-quark pair from vacuum fluctuation created by
the colour field of the initial quark a. The new meson ab has the energy fraction z from the
original quark while the quark b is left with the energy 1´ z. The ab meson is named first
rank meson and may be observed directly or after its decay. The remaining quark b hadro-
nises in a chain fragmentation similar to the initial quark. Figure 11 shows the hierarchy of
the final mesons. In each break-up, the flavour of qq pair is chosen randomly along with the
ratio whether the produced meson is a vector or a pseudo-scalar meson. The complete struc-
ture of the quark jet is determined by an unknown function f (η) and three parameters that
describe the flavour, the primary meson spin and the transverse momentum. f (η)dη is the
probability that the first hierarchy (rank-1) primary meson leaves a fraction of momentum
η to the remaining cascade. The hadronisation cascade stops when the full energy has been
split and the remaining energy falls below the production threshold for a new quark pair. For
a single particle, the function F(z) is introduced, which is the probability to find any primary
meson (independent of the hierarchy) with the fractional energy z. The function F(z)dz is
solved by the following recursive form:

F(z)dz = f (1´ z)dz +
ż 1

z
f (η)dη F(z/η)dz/η (37)

with
- f (1´ z), the probability that the primary meson of the first rank has a fractional momentum
z in dz,
- f (η), the probability that the primary meson has left a momentum fraction η and
-F(z/η)dz/η, the probability to find a hadron in the remaining cascade z in dz.
Equation 37 is analysed by a Fourier transformation and solved by the simple Equation

f (z) = 1´ a + 3a(1´ z)2. (38)

The function f (z) fits well to existing data when the parameter a is chosen between 0.77 and
0.88 [30]. Figure 11 right shows the fragmentation function f (z).
Up to now, only longitudinal momenta have been discussed, but in real life the transverse
momenta pt have also to be taken into account. Usually, a Gaussian distribution with a mean
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Figure 12: Left: Flux tubes created by the strong force field between a qq̄ pair. Right: Hadronisation
in the space-time frame.

value of 350 MeV/c2 is assumed. The size of the transverse momentum is directly correlated
to the final size of the hadron.

2.2.2 String Hadronisation Model

In contrast to the “independent” hadronisation model from Field and Feynman, the Lund-
String Model [31] [32] considers the colour field between the partons, which is the force
behind the hadronisation. The simplest system to study the longitudinal structure of frag-
mentation is the hadronic final state in electron-positron annihilation (e+e´ Ñ qq̄). Based on
the production of a qq pair back-to-back moving apart, flux tubes are created. The potential
energy rises with the distance with Vpot „ χ ¨ r with χ „ 1 GeV/fm. The potential energy is
reduced when new q’q1 pairs are produced and combined with the already existing quarks
to q’q and qq1 mesons. The system breaks into smaller and smaller pieces. The breaking con-
tinues until the system has not enough energy left to create new quark pairs. The produced
particles are aligned with the qq and acquire additional transverse momentum up to 400 MeV.
Figure 12 shows an example for the potential energy illustrated as the length of the flux tubes
as a function of time. The flavour of the primary mesons are strictly ordered in rank but only
in the mean of rapidity. In the space-time picture (Figure 12 right), massless quarks move
along light-cones. The force field between the quark pairs are indicated with red lines. The
qq pairs are produced in a single space-time point and are pulled apart by the field. The
time ordering depends on the Lorentz frame, slow mesons are produced firstly in a so-called
inside-out cascade. In the CM frame, the quark and anti-quark will oscillate back and forth
(Yo-Yo-mode). The calculations are done in light-cone variables and go beyond the scope of
this thesis. To obtain the fragmentation function, the energy and momentum distribution of
the various ranks of the hadronisation have to be considered and three models emerge.
The simple Lund model describes the hadronisation as a function of the hadron energy
z without taking into account transverse momenta, quark flavour, baryon production and
further correction. Assuming that the density of excited qq states is constant and that all
kinematically allowed states are equally populated in the decay of a qq system into mesons
and a remainder system, the probability for breaking at a certain point is given by ("simple
Lund" model):

f (z) = dP/dz = 1 (39)

Taking collinear gluons and finite field length into account, the so-called "standard" Lund
with a free parameter c is obtained.

f (z) = dP/dz = (1 + c)(1´ z)c. (40)
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Figure 13: Classically (a), the quark pairs are produced in one point. In quantum mechanics (b), the
quark pair is produced at a certain distance due to tunnelling effects. This results in trans-
verse momentum of the produced hadron.

Comparing with, various experimental measurements, the parameter c is between 0.3 and
0.5. The break-up flavour of the qq pairs are chosen randomly from the ratio uū : dd̄ : ss̄ = 1
: 1 : 0.3. The ratio of the production of vector to pseudo-scalar mesons is V : PS = 1 : 1.
In the case that the force field has no excited transverse degrees of freedom, the transverse
momentum pt is locally conserved. Classically, this leads to non-existing transverse contribu-
tion to the momentum. The qq pair is produced in one point and pulled apart by the field.
In quantum mechanics, the pair is produced at a certain distance d from each other and the
field energy in between is transformed into transverse momenta pt. This effect is illustrated
in Figure 13. The probability to tunnel out the classical production is given by P „ e´

1
χ (m

2+p2
t )

with the quark mass m. The consequences are that heavy quarks are highly suppressed (u :
d : s : c = 1 : 1 : 0.3 : 10´11) and that the pt spectrum has a Gaussian distribution with a width
of 0.3 - 0.4 GeV/c. The model can be refined further by taking into account the production of
baryons. The latter is described by creation of diquark anti-diquark pairs. Furthermore, the
fragmentation functions are dependent on the mass of the produced particles: heavier parti-
cles have harder fragmentation functions. There are indications of a “left-right” symmetry in
the fragmentation of a jet system.
There is a two-parameter solution:

f (z) =
dP
dz

=
(1´ z)α

z
¨ e´βm2

t /z "symmetric Lund", (41)

where m2
t = m2 + p2

t and m is the mass of the hadron. Equation 41 introduces a cut-off at low
z for heavy particles. The parameters α and β are extracted experimentally from e+e´ data
and it is assumed to be the same for DIS data.
With this model (symmetric Lund), it is possible to study single particles but also correlations
and structures of events. The Lund-String hadronisation is used in the JETSET and PYTHIA
[33] generator. Figure 14 shows a comparison of the different fragmentation functions as a
function of z for the Field-Feynman model, the simple Lund, the standard Lund and the
mass-dependent symmetric Lund. For the latter one, α and β are chosen to be 0.5 and a kaon
is assumed for the mass. In the middle range of z « 0.5, all fragmentation functions have a
similar value. The largest differences are seen in the low z region.
Experimentally, some JETSET parameters have to be tuned for each experiment. In the case
of the MC data at COMPASS , the size of the transverse momentum distribution pt (PARJ(21)
in the JETSET code) was changed to 0.36 GeV/c for a better comparability between real data
and Monte Carlo data. To take higher order QCD effects into account, the parton shower
approach is used. In the DIS case, the struck quark can emit a gluon, thus leading to an
initial or final state parton shower.
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2.3 measurement of fragmentation functions

Fragmentation functions cannot be accessed directly, but are deduced from processes where
hadrons are produced, such as e+e´ annihilation, pp (pp̄) collisions and semi-inclusive deep
inelastic scattering. Each process comes with advantages and disadvantages. Figure 15 illus-
trates the access to the FF for e+e´ and pp collisons.
The hadron data sample of the e+e´ collision provides a very clean high statistics approach
to fragmentation functions as no initial-state hadron remnant is existent. The electron and
the positron annihilate into a photon (Z boson) and decay into a qq̄ pair. After the hadroni-
sation, the hadrons are detected. However, as no clear distinction between the quark and the
anti-quark is possible, only the sum of fragmentation functions Dh

q + Dh
q̄ can be measured

(e. g. LEP, BELLE, etc...).
In hadron-hadron collisions, such as pp or pp̄, many processes contribute to the hadron pro-
duction (gg, qg, qq,...). They depend strongly on the strong coupling constant αs and the
parton density functions. The theoretical approach is difficult: processes from initial state
QCD radiation, the partonic and spin structure of the hadron target have to be taken into
account. Furthermore, the target remnant system disturbs a clean measurement. With all
experimental challenges, the hadron-hadron collision is used to constrain the gluon fragmen-
tation Dh

g (e. g. RHIC, Fermi Lab, etc...).
The third process is the determination of fragmentation functions from semi-inclusive deep
inelastic scattering.

2.3.1 Multiplicities from SIDIS

In semi-inclusive deep inelastic scattering, a flavour-separated measurement of the fragmen-
tation function is possible, assuming that a quark is struck by the virtual photon coming
from the lepton scattering. The quark is ejected and hadronises, as well as the target remnant.
By measuring and identifying a final-state hadron h, disregarding the hadronic states of the
target and assuming the flavour of the struck quark q with parametrisation of parton distri-
bution functions, the fragmentation Dh

q can be extracted. In the presence of the hard scale,
and within the collinear factorisation framework, the semi-inclusive deep-inelastic scattering
cross section σh can be written as a convolution of three components: σ0, the hard scattering
cross section of the photon, q(x) the parton distribution functions and the fragmentation
function Dh

q .

σh = σ0 b q(x) b Dh
q (42)

In leading-order perturbative QCD and assuming a full factorisation, the convolution sign b
can be replaced with a simple multiplication4. The factorisation is illustrated in Figure 16 by
the different colours. An absolute cross section is experimentally very challenging due to the
precise knowledge of the luminosity. A convenient observable is obtained with the hadron
multiplicity Mh: the ratio of the semi-inclusive cross section σh and the inclusive cross section
σDIS. The charged hadron multiplicities depend on five kinematic variables: the Bjorken scal-
ing variable x, the four-momentum transfer Q2, the hadron energy fraction z, the transverse
hadron momentum pt and the azimuthal hadron angle θ. In a first step, the multiplicities
are determined in x, z and four-momentum transfer Q2 according to Equation 43. The mul-
tiplicities are integrated over pt and θ. The pt dependence has been studied for unidentified

4 in NLO, the full convolution needs to be taken into account
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Figure 16: Diagrammatic illustration of factorisation in semi-inclusive deep-inelastic scattering.

hadrons at EMC [34] and at COMPASS [35].

dMh(x, z, Q2)

dz
=

d3σh(x, z, Q2)dxdQ2

d2σDIS(x, Q2)dxdQ2dz
=

ř

q e2
qq(x, Q2) Dh

q (z, Q2)
ř

q e2
qq(x, Q2)

. (43)

The charged hadron multiplicity Mh(x, Q2, z) depends on differential DIS cross section in
the one-photon-exchange approximation, the parton distribution function q(x) with the cor-
responding quark charges and the fragmentation function. In simple words, the multiplicity
is the number of hadrons produced per deep inelastic scattering event within a chosen bin of
x, Q2 and z. For the interpretation of the FFs, the measured hadrons are supposed to come
from the struck quark. The hadrons from the remnant target are disregarded with a cut on
the hadron energy fraction z (Equation 27). The charged hadron multiplicities are measured
in the frame of this thesis as a function of z in bins of x and y: the Q2 dependence was
exchanged by relative photon energy y.
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2.3.2 Experimental Results

The charged hadron multiplicities were measured in deep inelastic scattering, e. g. at HER-
MES and EMC. A sample of those results is shown in Figure 17.
The unidentified charged hadron multiplicities were measured at the EMC forward spec-
trometer [34]. Semi-inclusive deep scattering events were taken on a proton and a deuteron
target with different beam energies (120, 200 and 280 GeV). A muon beam was used. The
multiplicities for all charged, unidentified hadrons are shown as a function of Q2 for differ-
ent x and z bins for both types of targets. The dotted lines represent a linear ln Q2 QCD fit.
The charged hadron multiplicities show little Q2 and the difference between the two targets
is also small. Due to isospin invariance, the pion multiplicities should be equal, but with
the addition of protons and kaons in the multiplicities, the small difference is expected. The
EMC spectrometer is the predecessor experiment of the COMPASS experiment (Chapter 3).
The HERMES experiment [36] was located at DESY and was a forward spectrometer with
Cherenkov detector for particle identification. A 27.6 GeV electron beam was used for deep
inelastic scattering on a fixed gaseous target, filled either with hydrogen or deuterium. The
expected slopes of the charged hadron multiplicities were measured with high precision. In
Figure 17 the charged pion and kaon multiplicities [37] as a function of z for both target types
(p and d) are shown. The systematic errors are shown as a band. The expected z dependence
is seen: the multiplicity decreases with larger z. As the kinematic range of HERMES experi-
ment is in the larger x region, mostly multiplicities from the fragmentation of valence quarks
were measured.
The COMPASS experiment has an excellent particle identification and covers larger kinematic
range than HERMES, specially in the lower x region. With the scattering on the sea quarks,
the aim is to constrain the kaon fragmentation functions with high precision.
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T H E C O M PA S S E X P E R I M E N T

The COMPASS experiment (COmmon Muon and Proton Apparatus for Structure and Spec-
troscopy) is a two-stage magnetic spectrometer with a fixed target located at the Super Proton
Synchrotron at CERN. The main physics program is the investigation of the nucleon struc-
ture using a tertiary muon beam. The final state consists of a scattered muon and possibly
additional hadrons, which are emitted in the center of mass system (CMS) in 4π, according
to momentum conservation. In the laboratory system, all final state particles are emitted in
forward direction due to the Lorentz boost. Therefore, it is sufficient to install detectors be-
hind the target to cover most of the acceptance for scattered muons. The opening angle of
the production cone depends on the momentum of the incident beam. Figure 18 shows an
overview of the experiment with most of the detectors. The spectrometer is divided in two
stages for a better momentum resolution. Particles with large angles are detected in the first
spectrometer part, called Large Angle Spectrometer (LAS), while in the Small Angle Spec-
trometer (SAS) particles with small angles and high momenta are detected. The spectrometer
is able to track charged and reconstruct neutral particles and, together with a high efficient
charged particle identification, the experiment is well-suited to measure semi-inclusive deep
inelastic scattering processes. The COMPASS reference system is a right-handed system with
the beam in the Z axis, a horizontal X axis and a vertical Y axis. At COMPASS, the positive X
is called Saleve side and negative Jura side, as a reference to the surrounding mountains. The
direction with (against) the particle beam is called downstream (upstream). The following
chapter describes the individual parts of the experiment, including the beam line. The set-up
for the muon-physics is described in the COMPASS I paper [38] and the changes towards the
COMPASS II phase in [39] and [40].
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Figure 18: An isometric view of the COMPASS experiment with most of its detectors.
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decay into muons which are transported to the experiment.

W

3.1 beam

The muon beam used in the experimental hall originates from a bottle of hydrogen. The
hydrogen molecules are ionised with a strong electric field. The protons are then accelerated
to 50 MeV in a linear accelerator (LINAC2) and injected into the Proton Synchrotron Booster
(PSB), where the beam is again accelerated to 1.4 GeV. Subsequently, it reaches the Proton
Synchrotron (PS), a circular accelerator with a diameter of 628 meters. It drives the beam
up to 25 GeV and feeds the Super Proton Synchrotron (SPS). The SPS accelerates the proton
beam up to 400 GeV and provides beams for several experiments, e.g. NA61/SHINE, NA62,
CNGS and the COMPASS experiment.

3.1.1 The M2 Beam Line

The M2 beam line [40] [41] is 1.13 km long and connects the COMPASS experiment to the
SPS accelerator. Figure 19 shows a schematic overview of the beam line from the Proton Syn-
chrotron to the COMPASS experiment. The 400 GeV/c protons are extracted from the SPS
with an extraction magnet (Septum) [42] and then shared between the three main experi-
mental halls: EHN1(test-beam), EHN2 (NA58) and EHN3 (NA48) by the means of splitter
magnets. The portions for the COMPASS experiment (NA58) are directed to the T6 primary
target, where secondary hadrons (π˘, p, p̄ and K˘) are produced. The T6 production target
consists of beryllium blocks with variable sizes adjusting the particle flux to the experiment.
The proton flux on T6 is around 1.3 ¨ 1013 protons per extraction cycle (spill). Behind T6, the
momentum range of the pions, kaons and protons are selected by collimators and absorbers.
In the 650 m long decay section, the pions decay into muons and the corresponding neutrinos.
The mean length for this decay is 9.5 km at energies of 102 GeV, therefore large absorbers (9 m
long beryllium rods) have to be inserted at the end of the pion decay section to filter out the
remaining hadronic states. With a dipole, the momentum range of the muon beam is selected
and transported through a FODO section. FODO is a regular array of alternately focusing and
defocusing quadrupole magnets which have a large momentum acceptance. The momentum
of the incident particles is then measured with the beam momentum stations BMS (Section
3.2.1), which are placed around a dipole magnet. Before entering the COMPASS experiment,
two dipole magnets and a quadrupole magnet steer the beam to the desired position in the
target. In the appendix Figure 117, a full view of the beam line elements is shown.
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3.1.2 Polarised Tertiary Muon Beam

The muon beam is produced by the weak decay of the secondary pions and kaons, whose
dominant decay modes are [8]

π+ Ñ µ+ + νµ Branching ratio: (99.98770˘ 0.00004)% (44)

K++Ñ µ+ + νµ Branching ratio: (63.55˘ 0.11)%. (45)

The muon beam is naturally polarised due to the weak decay of pions and kaons. The phase
space of the pion decay would allow -and even prefer- a decay into electrons but due to the
parity violation, the mode of the decay into muons is favoured. Depending on the parent
particle energy (a pion with the momentum pπ), a high polarisation grade of up to 80 % is
achieved. The muon beam momentum pµ can be chosen between 60 and 200 GeV/c. The ex-
periments were performed at 160 GeV/c, at which high beam flux and high Q2 are reached.
Only in 2011 a beam momentum of 200 GeV/c was used, to reach lower xbj with and even
higher Q2 for the price of 50 % of the beam flux. To obtain high flux, a larger momentum
range of 5 % is selected. Figure 20 shows the polarisation grade of the incident muons as a
function of the muon momentum originating from a pion with a momentum of 172 GeV/c.
The Figure also shows the maximum obtainable muon flux as a function of the muon mo-
mentum. The maximum intensity lies at a muon momentum of 120 GeV/c, but with a lower
polarisation. Negative muon beams can also be produced, but with a lower intensity as the
primary particles are positively charged protons. The beam flux at 160 GeV/c per spill is
around 2.5 ¨ 107s´1. The maximum flux is limited by radio protection regulation at CERN,
the halo of the beam, the proton rate on T6, the septum and the splitter.

3.1.3 Spill Structure

The beam is delivered in bunches, also called spills. The length of the spill depends on the
share of the beam assigned to COMPASS by CERN and the stability of the extraction magnets.
An electronic signal coming from the SPS indicates the begin of the spill (BOS) and end of the
spill (EOS). A spill is typically between 5 and 10 seconds long, repeated after a break of 15
to 60 seconds. During the break the SPS is refilled and other experiments are supplied with
the SPS proton beam. The first seconds of the spill are not recorded, as a BOS veto is applied.



34 the compass experiment

-6 -4 -2 0 2 4 60

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2
310×

X position in cm

E
ve

nt
s

-6 -4 -2 0 2 4 60

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

310×

Y position in cm

E
ve

nt
s

Figure 21: The beam profile in X and Y from reconstructed muons in front of the target measured by
the scintillating fibre stations.

This veto is used to remove the first particles from the accelerator, where the extraction is
not stable. Within the spill, the beam intensity raises and then stays constant until the spill is
over (flat top). For the 2009 DVCS run, the total length of the spill was 10.4 s with a flat top
of 8 s and a break of 45 s. In 2006, the spill length was 4.8 s with a cycle time of 16.8 s.

3.1.4 Beam Profile and Beam Halo

Figure 21 shows the profile in X and Y for the year 2006 measured by a scintillating fibre
detector in front of the COMPASS target. The size depends strongly on setting, focusing and
steering of the muon beam with the beam line. The muon beam should be focused inside
the target material and centrally hit the target material. The beam spot is determined with
a Gaussian fit and has a size (X, Y) of 9ˆ 11 mm2. The X profile follows nicely a Gaussian
profile, while the Y profile seems to be more smeared out. This is an effect of the dipoles
used to select the energy range of the beam. The divergence of the beam is 0.4ˆ 0.8 mrad2

and is measured with the beam telescope. The beam is accompanied by halo muons. Those
are muons with wrong energies and angles which could not be absorbed or deflected in the
beam line. The halo is separated into two contributions: the near halo and the far halo. The
near halo are incoming muons outside of the target up to a distance to 30 cm from the target
center. The far halo are all incoming particles 30 cm away from the target.

3.2 beam telescope

The beam telescope is located in front of the target and measures the properties of the incom-
ing beam such as timing, position, momentum and divergence. For the µ physics program,
the telescope consists of the beam momentum station (BMS), the scintillating fibre detectors
(FI) and the silicon micro-strip detectors (SI).

3.2.1 Beam Momentum Stations (BMS)

The beam transported through the beam line has a momentum spread of about 5 %. The
Beam Momentum Station measures the momentum of the incoming muons with high pre-
cision. This is necessary for the determination of accurate kinematic quantities e.g. the four-
momentum transfer Q2. The beam momentum station is an array of four scintillator ho-
doscope detectors arranged around the dipole magnet B6 and the quadrupole elements Q29-
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Q32 in the beam line in front of the COMPASS experiment. B6 is the last dipole magnet
before the beam enters the experiment and is used to steer the beam. BMS 1 and BMS 2 are
located in front of the dipole, while BMS 3 and BMS 4 are situated behind B6. The momen-
tum is measured by the deflection of the muons in the magnetic field. Each BMS consists of
64 horizontal elements of 5 mm width and 20 mm thickness for a large signal output. The de-
tectors are read out with photomultiplier tubes. The BMS has been upgraded by two stations
in order to deal with higher beam rates. The new detectors BMS 5 and 6 are located between
the old ones. The BMS measures the momentum of incoming particles with a precision of
1 % and more than 93 % efficiency [43].

3.2.2 Scintillating Fibre Station (FI)

Two scintillating-fibre stations (FI01 and FI02) are located in front of the target. These two
detectors have the highest time resolution in the experiment (with 300 ps) and therefore are
used to determine the timing of each incident muon. The time information of FI01 and FI02 is
used to link tracks reconstructed in the BMS to tracks reconstructed before the target, in order
to assign the correct momentum. With the spacial resolution of 130 µm, the FI stations provide
information about the angles and positions of incident particles crossing the active area of
the detector. Both stations have an identical layout. Each has an X and Y plane, which consists
of 14 overlapping layers of scintillator fibres. The active area is (3.9 cm)2, and the diameter of
each fibre is 0.5 mm with a pitch of 0.41 mm. This results in 96 individual channels which are
read out by 16-channel multi-anode PMTs (MAPMT) from HAMAMATSU, six for each plane.
The dynode signal on the last stage of the MAPMT is also read out by TDCs and scalers. The
two FI stations are also used as a beam trigger.

3.2.3 Silicon Micro-Strip Detectors (SI)

The timing of the incident muons is well determined by the FI stations, but their spacial
resolutions are limited. To provide a precise measurement of the location of the incident
muon, silicon micro-strip detectors are used. These were developed at HERA [44] and were
adapted to the high flux requirements of COMPASS [45]. With excellent spacial resolution,
from 4 to 11 µm, they provide precise track informations of the incoming beam. The time
resolution is 2.5 ns. The silicon micro-strip detectors consist of 300 µm thick n-type wafer
with an active area of 5 x 7 cm2. To have redundancy and to eliminate ambiguities, each
detector consists of two sub-stations: one is covering the X and Y projections and the second
is rotated around this axis by 5˝ for additional U and V projections. Further improvements
have been done to increase the performance of the SI detectors: the wafers are cooled with
liquid nitrogen to 80 K to increase the spacial and time resolution, as with lower temperatures
the noise of the detector is reduced.

3.3 target region

In this thesis, two different years with two different targets are discussed. In 2006, a polarised
solid state target was used, while in 2009 a liquid hydrogen target was used.
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Figure 22: Technical drawing of the COMPASS polarised target. 1-3: the three target cells (U, C, D),
4: microwave cavity, 5: target holder, 6-9: 3He-4He refrigerator, 10: solenoid coil, 11 and 12:
array compensation coils, 13: dipole coil, 14: muon beam entrance.

3.3.1 Polarised Target

For the measurements of the spin structure of the nucleon, a high polarised target is needed
in addition to the polarised beam. Also, to obtain a high luminosity, a large solid state target
is needed. For the 2006 data taking, the new COMPASS polarised target with a large aper-
ture was designed with three cylindrical cells (upstream U, center C and downstream D).
Figure 22 shows a technical drawing of the target with the important parts. The diameter of
each cell is 3 cm. The U and D cells are 30 cm long and separated by the 60 cm long central
C cell. In addition, each cell is separated by a 5 cm wide gap. The target cell can either be
filled with NH3 for a polarised proton measurement or with 6LiD for the measurement on
isoscalar deuterium. The polarisation is achieved with high magnetic fields and low temper-
ature: a 3He-4He refrigerator is used to cool down the target material to 70 mK and a super
conducting solenoid provides a ~B field of 2.5 T along the beam axis. In this condition, almost
all electrons of the target molecules are polarised. With Dynamic Nuclear Polarization (DNP)
[46], the spin of the electrons is transferred to the nucleons of the molecules. This requires
target materials with paramagnetic centers, which are created by irradiation [47]. The persis-
tence of the magnetic field and the low temperature conserve the polarisation of the target
material. The target material in 2006 consists of 4 mm small 6LiD pellets, which are filled
into the target cells. The packing fraction is between 0.49 and 0.54 and the gaps between the
pellets are filled with a mixture of 3He, 4He and 6Li. A polarisation of 50 % is reached for this
material mixture. The fraction of polarisable material (dilution factor) is 38 %. The U and D
target cells are polarised in the same direction, while the central cell is polarised in the op-
posite direction. With this polarisation configuration, systematic uncertainties coming from
acceptance, beam flux and further time dependences are cancelled out, if the polarisation of
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Figure 23: Technical drawing of the COMPASS liquid hydrogen target with the recoil proton detector.
1: target cell, 2: cryostat, 3: liquid hydrogen in/outlet, 4: `H2 refrigerator, 5: vacuum system,
6: RPD ring A scintillator, 7: RPD ring B scintillator.

all cells is reversed on a regular basis. For the measurement of unpolarised semi-inclusive
deep inelastic scattering, the full target length is analysed: an average over the polarisation
is used.

3.3.2 Liquid Hydrogen with Recoil Proton Detector

For the meson spectroscopy measurement and the muon beam measurement during 2009,
an unpolarised 40 cm long liquid hydrogen target, surrounded by a recoil proton detector
(RPD), was used. The target material itself is contained in a mylar tube with a diameter of
3.5 cm. The total volume of the target cell and the liquid hydrogen system is situated in a
cryostat made of aluminium. Figure 23 shows the set-up of the liquid hydrogen target with
all components: the `H2, the liquid hydrogen pipe system (H2 in/outlet), the refrigerator and
the recoil proton detector (RPD). The operation temperature of hydrogen is 18 K (4 K below
the boiling point of 22.15 K) with a pressure of 1020 mbar. The target is attached to the frame
of the RPD [48] [49].
The recoil proton detector consists of two concentric layers of scintillator (Ring A and Ring
B), which are read out via long light guides by photomultiplier tubes. The scintillator of the
inner (outer) ring have a thickness of 0.5 cm (1 cm). Charged particles coming from the target
are measured at polar angles of 50˝ to 90˝. This detector is used to identify slow recoiling
protons up to 1 GeV/c by measuring the energy loss in the scintillator and the time-of-flight
between the two layers.
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3.4 spectrometer

A variety of redundant tracking detectors are distributed within the spectrometer to measure
the tracks of charged particles. In Table 3, the characteristics of most detectors (time resolu-
tion and spacial resolution) are summarised. The spectrometer is divided into two parts:

• The large angle spectrometer (LAS) has tracking detectors and the first spectrometer
magnet, a RICH for particle identification. Each part has a central hole which matches to
the second stage. The achieved momentum resolution is about 0.3 % for tracks identified
with SM1.

• The stage behind the second and larger spectrometer magnet is called small angle
spectrometer (SAS) and detects particles at small angles (˘30 mrad) and large momenta
of 5 GeV/c and higher. Besides various tracking detectors, most of the trigger elements
are located in this stage. The achieved momentum resolution is about 0.1 % in the SAS.

3.4.1 Spectrometer Magnets

The momentum of the final-state particles are determined by spectrometer magnets. Recon-
structed tracks in front and behind the magnets are compared to obtain the momentum
of each particle within the acceptance of the spectrometer. At COMPASS, two spectrometer
magnets are used, one in each stage of the spectrometer. Spectrometer Magnet 1 (SM1) is a
dipole magnet located downstream of the target. The main field component is in the vertical
direction. It is 110 cm long, has a horizontal gap of 229 cm and a vertical gap of 152 cm. The
SM1 vertical size matches the required angular acceptance of ˘180 mrad. Its field integral
was measured to be 1.0 Tm. Due to the bending power of SM1, the LAS detectors located
downstream of SM1 have an angular acceptance of ˘250 mrad in the horizontal plane. Spec-
trometer Magnet 2 (SM2) is the larger spectrometer magnet and is located in the SAS. The
SM2 is a rectangular dipole magnet with a gap of 2 x 1 m2 and a total field integral of 4.4 Tm
for its nominal current of 4000 A or 5000 A, depending on the beam energy.

3.4.2 Tracking Detectors

The spectrometer is equipped with micro pattern gas detectors such as gaseous electron mul-
tipliers (GEM) [50] and gaseous micro-strip (MicroMega) detectors [51], drift chambers (DC),
multi-wire proportional chambers (MWPC) and straw tube detectors (Straws). In addition,
more scintillating fibre stations (FI), larger than the one used in the beam telescope. Also, the
trigger hodoscopes are included in the track reconstruction.

3.4.2.1 Micromegas (MM)

The micromegas are the first detectors behind the target and are therefore crucial for the
measurement of the vertex positiont. Each of the three MM stations consists of four planes
and covers an active area of 40 ˆ 40 cm2 with a dead zone of 5 cm diameter, to avoid damage
from the beam. The detector volume is filled with a Ne/C2H6/CF6 gas mixture and divided
by a thin metallic mesh into a conversion gap and an amplification gap. Charged particles
traversing the conversion gap ionise the gas into positive ions and electrons, which drift
towards the mesh. The ions are absorbed, while the electrons create a shower in the ampli-
fication gap. The electrons are then read out by parallel micro-strips with a pitch of 360 µm.
Figure 24 left shows the detection principles for the micromega detector. The detectors have
a spatial resolution of 90 µm, a time resolution of 9 ns and an efficiency of 97 %.
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Figure 24: Principle of the micro pattern gas detectors at COMPASS. In both cases, electrons are am-
plified and read-out. The difference between the GEM and the Micromega is the amount of
amplification gaps and the structure of the micro pattern. Left: Principle of the Micromega
detector. Right: Principle of the GEM detector, showing the layout and the field configura-
tion for typical GEM voltages.
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Figure 25: Left: Principle and geometric layout of the drift chamber. Right: Layout of a straw tube
detector.

3.4.2.2 Gas Electron Multiplier (GEM)

Similar to the micromegas, the GEM detectors rely on the measurement of electrons created
in an avalanche shower inside the fiducial volume of the detector. The COMPASS GEM
detector volume is divided into several sub volumes (Drift, 2 ˆ transfer and an induction
gap) by a thin foil with a large number of micro-holes. This thin polyimide foil (50 µm thick)
is coated with copper and a few hundred volts are applied. Electrons drifting through the
hole are multiplied in an avalanche and the electric signal is then read out by 80 µm wide
strips. Figure 24 shows the detection principles for the GEM detector and the typical electric
field lines in the holes of the foil. The gas mixture of the GEM detectors is Ar/Co2 in a
7:3 ratio. The active area of those detectors is 41ˆ41 cm2. Ten GEM stations are distributed
along the experiment. Their small size and high resolution makes them ideal for small angle
tracking. The spatial resolution of the GEM system is 70 µm with a time resolution of 12 ns,
which is slightly higher than the one of the micromega one. The efficiency for the GEM
detectors is 97 %.
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3.4.2.3 Drift Chambers (DC and W4/5)

The drift chambers are large area trackers for charged particles at COMPASS. There are two
drift chambers systems set up in the experiment: the DC in the LAS and the W4/5 in SAS.
Figure 25 shows the detection principle. The detectors consist of a drift cell filled with gas,
cathode planes, anode wires and potential wires. The potential wires are used to shape the
form of the electric field inside the detector volume. A homogenous field is desired, as much
as possible. Fast charged particles, traversing the detector volume, ionise the gas mixture
inside the drift cell. The electrons are accelerated and multiplied in avalanche through the
acceleration in the electric field. This electron cloud is then read out by the anode wire. The
hit position is reconstructed by the fired wire and the drift time of the electrons. The drift
velocity of electrons depends on the gas mixture and the applied high voltage, and is typically
a few centimeters per nanosecond.
The DC in LAS of the spectrometer consists of 256 active wires made of gold-plated tungsten
and 257 alternating potential wires made of beryllium, with diameters of 20 µm and 100 µm.
The active wires are 8 mm apart. All three DCs have an active area of 180ˆ 27 cm2, fully
covering the acceptance of the SMC target magnet upstream as well as downstream of SM1.
At nominal muon beam intensity, a mean value for the resolution of a single DC wire layer
of 270 µm was measured. The detectors are filled with a gas mixture of Ar, C2H6 and CF4

at a volume ratio 9:9:2. The drift chambers consist of several layers in X and Y (and in the
slightly rotated U and V planes).
The W4/5 detectors have an active area of 5 ˆ 2.5 m2, and consist of 4 anode wire layers
with a wire pitch of 4 cm. The anode wires are separated by layers of cathode wires with a
pitch of 2 mm. The diameter of the anode wire is 20 µm and of the potential wires, 200 µm. A
CF4-based gas mixture, Ar/CF4/CO2 (85/10/5), is used.

3.4.2.4 MWPC

The tracking of particles at large medium distances to the beam in the SAS is mainly based
on a system of multi wire proportional chambers (MWPC). The 34 wire layers are distributed
over 9 detectors, resulting in about 25000 detector channels in the experiment. There are three
types of MWPC, which differ by the number of layers, the size of the dead zone for the beam
and the combination of the measured projections (X, Y, U and V). All layers are characterised
by a wire length of about 1 m, a wire diameter of 20 µm, a wire pitch of 2 mm and an an-
ode/cathode gap of 8 mm. The MWPCs are operated with a gas mixture of Ar/CO2/CF4 in
proportions 74/6/20 with an addition of CF4.

3.4.2.5 Straw

The straw tube detectors are very large angle trackers in the LAS. Similar to the drift cham-
bers, the straw tube detector measures the position of the incident charged track with the
wire hit and the known drift velocity of electrons in gas. The anode wires are made of gold-
coated tungsten and have a thickness of 12 µm. The name originates from the design: each
wire is surrounded by a two-layer plastic tube (outside carbon loaded capton and inside alu-
minised capton) with an outer diameter of 9.65 mm. In total 12440 straw tubes are assembled
into 15 detector planes. The overall dimensions of the Straw tube detector are 3570ˆ4117 cm2

for the X plane and 4567ˆ3160 cm2 for the Y plane. The average resolution is 190 µm.
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Detector type Active area Spacial resolution Time resolution

Scintillating Fibre (3.9)2 - (12.3)2 cm2 130 - 210 µm 400 ps

Silicon Micro-strip 5ˆ 7 cm2 8 - 11 µm 2.5 ns

GEM 31ˆ 31 cm2 70 µm 12 ns

Micromega 40ˆ 40 cm2 90 µm 9 ns

MWPC 178xˆ (90´ 120) cm2 1.6 µm N/A

DC 180ˆ 127 cm2 190 - 500 µm N/A

Straws 280ˆ 323 cm2 190 µm N/A

Table 3: Table with the characteristics of a selection of tracking detectors.

3.4.3 Particle Identification

The trajectories of the outgoing final-state particles are measured with tracking detectors. In
addition, the particle type has to be determined.

3.4.3.1 Muon Identification with Muon Walls and Muon Filters

An efficient way to identify muons is to use an absorber surrounded by two tracking detec-
tors. With a radiation length large enough to absorb all hadrons, particles detected behind
the absorber are considered muons. At COMPASS, this is done in the LAS with the Muon
Wall 1 (MW1) and the Muon Filter 1 (MF1). In the SAS, the Muon Wall 2 (MW2) in combina-
tion with the Muon Filter 2 (MF2) identify the muons. At the very end of the spectrometer,
the Muon Filter 3 (MF3) is located in front of the hodoscope HI5, the last detector in the spec-
trometer and a part of the trigger system. The three muon filters are made of steel or concrete.
Figure 18 indicates the position of the muon filters, the muon walls and the hodoscope HI5.
The MW1 system is located in the LAS of COMPASS and consists of Mini Drift Tubes (sim-
ilar to the Straws), which work in the proportional mode. The tubes are made of 0.6 mm
thick aluminum tubes surrounding a 50 µm thick tungsten wire. The muon filter surrounded
by the MW1 system is made of 60 cm of steel. The active areas are 4845ˆ 4050 mm2 (hole:
1445ˆ 880 mm2) and 4730ˆ 4165 mm2 (hole: 1475ˆ 765 mm2) for the X and Y planes. The
gas mixture of MW1 is Ar/CO2 (70/30).
The MW2 system in the SAS has two identical stations of layers of drift tubes. Each of the two
stations consists of 6 layers with an active area of 4470ˆ2020 mm2. A gas mixture of Ar/CH4

(75/25) is used. The stainless steel drift tubes have an inner diameter of 29 mm and a wall
thickness of 0.5 mm and the wires are 50 µm thick.

3.4.3.2 Ring Imaging Cherenkov Detector (RICH)

The identification of the final-state charged particles is performed by the Ring Imaging
CHerenkov detector (RICH), which is located in SAS of the experiment. The RICH measures
the velocity of traversing charged particles. In combination with the measured momentum,
the particle mass can be determined. The detector consists of three parts: a radiator volume,
a mirror array and a photon detection system. The largest part of the detector is the radiator
volume, which is filled with C4F10, a gas with a refractive index n of 1.0015. Charged particles
traversing the detector emit Cherenkov light with an angle θ of

cos θ =
1

nβ
(46)
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Figure 26: Left: Side view of the RICH, showing the path of the light. Right: Isometric view of the
detector with dimensions.

where β denotes the fraction of the light speed c. Two large arrays of concave mirrors reflect
the light towards the front of the detector, where the photon detection system is placed.
The focal point of the mirrors was chosen to be 3.3 m, such that the reflected light creates
light rings at the place of the photon detectors. The radius of the ring is proportional to the
velocity of the particle. To avoid a high background and therefore a high dead time, the inner
part of the detector, where the non-interacted beam passes, is inactive. This is done with the
installation of a stainless steel pipe. The principle and the detector design are illustrated in
Figure 26. Until 2006, the photon detection system only consisted of multi wire proportional
chambers, where the wires are coated with CsI. To cope with the high event rate and the
high level of uncorrelated background, the read-out was upgraded in 2006: the central part
of the photon detection area was replaced with multi anode photomultipliers (MAPMT). The
outer regions remained unchanged but were equiped with a new front-end and read-out. The
identification method with the RICH and the determination of the Likelihoods are described
in Section 7.1.1.

3.4.4 Calorimetry

Charged tracks are measured by the trackers and identified by the RICH detector. In addition,
electrons and hadrons can be separated with the help of calorimetry, which, in each spectrom-
eter stage, consists of an electromagnetic calorimeter (ECAL) followed by a hadronic calorime-
ter (HCAL). The ECALs detect mainly particles that interact electromagnetically (electrons,
positrons and photons). The HCALs are used to determine the energy of hadrons.

3.4.4.1 Electromagnetic Calorimeter

ECAL1 in the LAS and ECAL2 in the SAS are homogeneous lead glass calorimeters. Im-
pinging photons, electrons or positrons in the fiducial volume loose their energy through
bremsstrahlung and the Cherenkov effect. The emitted light is detected by photomultiplier
tubes. The thickness of the calorimeter correspond up to 23 radiation length, which is large
enough to contain the full electromagnetic shower. Each cell of the ECALs is calibrated every
year with an electron beam.
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3.4.4.2 Hadronic Calorimeter

The hadronic calorimeters are designed to stop hadrons with a dense matter (lead or iron)
and measure the energy of the produced particle shower with a scintillator. This is achieved
with a sandwich construction with alternating layers of scintillator material and iron plates.
The iron slows down incoming hadronic particles. The light produced in the scintillator is
read out by photomultiplier tubes. The HCAL1 is located behind the ECAL1 in the LAS,
while HCAL2 is behind ECAL2 in the SAS.

3.5 data acquisition and online-monitoring

An important component for the data taking is the data acquisition (DAQ), which handles the
data transfer of the 250000 electronic channels used in the experiment. The COMPASS DAQ
is designed to run with trigger rates up to 100 kHz. An overview of the data flow is shown in
Figure 27. A trigger signal provided by the trigger control system [52] starts the read-out of
the buffers of the CATCH modules (COMPASS Accumulate, Transfer and Control Hardware
[53]), where the data of a detector, coming from the front-end electronics, is accumulated.
The trigger principles are described in Section 4. The raw data is temporarily stored in the
read-out buffer, where the data of all detectors is merged. Then, the event is assembled in
the event builder. Typically, an event is characterised by a 12.5 ns time window around the
timing of an accepted trigger. An event comprises the event, spill and run number, and a
map of detector hits and timings, that are later used to reconstruct tracks. The raw data is
then stored with the CERN Advanced STORage manager (CASTOR).

3.5.1 Trigger Control System (TCS)

The trigger control system (TCS) is an electronic device that connect all read-out CATCH
modules and starts the read-out, whenever a trigger signal is generated. It consists of a TCS
controller, a laser system and several TCS receivers. The TCS receiver is installed in each
VME crate, where the CATCH modules are located. The signal is transmitted by an optical
fibre network to over 100 locations spread over the 50 m long experiment. The main function
is to distribute the trigger signal (see Section 4) and to transmit the common clock. The TCS
also introduces the DAQ dead time, which is necessary to guarantee a stable operation of
the DAQ. It reduces the number of triggers in a certain time window. The TCS permits to
add and remove detectors from the DAQ. The TCS works synchronously with the SPS duty
cycle, therefore data is taken during the spill only.

3.5.2 Detector Read-Out

The detectors are connected to the read-out through the front-end. The detectors deliver ana-
logue signals, that have to be digitised by the read-out electronics. The read-out is done, for
most detectors, by the CATCH modules, a development of the University of Freiburg, Ger-
many. The raw output of detectors read-out by CATCH modules is constantly saved on a
ring buffer. The ring buffer allows a temporary storage of a few microseconds, enough time
for the trigger logic to decide on the relevance of an event. The event header contains specific
information about the event, such as the event time, the spill numbers and which trigger
started the read-out. The modules are controlled by Linux VME computers via the VME bus.
The CATCH modules either contain a TDC, for timing measurement, or a scaler, for counting
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Figure 27: Overview of the data acquisition of COMPASS. With a trigger signal, the buffer of the front-
end is read out and temporarily stored in read-out buffers (LDC). The trigger-wise events
are then created in the Event builder. The raw data is stored on CASTOR at CERN.

rates. The data is multiplexed and merged with the event header delivered by the TCS.

• TDC: The time information of each detector is measured by the F1-TDC chip (time-to-
digital converter) developed by the University of Freiburg, Germany [54]. TDC chips
provide a digitisation width of either 128 ps or 108 ns. The time resolution can be im-
proved by a factor of two in the “double resolution” mode, in exchange for half of
the usable channels per chip. Before reaching the input of the F1 chip, the signals are
digitised by discriminators.

• Scalers: Some of the discriminated signals, which are digitized with TDCs, are also
counted by scaler modules. The counts are stored for each event. This is useful to
monitor rates of various systems such as trigger counts or veto rates. As shown later in
Section 6.3.3, the scalers are used to determine the incident particle flux.

• ADC: For some detectors, the analogue signal shape is of interest, e. g. the calorimeters.
The analogue-to-digital converter digitises signals with a rate of 38.88 MHz. In this case,
GeSiCA read-out module is used. This module is based on a APV25 chip [55].

3.5.3 Readout Buffer and Event Builders

The read-out buffers or spill buffers collect and sort all the data coming from the different
CATCH or GeSiCA modules and temporarily store data before beeing processing by the
event builders. The read-out buffer are PCI cards with an internal memory of 512 MB. This
eases the load of the event builder and the rest of the DAQ. The central part of the DAQ are
the event builders, whose function is to collect all data and sort them into the corresponding
event. The disk space of the event builders is large enough to store the recorded data for one
day.
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3.5.4 DAQ Dead Time

The DAQ dead time is the time while the DAQ processes an event and is unable to treat more
events. This dead time varies with the size and complexity of the event: an elastic scattering
comprises less data than an inelastic scattering with multiple hadrons in the final state. To
ensure a well working DAQ with a constant load and event mixtures, an artificial, larger
DAQ dead time is superimposed by the TCS. It limits the multiplicity of trigger (1, 3 and 10
triggers) for chosen time windows. The DAQ dead time is measured by the ratio of accepted
(and therefore recorded) triggers and trigger attempts sent via the TCS; both numbers are
counted by scalers and the information is stored in the database. For the data taking in 2006,
the setting (5, 75, 250) µs was used, resultng in a DAQ dead time of 9.2 %. In 2009, the settings
were (5, 30, 250) µs with a DAQ dead time of 11 %. The final DAQ dead time is calculated
on a spill-by-spill basis by dividing the number of triggers generated and submitted to the
DAQ, and the numbers of triggers actually processed by the data acquisition.

3.5.5 Data Online Monitoring

The read-out chain and the front-end electronics of the detectors are monitored by a software
tool named MurphyTV. It helps to identify faulty front-end electronics and ensures a fast
reaction of the shift crew, who is responsible for the data taking. In addition, the online
quality is checked with a software package named COOOL (COMPASS Online toOL). It
has been designed to decode the raw data and allows a real time look at various detector
quantities in form of ROOT histograms, which can be browsed interactively during the data
taking. Timing and hit patterns of each detector can be reviewed and compared to previews
reference. The COOOL package is also extensively used for detector commissioning.

3.5.6 Detector Control System (DCS)

An essential part of the monitoring is the detector control system. The DCS provides a user-
friendly interface for setting and reading all the relevant parameters of the experiment for
various detectors and DAQ elements, including high voltages, low voltages, VME crate status,
gas pressures and mixtures, temperatures and magnetic fields. The information is obtained
by either reading out directly the hardware components (HV crates, sensors, etc...) or by
reading the database. In addition to experiment specific information, the SPS database is
utilised to obtain information about the beam intensity, quality and the status equipments
provided by CERN, e. g. magnets of the beam line.
A reference for each parameter is generated. The data taking within certain alarm limits
ensures stable data quality.
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The characteristic signature of deep inelastic events is the presence of a scattered muon with
a certain scattering angle and energy loss. In addition, final-state hadrons can be detected
in the experiment. Therefore, a system triggering on scattered muons is a logical choice,
which is realised using a set of trigger hodoscopes. All muon trigger systems consist of
pairs of scintillator hodoscopes channels, read out by photomultiplier tubes. Well-chosen
coincidences of the hodoscopes and the absence of a veto signal are used to trigger on DIS
events and start the data acquisition. The high penetration ability of muons makes it easy
to clearly identify them by installing the trigger detectors behind large hadron absorbers.
Most of the trigger elements are located behind these muon filters (MF1, MF2 or MF3) to
make sure that only muons reach the trigger detectors. In addition, calorimeter conditions
can be used to trigger on an energy deposition in the hadronic calorimeter in coincidence
with a scattered muon to obtain a semi-inclusive trigger. The maintenance and set-up of the
muon trigger system, as well as the hadron triggers, are the responsibility of the COMPASS
Bonn and Mainz group. The COMPASS trigger system is summarised in [56]. In [57], the set-
up of the detectors is presented. In this chapter, first the trigger principles and then the veto
system is explained. Furthermore, the realisation of the triggers in the COMPASS experiment
is shown, including a description of the trigger electronics.

4.1 trigger principles

At COMPASS, different kinds of triggers are utilised, which also can be used in combination:
target pointing triggers, energy loss triggers, calorimeter triggers, random triggers and the
veto system. The muon trigger mostly consists of pairs of horizontal or vertical scintillator
slabs, which are put into a special coincidence to obtain a desired topology of an event. To
obtain a clean data sample, a veto system is used in anti-coincidence with the muon triggers,
preventing the firing of a trigger by undesired particles such as halo muons.

4.1.1 Target Pointing Triggers

With the muon target pointing triggers, DIS events are selected by measuring the vertical
projection of the scattering angle in the non-bending plane and checking the compatibility
with a track originating from an interaction in the target. This is done by pairs of hodoscopes
consisting of horizontally arranged scintillator slabs. The read-out is done with photomulti-
plier tubes on both sides of the strips. This trigger system is used to measure inclusive deep
inelastic scattering events. Figure 28 shows the principle of target pointing with an example
of two muon candidates: a scattered muon coming from the target (a) and a halo muon (b).
The coincidence matrix is configurated in such a way that only (a) is creating a trigger signal
(the shape of the matrix is a diagonal). In the center, the distinction between scattered muons
and near halo muons is not possible. With the coincidence, most of the muons are rejected
which do not stem from the target region. But due to the divergence of the beam and the halo,
beam muons that fulfill the coincidence pattern have to be rejected using a veto system in

47



48 the compass muon trigger

Target
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beam - μ

scattered - μ
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b)

Figure 28: Principle of the target pointing trigger in the non-bending plane. The coincidence matrix
distinguishes between halo muons and scattered muons coming from the target.

front of the target. The size of the trigger hodoscope pairs depends on the distance to the tar-
get and the distance between the hodoscopes. The width of the hodoscope slabs is chosen to
be minimal, considering the multiple Coulomb scattering [58]. The hindmost detector needs
to be the larger one with wider slabs to account for the interception of the scattered particles.
The acceptance of this trigger systems ranges up to a Q2 > 100 (GeV/c)2 and 0.1 ă y ă 0.9.

4.1.2 Energy Loss Trigger

Muons scattered under small angle θ cannot be selected using target pointing triggers. But,
in case the scattered muons sustained a large energy loss in the target, they can be selected
by looking at the large deflection of the tracks in the spectrometer magnets. The energy
loss trigger consists of a system of two hodoscope planes with vertical scintillator slabs. It
uses the direction of the scattered muons behind the spectrometer magnets. Additional to the
scattering angle, the muons are deflected by the magnet. Similar to the target pointing trigger,
the hodoscope slabs are read out by photomultiplier tubes and brought to coincidence using
a coincidence matrix. The shape of the matrix is triangular, as indicated in Figure 29, where
the principle of the energy loss trigger is shown. This trigger aims to cut on a minimal energy
loss of the muon in the target; halo muons, which do not depose any energy in the target and
therefore are not deflected strong enough in the spectrometer magnet, do not fire the trigger.

4.1.3 Calorimeter Trigger and Semi-Inclusive Triggers

The calorimeters are used to trigger on events with hadrons in the final state. This requires a
cluster of energy in one of the calorimeters with an energy deposition that is larger than the
one expected for a scattered muon. The characteristic energy deposition and cluster size of a
hadron are transverse to the calorimeter, while a muon deposes its energy in a small shower
along the track. To obtain a high efficiency for hadrons, the energy deposition is summed up
over several summation layers of 2ˆ 2 calorimeter cells, which is close to the lateral shower
size. To separate those two energy deposition types, two different thresholds are used.
A higher threshold of 6 GeV, which is more than three times of the most probable energy
deposition of a muon (MIP), is chosen to reject more than 90 % of the clusters created by
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Figure 29: Principle of the energy loss trigger in the bending plain. Scattered muons lose energy in the
target and are deflected by the spectrometer magnets. Only muons with sufficient energy
loss are used to fire the trigger.

the scattered muons. The calorimeter condition with the threshold of 6 GeV is used with the
divergence of a veto signal to form the calorimeter trigger (CT).
In addition, a lower threshold is used, which corresponds to 2 MIPs. Muon triggers in co-
incidence with the low threshold condition of the calorimeter are used to trigger on semi-
inclusive deep inelastic events.

4.1.4 Random Trigger

The random trigger is an unbiased, non-physics trigger, which delivers an adjustable trigger
rate with no time correlation to the beam. This trigger is used to check detector performances
and is also used for the flux determination. The trigger signal generator consists of a radioac-
tive 22Na source, two photomultiplier tubes and the corresponding electronics. The electron-
ics of this trigger are set-up several hundred meters away from the experiment, reducing
influences of the beam and electronic noise from the experiment. The set-up is illustrated
in Figure 30. The positrons emitted by the source recombine with electrons and annihilate
to two back-to-back photons, which are detected in coincidence. The half-life of this sodium
isotope is t1/2 = 2.6027 a [59]. Due to the long lifetime, the trigger rate is constant over the
data taking of a few months. The logical signal is transmitted to the Trigger Control System
and is treated as a physics trigger. The rate of this trigger is adjustable with the high voltage
of the PMT and the discriminator threshold. The trigger signal should not be prescaled in
the DAQ, as it loses the random character and turns to a "clock".

4.1.5 Veto System

Due to the halo and the divergence of the muon beam, target pointing and energy loss
triggers have a high rate of events with no physics interest. In addition, halo muons may
interact with the material of detector support frames, leading to scattered halo muons which
may satisfy the matrix coincidence. The sole coincidence between two hodoscopes would
lead to a trigger rate of the order of 106, especially for low Q2 triggers, which is too high
for the DAQ. To prevent this kind of events, a veto system is installed in front of the target,
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Figure 30: Set-up of the true random trigger with the two PMTs, the electronics and the radioactive
source

consisting of scintillator slabs. If one of the veto subsystems is hit by an incident particle, a
veto signal is created, which inhibits the trigger. The veto system is divided into two parts:
one for the near and one the far halo.
The near halo is the tail of the beam distribution in the X-Y projection, which is outside the
diameter of the target. This halo component is rejected by small scintillator veto detectors
around the beam. Three veto subsystems are used: Veto beam line (Vbl), Veto inner 1 (Vi1)
and Veto inner 2 (Vi2), which are placed on different positions along the beam in front of
the target. The far halo is the remaining component of the halo, further away from the beam.
This component is rejected by large area scintillator detectors. Two large veto subsystems:
Veto outer (Vouter1) and Veto up/down (Vud) are used. In Figure 34, all veto elements are
shown. The final veto signal is a combination (logical OR) of all veto subsytems, which is
called Vtot. The veto signal is used in most physics triggers.
The advantage of using the veto system is clearly the reduction of the number of events,
which has to be treated by the DAQ. This leads to a decrease of the DAQ dead time. Using
the veto also increases the purity of the triggers. But a new dead is introduced: the veto dead
time, which is given by the rate of the veto system RVeto and the duration of the veto time
gate TVeto, which prohibits a trigger signal. The duration of the veto time gate is adjustable
by the coincidence module. A compromise between the minimal time gate, given by the time
jitter of the veto and the trigger elements, and a large time gate, resulting in a large veto
dead time, is chosen. The time gate TVeto varies from 8 ns for the Inner Vetos and 20 ns for
the Outer Veto.

4.2 hodoscopes and veto detectors

The trigger hodoscopes and veto detectors at COMPASS are made of scintillator counters
generalyl composed of three main elements: the scintillator, the optical coupling (in form
of a light guide) and the photomultiplier tube, where the emitted light is converted into an
electronic signal. At COMPASS, all scintillators are organic solid-state scintillators.
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4.2.1 Scintillator

In particle physics, solid-state scintillators are mainly used to provide fast time informa-
tion, especially for trigger purposes. Due to the fast response, plastic scintillators are se-
lected. Plastic scintillators consist of a transparent plastic medium such as polyvinyltoluene,
polyphenylbezene or polystyren. Fluorescent material (naphtalen, anthracen, p-terphenyl,
etc...) is added in a concentration of about 10 g/l. An additional wavelength shifter (POPOP,
MSB) is included to shift the wavelength of the light. As radiation passes through the scintil-
lator material, the atoms and the molecules are excited and emit light. This light comes from
free valence electrons. A characterisitc energy diagram is shown in Figure 33 with the spin
singlet state S and the spin triple state T [60]. The ground states are denoted with the index
0 and the excited ones with ˚. Each level also has a fine structure in form of vibrational states
(e.g.S01). The vibrational states have typically energies of a few tenth eV.
Through the energy deposition of the traversing charged particle, the valence electrons are
elevated to the S˚˚. Their vibrational states immediately (<10 ps) decay via internal degrada-
tion without emission of light to the ground states of S˚. Subsequently, S˚ decays to an ex-
cited vibrational state of S0 under emission of a photon. The photon energy is E(S˚)´ E(S01).
Because S˚ decays into an excited state S01, the emitted photon cannot be used for the tran-
sition S0 Ñ S˚: this explains the transparency of scintillator for their own light. The process
happens on the scale of a few nanoseconds and is therefore called “prompt” light component
of the scintillation light.
Through internal degradation, the excited triple state decays to the lowest ground state T0.
The transition from the triple ground state to the singlet ground state is forbidden by the
multipole selection rules. But the interaction of two T0 molecules leave one of the molecules
in the S˚ state,

T0 + T0 Ñ S˚S0 + phonons.

The light is then produced as described for the single state. This light component is slower
than the one produced in the single state.
The light produced within the scintillator is transported through total reflection of the flat
surfaces. A careful handling of the scintillator is mandatory to ensure the quality of the
surface. Scratches and irregularities lead to light loss. In COMPASS, the scintillator type
BC4081 is commonly used.

4.2.2 Photomultiplier Tubes

The photomultiplier tube (PMT) is an evacuated volume with an entrance photocathode, a
multistage dynode system and an end anode for the read-out of the weak electron signal.
The high voltage supply of the various electrodes is done with a voltage divider.
The photocathode consists of a sensitive material with a low work function, which converts
photons into electrons by the photoeffect [61]. Typically, alkali compounds are used. The
quantum efficiency varies between 10 and 40 %, depending on the material used. The right
illustration of Figure 31 shows the quantum efficiency as a function of the input light for
a bialkali (Sb-K-Cs) photo cathode, which is commonly used at COMPASS2. The maximum
quantum efficiency of 30 % is reached with blue to violet light with a wavelength between
300 and 500 nm. The slow photoelectrons are then accelerated through a focusing electrode
towards the first dynode, where upon hitting, more low energy electrons are emitted, which

1 http://www.crystals.saint-gobain.com/uploadedFiles/SG-Crystals/Documents/SGC%

20BC400-404-408-412-416%20Data%20Sheet.pdf

2 http://my.et-enterprises.com/pdf/9814B.pdf

http://www.crystals.saint-gobain.com/uploadedFiles/SG-Crystals/Documents/SGC%20BC400-404-408-412-416%20Data%20Sheet.pdf
http://www.crystals.saint-gobain.com/uploadedFiles/SG-Crystals/Documents/SGC%20BC400-404-408-412-416%20Data%20Sheet.pdf
http://my.et-enterprises.com/pdf/9814B.pdf
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Figure 31: Left: Relative light output for the scintillator material BC408. Right: Quantum efficiency
for the PMT 9814KB from Electron Tubes, the “B” version is used in the experiment for the
new hodoscope H2.
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Figure 32: Example for a scintillator count with 1: scintillator, 2: light guide, 3: magnetic shielding, 4:
photocathode, 5: focusing electrode, 6: vacuum bulb, 7: first dynode, 8: multiplier dynodes,
9: anode, 10: voltage divider and 11: high voltage input and signal output.

are focused on the next dynode. On each dynode, around 3 to 10 secondary electrons are
released. Because the array of dynodes operates with increasing voltage difference, the char-
acteristic gain of a typical PMT is 106 to 108, depending on the amount of used dynode stages.
On the final anode, the electric signal is measured.

4.2.3 Final Composed Scintillator Slab

It is important to match the components of the scintillator counter to obtain an efficient
scintillator counter. Figure 31 shows the relative light output of a BC408 scintillator and the
quantum efficiency of a 9814K PMT, whose maxima match. Those two components are ex-
amples for PMTs and scintillators used at COMPASS. A complete scintillator slab (Figure 32)
consists of an active area made of scintillator material, light guides, photomultiplier tubes
and high voltage dividers. Optionally, the scintillator can be read out on both side to im-
prove the precision of the time measurement.
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Figure 33: Overview of the singlet and triplet energy levels in a scintillator. The valence electrons are
excited via absorption. Photons are emitted when relaxing to the ground state (fluores-
cence).

The scintillator is wrapped in a crumbled reflective foil. Under some photon angle, the light
can escape the total reflection of the scintillator. The crumbling changes the angle of the es-
caped photons that are then reinjected in the scintillator. This reduces the loss of photons. In
addition, a light tight plastic foil encloses the scintillator, preventing the read-out of environ-
mental light. Light guides made of plexiglas (PMMA) are used to connect the scintillator to
the entrance window of the PMT. The light guide has two functions. The active material has
rectangular faces, while the photomultiplier tubes mostly have round faces. The light guide
conducts the photons from the front boundary of the scintillator to the sensitive shape of the
photomultiplier tube with few losses. As PMMA is easy to handle, longer light guides in dif-
ferent shapes can be used to bring the read-out away from the acceptance of other detectors.
An example is shown in Figure 23: the PMTs of the RPD are brought out of the acceptance
with long light guides. Mostly, fish-tail light guides are glued directly onto the scintillator
material. The fish tail is also wrapped in the crumbled and the light tight foil. With a me-
chanical construction, the entrance window of the photomultiplier is pressed onto the round
face of the light guide. Optionally, optical grease or transparent silicon discs can be used to
improve the light transport from the light guide to the photomultiplier.
Photomultiplier tubes are sensitive to magnetic fields. The magnetic field of the spectrometer
magnet or even the magnetic field of the earth are large enough to deviate the electrons from
their optimal path through the photomultiplier and thus reduce the efficiency drastically. A
magnetic shield made of a thin µ-metal layer is enough to protect the photomultiplier from
weak magnetic fields. For stronger fields, additional soft iron shieldings have to be used.
The size of the shielding depends on magnetic field strength, the number of dynodes and
electron acceleration gap between the dynodes. Thus, larger photomultiplier tubes require
thicker shielding for optimal operation .
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Figure 34: Schematic overview of all physics trigger elements (not to scale), showing the veto elements,
the trigger hodoscope, the muon filter and the calorimeters. The spectrometer magnets are
shown in green.

4.2.4 Trigger Subsystems

Figure 34 shows the position of all trigger hodoscope elements and the veto elements in the
COMPASS spectrometer and the characteristics are summarised in Table 8 in the Appendix.
Hereinafter, starting with the triggers from low Q2 to higher Q2, the various triggers are
explained. Most hodoscopes have a rectangular shape, adapted to the acceptance of the spec-
trometer and the kinematic region. To reduce rates, the undeflected beam is not detected by
the hodoscopes. This is done either by a rectangular hole in the center or by replacing the
central scintillator part by an inactive material. The larger hodoscopes are separated into two
halves to increase the stability with shorter scintillator slabs. The individual trigger elements
are shown in Figure 35. The Inner hodoscopes are not shown in this Figure, due to their
small dimensions and the more complicated geometry with diagonal slabs. Figure 36 shows
the kinematic coverage by the different trigger systems in the Q2 and y plane with black lines
indicating constant Bjorken x. It is coming from a calculation with 160 GeV/c muon beam,
the Z position of the hodoscope pairs and their sizes.

1. Inner Trigger (IT) is an energy loss trigger and consists of the hodoscopes HI4 and
HI5 with vertical strips. HI4 is installed in front of the ECAL2, while HI5 is installed
behind the last muon filter (MF3) at the very end of the spectrometer. The Inner Trigger
hodoscopes are only read out on one side. It is used for the smallest energy loss mea-
surements of the scattered muon. HI5 is a special hodoscope: with its small scintillator
strips and thus higher resolution, it is also used as a tracking detector. The IT is used
to collect data of low four-momentum transfer 0.001 (GeV/c)2

ă Q2 ă 1 (GeV/c)2 and
y ą 0.2. The IT is the only physics trigger that does not include the anti-coincidence
with the veto. With the proximity of the scintillator elements to the beam, the veto
would be constantly interfering and considerably decreasing the purity. To reduce the
rate, this trigger can only be used as a semi-inclusive trigger, thus the calorimeter con-
dition with the low threshold is applied.

2. Ladder Trigger (LT) is an energy loss trigger, which consists of two vertical hodoscopes
(HL4 and HL5) with varying slab sizes: fine slabs close to the beam and larger ones
outside. Starting in 2010, this trigger was used as an inclusive trigger. Before 2010, LT
was used as a semi-inclusive trigger, thus the calorimeter condition was applied.
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3. Middle Trigger (MT) is a target pointing trigger covering angles from 0.5 mrad to
5 mrad. To reduce the rate at these small angles, the horizontal planes are supplemented
by vertical ones providing an energy loss trigger. It consists of two vertical hodoscopes
(HM4X and HM5X), which are read out by one side. In addition, the MT has four hor-
izontal hodoscope planes: HM4Y (up), HM4Y (dn), HM5Y (up) and HM5Y (dn), read
out on both sides. This trigger is simultaneously used inclusively and semi-inclusively.

4. Outer Trigger (OT) is a large target pointing trigger. It consists of two horizontal ho-
doscopes (HO3 and HO4). Due to the size, H04 is divided into two halves. The OT
covers angles θ larger than 5 mrad, up to the end of the acceptance of the small angle
spectrometer. The OT is mainly used to select muons in the momentum-transfer range
of 10 (GeV/c)2

ă Q2 ă 20 (GeV/c)2.

5. Large Angle Spectrometer Trigger (LAST) is a target pointing trigger and is the only
trigger system that is completely set up in the large angle spectrometer of COMPASS.
It consists of two horizontal hodoscopes: H1 and H2, with H2 further divided into two
hodoscope halves. This trigger covers the range of large momentum-transfers (Q2 ą

10 (GeV/c)2) and large x. This trigger was newly implemented in the COMPASS setup
in 2010; more technical details are given in Chapter 5.

6. Calorimeter Trigger (CT) covers a large kinematic range. Both HCALs are used to make
the trigger. A cluster in one of the calorimeters with a minimal energy deposition fires
the trigger when no veto signal is applied. The CT has also a large kinematic overlap
with all the other physics triggers. The CT is mainly used for high Q2 analysis and as
an unbiased trigger sample to determine the trigger efficiencies.

Figure 37 shows the kinematic variables y and Q2 for the different triggers. The kinematic
distributions are taken from 2006 data with minimal cuts on the data: a beam muon and a
scattered muon with an interaction point within the target material were required. One nicely
sees the contribution of the various triggers to the different kinematic regions. The peak at
Q2 = 0.1, which is seen by all triggers, is originating from the elastic scattering of the muons
on the hull electrons of the target.

4.2.5 List of Auxiliary Triggers

In addition to the physics trigger, a set of technical triggers is used, mainly during the data
taking for spectrometer alignment.

1. Beam Trigger (BT) triggers on the incoming beam, using the scintillating fibre detectors
FI01 and FI02 as explained in Section 3.2.2. This trigger has a simple set-up and is
used in the start of run to time in all other triggers. This trigger is also used for the
spectrometer alignment.

2. Veto Inner Trigger (VI) is a coincidence of the two inner veto detectors (Vi1 and Vi2). It
is used in the alignment to illuminate small angle detectors. The VI trigger rates help
to investigate the quality of the beam; a higher rate might indicate a beam focusing
problem.

3. Halo Trigger (Halo) triggers on halo muons further away from the beam axis. This is
achieved by a coincidence of the Vouter and the hodoscope HO4. Again, this auxiliary
trigger is used for the alignment runs and to estimate the halo beam rates.
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Figure 35: Overview of all hodoscope of the COMPASS experiment from a) to j): H2, H1, HO3, HO4,
HM4X, HM5X, HM4Y, HM5Y, HL4 and HL5. The hodoscopes are shown in scale with a
reference scale. The Inner Trigger elements are not shown here.
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Figure 37: Inclusive kinematic variables for the 2006 run separated by the most important physics
triggers.

4. Random Trigger (RT), as described above generates a randomly distributed trigger
signal that is used for flux measurements (Section 6.3) and unbiased detector tests.

4.2.6 Trigger Pattern and the Event

Each trigger has an individual identification number, which is used in the analysis to relate
the events to the fired triggers. In total, there are 12 physics triggers with some auxiliary
triggers numbered from 0 to 11. As the triggers have a kinematic overlap, it is possible to
have an event with several triggers activated. The trigger arriving first is the time leading
trigger. Any physics trigger arriving within a time window of 25 ns with respect to the time
leading trigger is accepted. For a clear distinction, an alternative numbering is used offline:
the Trigger Mask is made by the decoding library in the data reconstruction algorithm. It uses
the information from the Prescaler module, where all trigger signals arrive. The trigger bit is
translated into the mask by:

mask = 2Bit

For several triggers in one event, the masks can be added, leading to a distinct trigger number.
For example, in one event trigger bit 0 and 4, fired. Translated to the trigger mask, it is 1 and
16, thus the event has the trigger mask 17.

4.3 trigger electronics

The analogue signals coming from the PMTs are discriminated and split into two signals.
The first one is read out by TDCs for the time information and monitoring of the hodoscope
slabs. The second signal stream is used as input for the coincidence matrices. The setting of
the matrices depends on the trigger type. For the MT, the outputs of the matrices (energy
loss and target pointing) are combined. Then, the veto is applied yielding the final trigger
signal which is split again: to be counted by a scaler and to be used as input for the Trigger
Control System. Figure 38 shows the electronics chain from the PMT analogue signals to the
final trigger signal for the Middle Trigger.

4.3.1 Discriminator

Constant fraction discriminators (CFD) developed by IPN Orsay are used to convert the
analogue signals from the PMT into digital ones. For the both-sided hodoscope slabs, the
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Figure 38: The electronic chain from the analogue PMT signal to the final trigger signal with the
discriminator, the mean timer, the coincidence matrices and the final coincidence, where
the veto signal and the calorimeter conditions are applied. Each step is monitored by TDCs.

average time (meantime) of the two PMTs is used. The meantime is used so that the hit
time of the hodoscope is independent of the hit location along the scintillator slab. Using
the meantime also assures a better time correlation to the other detectors in the experiment.
The meantime is determined directly on the discriminator boards. The CFDs employ one
comparator for threshold discrimination, and another one which compares the differentiated
with the integrated signal for a pulse height independent timing. The meantimer works with
one current source per input to ramp a voltage across a capacitor up to a threshold level [62].
This allows to choose the delay and the range of the mean timing stage as needed. With the 64
available inputs, each coincidence board allows to read out and process either 64 single-sided
counters or 32 double-sided counters. The output of the discriminator board is provided as
LVDS (Low-voltage differential signaling) and directly split into two signal streams. The first
one is sent to TDC modules for monitoring and measurement of the timing. The second one
is sent to the coincidence matrix.

4.3.2 Matrix Coincidence

A coincidence matrix is used for a pair of hodoscopes planes. The input are the digital signals
provided by the discriminator. They are checked for the presence of allowed combinations.
All muon triggers use a coincidence matrix. The shape of the allowed coincidences of the
matrix is shown in Figure 38 for the MT. The shape depends on the type of the used trigger.
The coincidence matrix for all target pointing triggers are shaped as a diagonal matrix with
a hole in the center to reject near halo, which has not been vetoed and appears to come from
the target. For energy loss triggers, the coincidence matrix is set to a triangular shape as
the trigger condition in the bending plane of the spectrometer magnet is smeared out, what
means a threshold energy loss is required.
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Figure 39: Left: Veto dead time as a function of the time in spill for two triggers: the Middle Trigger
and the Random Trigger. Right: The ratio of the two dead times leads to the duty factor,
which shows the quality of the delivered beam.

The coincidence matrix boards, with programmable delay for each input and pulse shaper,
are built for 6U VME crates and have 64 inputs, which allow the treatment of 32 ˆ 32 chan-
nels.

4.3.3 Final Trigger Logic

In the case of the MT, the two outputs of the coincidence matrix (one for target pointing
and one for energy loss) are put into coincidence to combine the two trigger types. The
veto and/or the calorimeter condition are applied with a coincidence to finalise the trigger.
Most of the triggers only fire with the absence of a veto signal, with the exception of the
Inner trigger. The calorimeter condition is used to obtain semi-inclusive triggers. The final
trigger is then sent to the prescaler module. Here, the number of triggers can be reduced by a
division factor to reduce the load on the DAQ. The auxiliary triggers do not yield interesting
events and are prescaled by a large number. The prescaler is connected to the trigger control
system, which enables the read out of the front-end of the detectors.
The signals from the PMTs to the final trigger are monitored in each step of the electronic
chain using TDCs. The final triggers are counted by a scaler to obtain the numbers of trigger
attempts. The actual number of triggers processed by the DAQ is called accepted triggers.

4.3.4 Veto Dead Time

When a veto signal is created by halo muons, the ability to trigger on a new event is inhibited
for a certain time. The veto dead time is characterised as the fraction of data taking time dur-
ing which no triggers can be accepted because veto signals are present. This time is dictated
by the trigger electronics, the veto electronics and the width of the time window of the veto
signal. Also random coincidences between the hodoscopes and the veto system cause this
dead time of the trigger system. In addition, the stability and quality of the beam delivered
by the SPS influence the veto dead time. The halo muon rate increases with the beam inten-
sity and a defocused beam mainly hits the veto detectors. In absolute measurements of cross
section, the veto dead time needs to be corrected for. An overview and a nice description for
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the veto dead time measurement can be found in [63] and [64]. Two methods are used to
measure the veto dead time (VDT).

4.3.4.1 Middle Trigger Veto Dead Time

The veto dead time is measured with two modified versions of the Middle trigger, a MT
without veto and a MT with a delayed veto. This veto delay has to be chosen large enough
(32 ns) to create random veto coincidence. The veto dead time is then measured by the ratio

RMT =
MT(delayed Veto)

MT(no Veto)
. (47)

This is the fraction of time, in which a veto signal randomly suppresses the trigger signal.
In the ideal case, the veto dead time should not depend on the chosen trigger. This method
takes into account all effects coming from the beam line, such as the intensity and beam time
structure.

4.3.4.2 Random Trigger Veto Dead Time

Similar to the first method, in which the Middle trigger is utilised, the dead time can be
measured with the random trigger, with and without the veto. Due to the random character
of the random trigger, the veto signal does not need a delay.

RRT =
RT(Veto)

RT
(48)

Figure 39 shows the veto dead time measured for the Random Trigger (red) and for the
Middle Trigger (black) as a function of the time in spill for one spill of the year 2010. All
relevant numbers to calculate the dead times are stored in the database. For MT, the dead
time starts with a high value coming from a large number of halo muons at the start of the
extraction. At the end of the spill, the veto dead time decreases as the beam intensity drops.
For the RT, the veto dead time rises slowly until it drops due to the beam depletion. The MT
dead time is always higher than the RT dead time as more effects are taken into account. The
division of those two dead times

RRT

RMT = D (49)

leads to the duty factor D, which describes the quality of the delivered beam from SPS.



5
T H E L A R G E A N G L E S P E C T R O M E T E R
T R I G G E R ( L A S T )

The COMPASS II phase started in 2012 and focuses on measurements of Deep Virtual Comp-
ton Scattering (µ+ p Ñ µ1+ p1+γ) and the Drell-Yan process (π + p Ñ 2µ+ X). For DVCS, a
new trigger system was requested to enlarge the acceptance towards larger Q2. The Calorime-
ter Trigger cannot be used as it triggers only on final-state hadrons, which are not available
in this process. In DY, the focus lays on the measurement of muon pairs with large angles.
The hadronic state X is absorbed using large hadron absorbers right behind the target, in
the best case, only two muon with opposite charged remain in the final state. To meet the
requirements (large Q2 and large scattering angle) of both physics programs, a trigger sys-
tem was designed and set-up in the LAS part of the COMPASS spectrometer. The system
consists of two trigger hodoscopes with horizontal slabs for target pointing and a suitable
trigger electronics, which allows to trigger on events with one or two outgoing muons. The
new hodoscopes are called H1 and H2, in accordance with the nomenclature of the existing
hodoscopes. The trigger system was conceptualised in 2009 and put in place during the 2010
run with a transverse polarised target. The detectors were commissioned, so that in the same
year, the collaboration could already benefit from the increased kinematic range in Q2 and x
for inclusive triggers [65].

H1 H2

target

RICH
SM1 SM2MF1

beam

Figure 40: The first stage of the COMPASS spectrometer with the position of the hodoscopes H1 and
H2. The dashed black lines indicate the maximal acceptance.

5.1 concept

To reach larger angles, a muon trigger on the basis of target pointing is appropriate with two
scintillator hodoscope in the LAS of the COMPASS spectrometer. One of the hodoscopes has
to be placed behind an absorber to allows for muon identification. The only absorber in the
LAS is the MF1, leading to position behind MF1 before SM2. The size of the larger hodoscope
H2 has to match the size of the large area tracker (DC, MW1) to assure the reconstruction
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Figure 41: Technical drawing of the 2010 H1. The groupings (outer, inner and hole) are show in differ-
ent colours. The air light guide is shown in brown. The soft iron shieldings are attached to
the grey aluminium frame. The ROHACELL structure is not shown here.

of muon tracks. The hodoscope H2 has a central hole, matching the aperture of SM2, to free
the acceptance for the second spectrometer part (SAS). The size of the horizontal scintillator
slabs are optimised for the Drell-Yan data taking. This granularity is chosen such that it is
possible to suppress events coming the hadron absorber and taking into account the multiple
Coulomb scattering. The hodoscope H2 is divided into two halves for mechanical stability.
The smaller counterpart H1 is installed as far as possible from H2 and as close as possible to
SM1. The only free space in the spectrometer was directly in front of the RICH. The resulting
distance between the two hodoscopes is 10.2 m. Because of the proximity to the hadron PID
detector, H1 had to be as thin as possible. In Figure 40, the position of both hodoscopes (H1
and H2) is shown. Like most hodoscopes, H1 and H2 are read out by PMTs on both sides.
Due to the proximity of the hodoscope to the spectrometer magnets, a suitable magnetic
shielding is used.

5.2 hodoscope h1

The hodoscope H1 is located in the first spectrometer part, directly in front of the RICH,
the detector responsible for the ID of hadrons. The hodoscope has thin scintillator slabs to
minimise the material. In addition, the soft iron shieldings are brought out of the acceptance
of the RICH with long plexiglas light guides. Muons or other particles hitting the massive
soft iron shieldings are likely to produce additional hadrons, messing up the RICH detector
response and the identification of hadrons. The hodoscope H1 has a central hole, matching
the acceptance for the second spectrometer. The inactive area is realised with a air light guide.
In Figure 41, a technical drawing of H1 is shown.
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5.2.1 Dimensions and Position

The hodoscope H1 has a size of 2300 mm ˆ 1920 mm and consists of 32 horizontal scintillator
strips. It has a central hole of 500 mm ˆ 240 mm, so the total active area is 4.3 m2. The
hodoscope H1 is located at the Z-position 582 cm in the COMPASS reference system. The
available space for H1 was approx. 30 cm along the beam direction. The detector is hold in
place by a frame made of BOSH aluminium rods, to which each soft iron shield is attached.
Deformation studies of this profile have been done by the COMPASS Trieste group. The
studies were performed assuming that 350 kg are attached to the center of the bar. The result
is illustrated in the Appendix (Figure 124). The maximum deformation is 3.6 mm.

5.2.2 Substructure and Hole

To minimise the material in front of the RICH, the individual scintillator strips are not stag-
gered like in most of the other scintillator hodoscopes. H1 is divided into five subsections:
2 groups of 7 slabs for the outer region of the hodoscope (top and bottom), 2 groups of 6
slabs for the inner region and one group of 6 slabs for the central hole region. The grouping
assures the mechanical stability of H1. To measure the meantime, the slab has to be read out
on both sides. The central hole cannot be equipped with PMT with soft iron shieldings. For
DVCS, the shielding would absorb the final-state photons. Connecting the two sides of the
central hole with plexiglas would lead to too much material. Therefore, a construction with
a high reflective foil was used to make air light guides. In 2010 and 2011 for the nominal
position of the polarised target position, the central hole group consisted of 4 air light guide
slabs and two normal long slabs. The air light guides are made of high reflective ESR foil1

(Enhanced Specular Reflector) produced by 3M. The foil is folded into a rectangular casing
and slipped over the end of the central scintillator slabs. The principles of the air light guides
were developed in Mainz and are described in [66] and [67].
The position and the size of the hole was changed in 2012 to a symmetric geometry [68] for
the more upstream position of the target of the DVCS and the DY data taking. The number
of air light guides was increased to six.

5.2.3 Scintillator Slabs and Light Guides

The scintillator material is BC408 from St. Gobain2. The normal slabs are 230 cm long, 6 cm
wide and 1 cm thick. The slabs in the hole region are 80 cm long in the bending direction of
SM1 for positive muons and 100 cm in the opposite direction. Since 2012, the central slabs
with air light guides are 90 cm long, on both sides. The single scintillator slabs are wrapped
in a 0.2 mm thick aluminised mylar foil. The grouping is wrapped in 0.5 mm thick black foil
for light tightness. To collect the light, polished light guides made of PMMA are glued to
both ends of the scintillator slabs. The geometry is a cylinder with an attached truncated
cone (frustum) which has been cut to match a more rectangular shape for the scintillator
slab, leading to a "fish-tail" like shape. The construction plans are shown in the Appendix in
Figure 118. The light guides are 48 cm long. The wide part of the light guides matches the
cross section of the slab, while the round side matches the entrance window of the PMT.

1 http://multimedia.3m.com/mws/media/380802O/vikuititm-esr-msds.pdf?fn=ESR.pdf

2 http://www.crystals.saint-gobain.com/uploadedFiles/SG-Crystals/Documents/SGC%

20BC400-404-408-412-416%20Data%20Sheet.pdf

http://multimedia.3m.com/mws/media/380802O/vikuititm-esr-msds.pdf?fn=ESR.pdf
http://www.crystals.saint-gobain.com/uploadedFiles/SG-Crystals/Documents/SGC%20BC400-404-408-412-416%20Data%20Sheet.pdf
http://www.crystals.saint-gobain.com/uploadedFiles/SG-Crystals/Documents/SGC%20BC400-404-408-412-416%20Data%20Sheet.pdf
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Figure 42: The soft iron shielding, the voltage divider, the PMT, the µ metal shielding and the capton
insulation of H1. The aluminium part serve as a fixation.

5.2.4 Read-out, PMT and Shielding

Each scintillator strip is read out on both sides by PMTs of the type XP2982 or XP2900 (in the
outer region). XP2982 is a fast, 11-stage, 1 1

8 inch photomultiplier tube with a bi-alkali cath-
ode3. The voltage divider was designed at the University of Warsaw, Poland and the circuit
diagram is shown in Figure 121. Due to interferences of the target solenoid field and SM1, the
PMTs are shielded with a double layer of µ metal with a thickness of 0.2 mm and by a 4 mm
thick cylindrical soft iron tube. The dimensions of the soft iron shielding are I = 46 mm
and a length of 290 mm. In between these magnetic shieldings, a 0.2 mm thick capton foil
for insulation is placed. An aluminium ring fitting on the cylindrical part of the light guide
is used to attach the soft iron shielding. The PMTs and their voltage dividers are mounted
on the end cap of the shielding with a spring as place holder. The PMT is inserted into the
soft iron shielding and hold in place with the end cap. Inside the magnetic shieldings, the
spring pushes the detection window of the PMT onto the light guide. In Figure 42, all parts
of the H1 read out are shown. The shielding was tested in the magnetic field of SM1. Differ-
ent kinds of magnetic shielding were test and the analogue signal of the PMT observed. The
current shielding set-up is fit and no visible change of the analogue signal is observed in the
magnetic field. To keep the attenuation low, thick cables (COAX C-50-6-1 50 OHM) are used
for the signals. As the H1 and H2 signals are put to a coincidence, the cable length of H1 to
the electronic has to compensate for the time of flight of the muons between H1 and H2. It
also has to compensate for the different transit times of the different PMT types.
The nominal voltage for the XP2982 PMT is around 1600 V. Each channel has been tuned
individually during spill by observing the muon band with oscilloscope. The high voltage
is provided by a SY1527 crate from CAEN with three 24-channel modules with the corre-

3 www.photonis.com/upload/industryscience/pdf/pmt/XP2982.PDF

www.photonis.com/upload/industryscience/pdf/pmt/XP2982.PDF
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sponding distribution boxes (A1932 Radial to SHV Cable adapter). The analogue signals are
converted to digital signals by CFD from CAEN4.

5.2.5 Mechanical Stability

The low material budget and the lack of place made the mechanical stability of the detector
challenging. The groups of scintillator slabs are attached to the aluminium frame at the
soft iron shieldings with clamps. Due to the length and the thickness of only 1 cm of the
scintillators, each group had to be reinforced with a casing with a very low material budget
composed of ROHACELL (1 cm and 2 cm thickness) and fibre glass strips. Each group of H1
has 2 cm of ROHACELL IG 31 (0.032 g/cm3 density) on one side and 1 cm of Rohacell IG 51
(0.052 g/cm3 density)5 on the other side. These parts are glued with ARALDITE rapid6 to a
rectangular envelope around the scintillator groups to avoid sagging and vibrations of the
groups. ROHACELL is a structural foam with low density and high mechanical stability. The
ROHACELL fibre glas casing is also mandatory for the stability of the air light guide group.
Figure 122 (Appendix) shows an overview of H1 with the ROHACELL casing, the light
guides, the shieldings and the BOSH aluminium frame. The different groups are mounted
on top of each other. The weight is distributed on the clamped soft iron shielding and the
supported ROHACELL/fibre glass casings.

5.3 hodoscope h2

H2 is the larger hodoscope of the LAS trigger and also one of the largest detectors in the
experiment.

5.3.1 Dimension and Position

The hodoscope H2 has a size of 4995 mm ˆ 4197 mm and a central hole of 1495 mm ˆ

781 mm, and thus a total active area of 19.8 m2. A technical drawing of this detector is shown
in Figure 43. H2 is installed directly in front of the second spectrometer magnet (SM2), behind
the MF1 and the second half of MW1. This corresponds to 1600 cm from the target center in
the COMPASS reference system. H2 is attached to a cross beam bar resting on a support
frame of SM2, the position along the beam may change by moving SM2. The total mass of
the hodoscope is 2.5 tons. Due to lack of space, the width of H2 had to stay below 30 cm.

5.3.2 Substructure and Hole

For mechanical stability, the large hodoscope H2 is divided into two symmetric halves (Y1
and Y2). A central hole, made by shorter scintillator slabs, matches the acceptance of the
second spectrometer part. The hodoscope halves Y1 and Y2 have an overlap of 50 mm. Each
half consists of 32 scintillator slabs. The slabs are staggered with an overlap of 2 mm to avoid
acceptance holes. The gap between Y1 and Y2 in Z is 50 mm. H2 has 128 readout channels.

4 http://www.caen.it/csite/CaenProd.jsp?parent=11&idmod=46#

5 http://www.roehmschweiz.ch/fileadmin/Roehm/PDF_Rohacell/ROHACELL_IG_IG-F_Product_Information.pdf

6 http://www.go-araldite.com/products/epoxy-adhesives/araldite-rapid-2-x-15ml-tube

http://www.caen.it/csite/CaenProd.jsp?parent=11&idmod=46#
http://www.roehmschweiz.ch/fileadmin/Roehm/PDF_Rohacell/ROHACELL_IG_IG-F_Product_Information.pdf
http://www.go-araldite.com/products/epoxy-adhesives/araldite-rapid-2-x-15ml-tube
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Figure 43: Technical drawing of H2 with the normal slabs, the long ones above the central hole, the
top-most short ones and the slabs at the central hole with the bent light guide. The plexiglas
elongation of the long slab is shown in green.

5.3.3 Scintillator Slabs and Light Guides

For the scintillator slabs of H2, BC408 is used. The standard slabs are 252.5 cm long, 13.6 cm
wide and 2 cm thick. For different regions in H2, the slabs are cut to the appropriate size.
After cutting, the surface had to be machined with a diamond tool turning machine to obtain
a transparent surface without scratches. Each slab of H2 is wrapped in a layer of crumpled
aluminised mylar foil for light reflection and a layer of black foil for light tightness. The
following slabs are used in H2 and are summarised in Table 4:

• Short: the top-most slab is shortened by approx. 30 cm because of the structure of SM2,
where H2 is installed, interferes with the insertion of PMT and the voltage divider.

• Normal: the standard slabs are used for the largest part of H2.

• Bent: in the central hole standard slabs are used. To obtain a both-sided read-out with-
out perturbation of the detectors in the SAS, special light guides are used.

• Long: the slabs directly above and below the hole are extended with 630 mm PMMA
slabs to have the PMT shielding out of the SM2 acceptance.

For the light collection, three different light guides made of PMMA were developed and
produced. Figure 119 (Appendix) shows the fishtail light guide used in most of the (normal)
hodoscope slabs of H2. For the slabs prolonged by PMMA, a modified version of the fish-
tail light guide is used for mechanical reasons. A both-sided read-out is needed, even in the
central hole region. With only conventional light guides in the center, the soft iron shielding
with high atomic Z would perturb tracks heading towards the second spectrometer. A com-
bination of a normal fishtail light guide and a bent light guide is used. The bent light guides
(Appendix, Figure 120) are hollow PMMA cylinders with a radius of 4.5 cm, cut in half and
glued on the straight light guides. They bend the light around 180 degrees, thus bringing the
PMTs with their shielding out of the acceptance of the Small Angle Spectrometer. Naturally,
those bent light guides are not as efficient as straight ones. On a test bench, the performance
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element name quantity length in mm function

Short 2 2217 top

Normal 46 2525 normal

Long 4 2525 + 630 PMMA slabs around hole

Bent 12 1775 bent light guide on hole

Table 4: Summary of the H2 elements.

of a bent light guide was tested: around 50 % of the scintillator light is lost in addition to the
lost of the attenuation. To maintain the staggering in the central region with the bent light
guides, the straight light guides are narrower than the scintillator slab (130 mm compared to
136 mm).

5.3.4 Readout, PMT and Shielding

The H2 scintillator slabs are read out on both sides with 9814KB PMTs with the matching
voltage dividers7. H2 is situated directly in front of SM2, so the hodoscope was designed
with soft iron shielding to ensure PMT performance. As in H1, metal rings are attached to
the cylindrical part of the light guide to hold the soft iron shielding in place. The PMTs
with the voltage divider casing (with springs to prevent PMT entrance window damage) is
screwed to the shielding. A µ-metal shielding around the PMTs and a standard CERN soft
iron shielding are used. The two shieldings are separated by an insulator (capton or teflon is
used). It has a diameter of 80 mm, a length of 36 cm and a thickness of 5 mm. Figure 10 shows
a dismounted readout for H2. Figure 44 shows the read-out parts for H2. As described in the
H1 section, thick COAX cables are used for signals. The signal cable length for each channel
in H2 (H1) is 51 m (63 m). Patch panels for the flexible cables are put on top of SM2.
The high voltage is provided by a SY1527 crate from CAEN. Six distribution boxes of the
type A1535N from CAEN (three on each side of the hodoscope) with 24 channels supply
the 128 PMTs. Each channel was individually tuned during the spill with an oscilloscope for
optimal HV settings. The HV varies between 1300 and 1600 V.

5.3.5 Mechanical Stability

The main requirement was to make the support as thin as possible due to the lack of space.
The support structure consists of six separate pieces and a suspension bar. The material
used is aluminium to allow the installation close to SM2, in the region with the presence
of the magnetic field of around 0.01 Tesla. Only the photomultiplier tube holders are made
from stainless steel. To check the stability in the magnetic field of SM2 and the load of
the weight, the support structure was simulated and optimised using CAD tools by the
COMPASS group of INFN Torino. The result of this study is shown in Figure 125 (Appendix).
With the simulated weight of 2.5 t, the maximum deformation is only 4.3 mm.

7 http://www.electrontubes.com/pdf/9814B.pdf. The 9814KB is a 51 mm (2 inch) diameter, end window photo-
multiplier with blue-green sensitive bialkali photo-cathode and 12 BeCu dynodes of linear focused design

http://www.electrontubes.com/pdf/9814B.pdf
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Figure 44: The PMT, the µ metal shielding, the soft iron shielding, the Teflon isulation, the metal
connector and the voltage divider used in H2.

5.4 trigger electronics

Instead of using the same design for the matrix electronic and the discriminator as the other
muon triggers, it was decided to take advantage of a new technology. The meantimer and
the matrix electronic are simulated on a FPGA (Field-Programmable Gate Array), an inte-
grated circuit, whose purpose can be configured by a software. The signal chain from the
hodoscopes to a trigger signal is shown in Figure 45. First, the analogue signals of H1, H2Y1
and H2Y2 (64 from H1 and 128 from H2) are brought to a Constant Fraction Discriminator
(CFD) with low loss cables, where each channel is discriminated. The discriminator has a
LEMO input and two ECL outputs, which are converted to LVDS. One output is sent to a
TDC read-out for the time measurement of the hodoscope hits and for monitoring. The sec-
ond output is brought to a GANDALF board, where both, the meantimers and the matrix
circuit, are programmed on the FPGA. Two GANDALF boards are used, one for each half of
H2. The digital signals of H1 are split into two, using an active LVDS splitter, to provide the
signals for each H2 half. In [69] and [70], the GANDALF board is described in details. The
development of the trigger electronics is reported in [71] and [72] by the Bonn part of the
COMPASS trigger group.

5.4.1 Constant Fraction Discriminator

The CAEN V812 board8 is a 1-unit wide VME module housing a 16 channel CFD. The module
accepts negative inputs and generates ECL pulses when the input signals exceeds a given
threshold. The constant fraction technique allows to precisely determine the timing of the
signal, as it does not depend on the signal height as in a leading edge discriminator (LED).
First, the input signal is duplicated: one of the signals is delayed by a fixed time, the other
one is damped and inverted. The sum of both signals gives a zero-crossing which is used as
the discriminator threshold, independent of the input signal height. After the high voltage

8 http://www.caen.it/csite/CaenProd.jsp?parent=11&idmod=46

http://www.caen.it/csite/CaenProd.jsp?parent=11&idmod=46
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tuning of each hodoscope, the discriminator threshold is set. The discriminator threshold has
to lie between the muon band and the background. For H2, the threshold of the discriminator
is set to 32 mV, which is around 1

3 of the average analogue muon signal band during the spill.
Due to the smaller PMTs in H1 and the resulting smaller analogue signals, the threshold in
H1 is 16 mv.
The CAEN V812 board has an adjustable dead time from 150 ns to 2 µs per channel, the
lowest possible dead time is used. The output gate width can be adjusted from around 15 ns
to 250 ns. A 15 ns (25 ns) gate is chosen for H1 (H2).

5.4.2 GANDALF

The GANDALF is a multi-purpose FPGA board, developed by the Freiburg group to analyse
the signals of the new Recoil Proton Detector of COMPASS (CAMERA) using GHz-sampling.
The board can be equipped with up to two mezzanine (IEEE P1386.1) cards providing 64
LVDS inputs, 64 LVDS outputs or 8 analogue inputs. The actual signals are processed by an
FPGA (Virtex 5 by Xilinx9), allowing the implementation of different logic functions. Con-
structed as 6U-VME64x/VXS modules, the GANDALF boards can be controlled via VME
bus to load a configuration into FPGA, read and/or write to the FPGA memory.
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Figure 45: Interconnection of the different devices of the LAS-Trigger.

9 http://www.xilinx.com/support/documentation/data_sheets/ds202.pdf

http://www.xilinx.com/support/documentation/data_sheets/ds202.pdf
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5.4.3 FPGA-Based Meantimer and Coincidence Matrix

The meantimer and the coincidence matrix are programmed on a FPGA. The meantime is
calculated with the discriminator outputs. It has a dynamic range of 23 ns, which defines
the maximum offset between the two discriminated PMT signals of one slab. This range is
sufficient to cover the full slab length of H1 and H2 (around 2.5 m). A veto input is imple-
mented for each meantimer to suppress any output, if the offset of the input signals exceeds
the dynamic range to prevent false outputs. For the 32 slabs of each hodoscope, one needs
64 parallel meantimers per GANDALF board. All these meantimers work independently.
To obtain the target pointing trigger condition, the meantimers of each slab and hodoscope
are connected to the coincidence matrix. This is done with an adjustable delay for each chan-
nel. Inside the coincidence matrix, each of the 32 H1 slabs is compared to the 32 slabs of each
hodoscope half of H2. To minimize the complexity, the 1024 parallel coincidence checks are
partially serialized. Each GANDALF module has a single hit output and a double hit output.
The veto signal Vtot is applied directly on the FPGA. The coincidence matrix pattern looks
similar to the ones of the target pointing triggers in the SAS. A diagonal is used to reject
parallel halo tracks.

5.4.4 Single Muon and Dimuon Trigger

The LAST is used to trigger on scattered muons in DIS with large Q2. This is achieved
with the combination of the single hit outputs of the GANDALF modules (H1/H2Y1 and
H1/H2Y2) and the absence of a veto signal.
The Drell-Yan process has two muons with opposite charges in the final state. Each muon
of the pair can either hit one H2 half or both hit the same H2 half. For this di-muon trigger,
the double hit output and the single hit output of the GANDALF are combined. In addition,
the one muon trigger can be combined with the already existing hodoscope triggers. The
performance of these di-muon trigger are under current investigation using data from the
DY data taking of 2014/2015.

5.5 performance

Analogue Signal and Hit Distribution: The left side of Figure 46 shows an analogue output
of two H2 PMTs of the same slab on a sampling oscilloscope (PMT1 in blue and PMT2 in
yellow). The measurement was taken with a muon beam and shows one muon hitting the
slab. It also shows the typical analogue signal of a scintillator read out by PMT. The rapid
falling flank of the signal originates from direct light produced in the scintillator, reaching
directly the photocathode of the PMT. The long tail is due to the indirect light, which reaches
the PMT photocathode later due to the reflection on the surface of the scintillator. The signal
height depends on the hit position of the muon along the scintillator (distance to the PMT).
The muon hit the scintillator slab closer to PMT1, the signal of PMT2 arrives later and the
signal height is smaller due to the attenuation of the light inside the scintillator [60].
With the monitoring tool COOOL, the hit distribution of the hodoscopes can be checked by
TDC entries. On the right side of Figure 46, the typical distribution for one half of H2 is
shown. As expected, the intensity is roughly symmetrical around the central slab and also
the different slab geometries and length can be deduced from the hit distribution.
Timing: Time resolution is the characteristic property of a trigger hodoscope. The resolution
is measured with a special COMPASS trigger monitoring software using the time information
of the hodoscope from a TDC read-out. The timing of each PMT (t1 and t2) is measured with
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Figure 46: Left: Analogue signal of two PMTs of one H2 slab. Right: Hit distribution of one half of
hodoscope H2.

/ ndf 2χ 49.69 / 8
Constant 30.7±3933 
Mean 0.0±-824.1 
Sigma 0.015±1.805 

time in ns
-850 -840 -830 -820 -810 -800 -790 -7800

0.5

1

1.5

2

2.5

3

3.5

4
310×

/ ndf 2χ 49.69 / 8
Constant 30.7±3933 
Mean 0.0±-824.1 
Sigma 0.015±1.805 E

ve
nt
s

Figure 47: Left: Timing of one H2 slab (Channel 12) .Right: Timing of the LAST, measured with the
BMS.
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Figure 48: Kinematic distribution of the LAST in comparison to the Outer Trigger and the Calo Trigger
Left: Q2. Right: x. Similar to Figure 37 in the Trigger Section, only a well-defined beam
muon and a reconstructed scattered muon are required with an interaction inside the target
material.
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respect to the timing of the BMS. Figure 47 shows the timing for an exemplary PMT of H2
and the overall timing of the LAST. To determine the timing, the meantime is calculated with

tmean =
t1 ´ t2

2
. (50)

The average time resolution per slab is around 250 ps. Combining all slabs and adding the
time uncertainties from the trigger electronic, the overall timing of the LAST is 0.9 ns. The
wavey time structure left and right of the main timing peak is coming from time structures
in the beam line and the accelerator system. The timing is determined by the standard devi-
ation σ of a Gaussian fit on the timing. The timing peak is shifted to zero like every trigger
at COMPASS: the trigger time gives the event time.
Trigger Performance: In Figure 48 shows the kinematic distribution for Q2 and the Bjorken
scaling variable x for the Outer Trigger, the CT and the LAST. The data shown in the kine-
matic plots are taken from the COMPASS run in the year 2010, the year of the installation.
As expected, the LAST is able to trigger on events with large Q2, exceeding the Outer accep-
tance. The kinematic overlap in the high Q2 region (>20 GeV) is very similar between LAST
and CT. And in the largest Q2 bins, there are events, which are exclusively triggered by the
LAST. The new LAST is able to trigger on scattered muons only, rather than hadrons as in
the CT case. The events are mostly expected at lowW2, corresponding to high x, where the
produced hadrons do not enter in the COMPASS acceptance due to their low momentum.
The peak at x „ 4 ¨ 10´4 and Q2 „ is due to elastic muon scattering on the electrons of the
target molecules.
In Figure 49, an extract of the scaler display during the 2010 runs is shown. It is used to
monitor the stability of the trigger rates, veto rates, dead times and beam specific quantities,
such as position and a estimation of the beam flux. As expected the LAST trigger rates are
as stable as the rates of the already existing triggers and follows nicely the trend of the beam
intensity.

Figure 49: The scaler display of the trigger rate in 2010. The LAST trigger is shown as purple squares.



6
T R I G G E R E F F I C I E N C Y A N D L U M I N O S I T Y
F R O M D ATA

In this Chapter, the treatment of the COMPASS data and the event structure are described.
In addition, two data analyses using special triggers are presented. First, the hodoscope
efficiencies are determined using the calorimeter trigger. In the second part, the true random
trigger is used to determine the useful particle flux in the COMPASS experiment. Together
with the target density, the luminosity is extracted.

6.1 data flow and compass analysis

The unprocessed data coming from the detectors is saved on an event-by-event basis. The
events contain TDC, ADC data and the channel numbers of hits for each detector. For a
physics analysis, the raw data has to be decoded, and calibration and correction procedures
for the detectors to be applied. The reconstruction program CORAL1 is used to reconstruct
trajectories in the spectrometer, determine interaction vertices and extract detector specific
information, e.g RICH information and calorimeter clusters. An option file for CORAL is
used to specify the reconstruction parameters for each year and physics program. For physics
analysis, the ROOT2-based software tool PHAST3 is used, allowing an easy access to all
kinematic and geometric parameters of the reconstructed tracks on an event-by-event basis.
The data flow is illustrated in Figure 50.

Raw data:
Hits in channels
Timings
Detector responses

mDST:
events
tracks
vertices

root files:
preselected data 
kinematics
data trees

CORAL

data reconstruction

PHAST

data selection

ROOT

data display

histograms:
display of results

Figure 50: Flow chart of the COMPASS data. The raw detector information is stored event-wise. The
reconstruction algorithm CORAL is used to decode the data. With PHAST and ROOT, the
data is analysed and display in a comprehensive way with histograms.

6.1.1 The DIS Event Structure

A DIS event must contain an incoming muon, an interaction in the target material, a scattered
muon and eventually additional outgoing hadrons. The identification of muons is crucial
for the physics analysis of deep inelastic scattering. From the reconstructed incoming and
scattered muon, all inclusive kinematics are calculated. For investigation of the structure of
the nucleon, the interaction vertex has to lie inside the 6LiD volume. Figure 51 shows a typical
reconstructed event by CORAL from a top view. The experiment is schematically drawn with
all detector positions and dimensions. The beam enters from the left and is detected in the

1 COmpass Reconstruction ALgorithm http://coral.cern.ch

2 http://root.cern.ch

3 PHysics Analysis Software Tools, http://ges.home.cern.ch/ges/phast/
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beam telescope. The red lines indicate reconstructed tracks, while the blue circles imply hits
on detectors. The red squares are hits associated to a track. Of note, not every hit is linked
to a reconstructed track, as it can also be caused by e. g. cosmics or detector noises. Behind
the target, there are at least four visible tracks with different properties. The two short tracks
are deflected in different directions by the first spectrometer magnet, thus are likely to be
hadrons with opposite charge and lower momenta. The long track passes the muon filters
and is reconstructed in the muon section by the MW2, hence this is the candidate for the
scattered muon. The fourth track is not bend strongly by the spectrometer magnets but the
reconstructed tracks end before the muon filter. This points to a charged hadron candidate
with high momentum, which was stopped by either the calorimeters or the muon filters.

Figure 51: A reconstructed DIS event by CORAL. It shows a schematic experiment (top view). The
beam enters from the left. Blue markers indicate hits in detectors and red lines show the
reconstructed track.

6.1.2 Incoming Muon

All tracks reconstructed in front of the target by the beam telescope are interpreted as the
incoming muons. Track parameters are measured by the scintillating fibres and the silicon
detectors. The momentum of the track is determined in the BMS. When the momentum can-
not be measured, it is set to 160 GeVq/c in the reconstruction algorithm. The incoming beam
from the M2 beam line consists mostly of muons due to the set-up of the beam line; any
kind of secondary particles are absorbed by the hadron absorbers in the beam line. The pion
contamination is smaller than 10´5. Muons in the tails of the spacial distribution are called
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halo muons and are removed from the data recording by the veto system.

6.1.3 Scattered Muon Track

As the final state may also contain hadrons, the scattered muon has to be identified. With
the help of the muon filters (MF1, MF2 and MF3) and the Muon Wall detectors, the scattered
muon can be identified. Due to the large absorption length of the filters, all tracks behind
there are assumed to be muons. The properties of a scattered muon track are: (1) it is a
reconstructed outgoing track that crosses at least 15 radiation length of material and (2)
comes from the target region. The charge corresponds to that of the incoming muon charge
and this track has to be compatible with the hits in the trigger hodoscopes. If several tracks
pass the requirements, the candidate with the largest momentum is chosen as the scattered
muon.

6.1.4 Vertex Selection

Interaction vertices are constructed out of intersections of tracks with a fit. So called primary
vertices have one incoming track, one scattered muon track and potentially further outgoing
hadron candidates. If several primary vertices are present, the best primary vertex is chosen,
which is the one with the smallest χ2 of the track combination fit. The vertex X and Y posi-
tions are determined using the incoming track, which is most precisely measured due to the
use of silicon strip detectors in the beam telescope. The Z position of the vertex is the average
Z of all tracks attached to that vertex.
Secondary vertices are intersections of reconstructed tracks that are not associated with the
incoming or the scattered muon. Generally, secondary vertices have exactly two outgoing
tracks. One example is the decay of a K0

S into a π+π´ pair. The π0 does not have a secondary
vertex because photons do not have tracks, only energy deposition in the electromagnetic
calorimeters.

6.2 hodoscope and trigger efficiencies

One of the main tasks of the COMPASS trigger group is to maintain and monitor the trigger
system. During data taking, the performance of the detectors is checked by using online
monitoring tools (COOOL and DCS). With this method, detector issues, e.g. switched off
scintillator slabs and timing problems, can be seen and swiftly be resolved.
To determine the hodoscope and the trigger efficiencies, reconstructed data is needed. With
the hodoscope efficiency, hodoscope slabs with problems, either on the electronic or on the
detector side, can be identified. With the trigger efficiency, the treatment and the correct
transmission of the trigger signal to the DAQ is checked. The offline efficiencies are needed
for the acceptance calculations and for quality checks of the collected data. Hodoscope slabs
with low efficiency are excluded from the data, as well as in the Monte Carlo simulations.
The hodoscope efficiencies are determined from reconstructed data on PHAST-level for each
hodoscope plane. An unbiased data sample is needed, where hodoscope hits are not required
to trigger the events. As described in Chapter 4.1.3, the Calo Trigger selects events, in which
hadrons leave a large enough energy cluster in the calorimeters. Thus, scattered muons from
Calo Trigger events can be used to check the performance of the hodoscopes. The efficiency ε
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is calculated by comparing the number of muons with and without hits in the corresponding
hodoscope.

6.2.1 Efficiency Event Selection

The hodoscope and trigger efficiencies are determined for each hodoscope and for each year,
for each muon trigger (OT, LT, MT and IT), except for LAST. The data selection, which is
adapted for each year of data taking, is the following: only Calo Trigger events with an
incoming and a scattered muon with a primary vertex inside the fiducial target volume are
considered. The momentum of the scattered muon has to be larger than 40 GeV to reject
muons coming from the pion decay. Six hits along the track behind MF2 are required to
identify the muon and the muon track has been measured accurately.
The scattered muon tracks are then extrapolated to the Z position of each hodoscope and
the X and Y position of the track is saved in a position map. Only tracks within the active
area of the hodoscope are considered. The same is done but with the requirement that a
detector response associated to that hit was found. This leads to two X-Y distribution for
each hodoscope. The geometrical acceptance of the hodoscope is checked in the analysis
software. Tracks outside the active detector area are rejected to remove edge effects and other
mismatches, which locally reduce the efficiency. The track parameters from the data are only
stored on a few positions (close to target and at last detector hit). In between these positions,
the parameters are calculated and multiple scattering is taken into account with a statistical
method. The position of the extrapolated track can be pushed away from the actual position,
which in a histogram leads to bin migrations. In addition, the position of the detectors used
in the data reconstruction algorithm CORAL and the actual position of the detector in the
experiment slightly differ. The hodoscope efficiency εhod is given by

εhod =
expected tracks with hit

expected tracks
. (51)

The same procedure applies for the trigger efficiency with the additional trigger bit:

εtrig =
expected tracks with hit and trigger bit set

expected tracks with hit
. (52)

As an example, the hodoscope and the trigger efficiency are shown using the 2006 data for
one half of the HO04 hodoscope, the counter part hodoscope HO03 and for HM05X, a part
of the Middle Trigger.

6.2.2 Requirement of the Efficiency Determination

The determination of the trigger efficiency with the Calo Trigger has limitations. The main
reason is that the CT is also used as a physics trigger, but with a different veto signal gate
length than the muon physics trigger. In addition, the CT is delayed by six nanoseconds
compared to the other physics triggers. The calorimeter trigger should not be time-leading,
when in coincidence with a muon trigger, as the main focus of physics data taking lies on
the events coming from the muon hodoscope trigger. The time shift is then compensate in
the reconstruction software. For this reason, no absolute trigger efficiency can be calculated,
only a lower limit.
All hodoscopes are also used as tracking detector. With their good time resolution, the timing
of the muon tracks is improved by the TDC information of the hodoscope. For scattered
muons with small angle and entering the acceptance of the hodoscope of the Inner Trigger,
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Figure 52: Left: X-Y positions of the extrapolated tracks at the hodoscope HO04_Y1. Right: X-Y posi-
tions of the extrapolated muon tracks at the hodoscope H004_Y1 with a recorded hit.
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Figure 53: Left: Hodoscope efficiency scatter plot for H004_Y1. Right: The hodoscope efficiency of
HO03, the counter hodoscope for the Outer Trigger.

the muons are identified by requiring a hit in the hodoscope HI05. Thus, the efficiency cannot
be calculated for that specific detector. But, by studying the hit pattern on HI5, an assessment
of the performance can be done.
For the newest trigger hodoscope system LAST, it is still a challenge to obtain the correct
hodoscope and trigger efficiencies. In the year of the installtion (2010), the focus was on
transverse spin asymmetries. In that year, the stability of all trigger hodoscope was most
important, which was monitored online. The information of the used hits is not yet available
in this data. So no efficiency for 2010 were calculated. In 2011, the LAST was used as a semi-
inclusive trigger with the calorimeter condition. The LAST efficiency determination is not
meaningful. In 2012, only a short muon run was taken and the LAST was heavily prescaled,
leaving to too few events for a efficiency determination. With the data collected in 2014 and
2015, the LAST trigger efficiency will be calculated. For that, a change a the reconstruction
algorithm is mandatory.
This efficiency determination method requires a large amount of Calo Trigger events. During
the physics data taking, the main attention lies on data recorded with the hodoscope triggers.
To reduce the load on the DAQ, the number of CT events is reduced by a scaling factor. The
data of a full year of data taking has to be analysed to obtain the efficiency. Anyway, in the
region of large angles, the statistics remains an issue.
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Figure 54: Left: X-Y distribution of muon tracks with hits in H004_Y1 and trigger bit. Right: Trigger
efficiency of HM05X_d.

6.2.3 Hodoscope Efficiency

As an example, the hodoscope efficiency is shown for HO04_Y1, a part of the OT. The ge-
ometry of this detector is shown in Figure 35 (left hodoscope of d; please note that in this
figure the hodoscope is mirrored). The hodoscope consists of 14 horizontal scintillator slabs,
separated in the center by a two-slab wide gap. In addition, the four inner slabs are shorter
to form the central hole. Figure 52 (left) shows the X-Y distribution of the extrapolated muon
position on the Z position of HO04_Y1. The individual scintillator slabs are indicated by the
black lines. The central track positions in the missing slabs are removed for a better orienta-
tion. As expected, the region with a higher number of muons is in the center, due to the high
rate of scattered muons with small angles. The number decreases when moving towards the
edges of the hodoscope.
The right picture shows the same X-Y distribution of extrapolated tracks at HO04 with a hit
in the detector itself. Here, the geometry of the detector is now visible due to the hit require-
ment.
By dividing the two position distributions, the hodoscope efficiency map is obtained. The
left side of Figure 53 shows the hodoscope efficiency of the hodoscope half HO04_Y1. The
efficiency over most of the hodoscope is between 95 % and 100%. Only, the most upper and
lower slabs seem to be not as efficient, but this is coming from the limited statistics in the
region of scattered muons with large angles. The scintillator slab at Y = 58 cm shows a region
with lower efficiency of around 60 %. The fact that the hodoscope slab only partially shows
an inefficiency, points to timing problem in the meantimer stage of this particular slab. Of
course, this flaw has been resolved for the next data taking period. The right side of Figure 53
shows the hodoscope efficiency for HO03. It is the counter part of the HO04 hodoscope sys-
tem for the Outer Trigger. The efficiency of this hodoscope looks good and ranges between
0.9 and 1. But a rectangular region around the central hole of HO03 with lower efficiency
of 80 % is visible. A scintillator should have the same efficiency along the slab. A partially
efficient slab, either points toward a meantimer problem or to a reconstruction problem. In
this case, the rectangular shape is coming from a frame of a MWPC.

6.2.4 Trigger Efficiency

For the trigger efficiency, the position of the extrapolated muon track with a hit in the cor-
responding hodoscope and an additional physics trigger fired are needed. Figure 54 shows
this hit distribution, again for HO04_Y1. This distribution with hit and trigger shows the
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same features as the distribution with only the hit required. Only in the most upper and
lower slabs the statistics are further reduced. The right plot shows the trigger efficiency of
the hodoscope HO04_Y1 and, as mentioned above, it is only a relative trigger efficiency due
to the Calorimeter Trigger. The efficiency is almost homogenous and ranges between 80 %
and 95 %. The most upper slab shows again an apparent inefficiency due to the lack of statis-
tics. The second most upper slab is inefficient with 15 %. The problem was a mistuning of the
coincidence matrix pixel between this hodoscope and the hodoscope HO03. This issue was
resolved for the following data taking period.

6.2.5 The Middle Trigger 2006

The Middle Trigger consists of four hodoscope planes with horizontal and vertical slabs. A
Middle Trigger requires a hit in all four planes, rending this trigger logic more complicated.
The hodoscope efficiency of HM05X_d, a part of the Middle Trigger with vertical scintillator
slabs (Figure 35 f) is shown in Figure 55 (left). Except for some structures in the top part,
the efficiency is 99 % over a large parte of the hodosocpe. In the trigger efficiency, on the
other hand, two inefficient regions can be observed. The left part of the hodoscope has an
efficiency of less than 10 %, a clear indication towards a hardeware problem. In the center of
this hodoscope, an additional slab with a lower efficiency (50 %) is observed. Unfortunately,
the inefficient part of the Middle Trigger was not seen with online methods present at that
time. All the rates, the wire maps with hit pattern and timing, which are accessible via the
online monitoring program COOOL, did not show any perturbation during the data taking
of 2006. The tools for online monitoring has been improved for later data taking. A very
carefull offline analysis of the trigger efficiency is mandatory. For the multiplicity analysis
2006 and the corresponding Monte Carlo simulation, the non-working parts of the trigger
are removed with the following piece of code:

int idet = PaSetup::Ref().iDetector("HM05X1_d");

const PaDetect& HM05 = PaSetup::Ref().Detector(idet);

HM05z = HM05.Z();

int Npars = scatmuon.NTPar(); // track is the PaTrack of the mu1

PaTPar partr = scatmuon.vTPar(Npars-1);

PaTPar parHM;

partr.Extrapolate(HM05z, parHM, false);

HM05x = parHM(1);

HM05y = parHM(2);

static const double xminHM05X1_u = 14.55 -0.15; // values taken from detectors.52959.plus.dat (cm)

static const double xminHM05X1_d = 22.02864 -0.12864;

if((trigMask&256) && HM05x < (HM05y>0. ? xminHM05X1_u:xminHM05X1_d) )

{ // eliminate iMT bit

trigMask -= 256;

}

Muon tracks are extrapolated to the Z position of the Middle Trigger hodoscope HM05X1_d.
The Middle Trigger bit is removed, if the trigger was fired from a scattered muon hitting the
inefficient part of the hodoscope.
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Figure 55: Left: X-Y hodoscope efficiency distribution of HM05X_d. Right: Trigger efficiency of
HM05X_d.

6.3 luminosity determination

For cross section determination, the measurement of the integrated luminosity
ş

Ldt, the
acceptance Acc and corrections C, such as veto and DAQ dead times, are mandatory. A cross
section is given by:

σ =
N

ş

Ldt ¨ C ¨Acc
, (53)

where N denotes the number of events with the desired final state. In a fixed target experi-
ment, the integrated luminosity

ş

Ldt is given by the integrated beam flux φ hitting the target
material and the target density ρtarget, which is the number of scattering centers per area. For
DIS, the target area density is usually calculated per nucleons:

L
s/cm2 =

ż

φ

s
dt ¨

ρtarget

cm2 . (54)

Two different methods to determine the incoming reconstructed muon flux through the tar-
get are presented. The first method uses the scalers of the scintillating fibre station 2 dynodes
(2006 and 2009). The second method uses the True Random Trigger to select beam tracks (only
for 2009). The selection of the beam tracks as well as the two methods are described and com-
pared. The integrated luminosity for 2006 is calculated with the Scaler Method while for 2009
the more precise Random Trigger Method is used and compared to the scaler method.

6.3.1 2009 Data Set

During the DVCS run in September 2009, three weeks of data were recorded with a 160 GeV
muon beam impinging on an unpolarised liquid hydrogen target:

• W38 (run 79576-79685), µ+ with 4049 non-empty spills,

• W39 (run 79779-79791), µ´ with 885 non-empty spills,

• W40 (run 79797-79964), µ+ with 8862 non-empty spills.

The number of spills is given after data quality checks and rejection of bad spills.
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A U C D
ř

H/mol 1 0.052˘0.006 0.100˘0.010 0.053˘0.006 0.205

D/mol 2 10.261˘0.214 19.940˘0.329 10.558˘0.227 40.759
3He/mol 3 0.292˘0.040 0.599˘0.077 0.284˘0.040 1.175
4He/mol 4 3.633˘0.357 7.455˘0.667 3.536˘0.352 14.624
6Li/mol 6 9.859˘0.212 19.159˘0.329 10.144˘0.224 39.162
7Li/mol 7 0.454˘0.020 0.882˘0.035 0.467˘0.021 1.803

Table 5: Contents of the 2006 LiD target for each target cell

6.3.2 Target Density

The target area density in cm´2 is given by:

ρtarget = l ¨ ρnucleon ¨ NA (55)

with the target length l, the molar density of nucleons in target ρnucleon and the Avogadro
constant NA. The density is calculated for the years 2006 where a solid state 6LiD target is
used, and for 2009, where a liquid hydrogen target is used.

6.3.2.1 The 2006 Lithium-Deuterid Target

In 2006, an isoscalar solid-state 6LiD target was used. The main part of the target material
are LiD beads swimming inside a liquid helium bath contained in a mylar cylinder. After
the beam time, the target was emptied and the material was weighted and analysed. The
target material contains hydrogen, deuterium, helium-3, helium-4, lithium-6 and lithium-7,
the portions in mol are given in Table 5. It is assumed that the different materials are ho-
mogeneously distributed within the target cells. The mylar target material holder has a total
volume of 848.23 cm3. The weighted molar mass for nucleons is 391.337 mol, here the molar
mass of each element is multiplied by its atomic weight. This number corresponds to 2.36¨1026

nucleons. To obtain the correct target density, the target cuts from the physics analysis and
from the luminosity determination have to match. For the 2006 luminosity determination, the
same target cuts and incident particle requirements are used as in the 2006 charge hadron
multiplicity analysis (Section 7.1.3). The longitudinal Z cut is -56 cm < Z < -35 cm, -20 cm <
Z < 31 cm and 43 cm < Z < 66 cm to cut out each of the three target cells with an additional
radial cut of 1.4 cm. These target cuts ensure that the fiducial volume is selected. The im-
pact of this vertex cut on the data is shown in Figure 56 for the longitudinal primary vertex
distribution in Z. Also the transverse primary vertex distribution in X and Y is shown. The
weighted sum of the target material adapted to the analysis cuts is ρtarget = 2.64¨1025 cm´2.
Unfortunately, the target cells were not completely filled so that the homogeneous material
distribution is not correct. With the target cuts, parts with lower density are excluded, leading
to an additional systematic uncertainty.

6.3.2.2 The 2009 Liquid Hydrogen Target

In 2009, the target material used during the DVCS run was liquid hydrogen (lH2), contained
in a 40 cm long mylar cell with a diameter of 35 mm. The lH2 was provided by CERN, and has
according to the specifications a chemical purity of 99.9%. Contaminations of e. g. hydrogen
deuterid (HD) are negligible. The target cut is determined from the primary vertex distribu-
tion. Figure 57 shows all vertices without cuts. A radial cut of 1.6 cm is chosen. With a larger
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Figure 56: Primary vertex distribution of the 6LiD target used in 2006 in the COMPASS reference
frame. Left: Primary vertex distribution perpendicular to the beam, in the X,Y plane. Right:
Z projection. In red: vertex distribution with all target and kinematic cuts applied. In blue:
only kinematic cuts applied. The peaks between 75 cm and 150 cm are vertices in tracking
detector (SI04).
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Figure 57: Primary vertex distribution of the lH2 target used in 2009. Left: Primary vertex distribution
in the X,Y plane, perpendicular to the beam. The elliptical shape is the stainless steel target
holder ring. Right: Z projection. In red: vertex distribution along the beam with all target
and kinematic cuts applied. The peak at -68 cm is coming from the target holder ring.

radial cut, muons would hit the stainless steel ring of the target holder. The longitudinal
target cut corresponds to the target cell length and position, Zě -68.4 cm and Zď -28.4 cm.
The typical target temperature in 2009 was 18 K at 1020 mbar. The molar density of lH2 for
this temperature and pressure is 0.0363 mol

cm3 [73]; for the atomic hydrogen, the number has to
be multiplied by 2. The final target area density of the 2009 liquid hydrogen target for the
selected target cuts is 1.75¨1024 nucleons

cm2 .
A possible source of error is the production of hydrogen bubbles generated by energy depo-
sition of the beam inside the target cell. The COMPASS target group monitored the pressure
during in- and off-spill periods and no evidence for a significant pressure fluctuation could
be found. The size of the systematic uncertainty is discussed in Section 6.3.5.1.

6.3.3 Scaler Method in 2006 and 2009

The first method of flux determination is using a fast and efficient detector in the beam
telescope. The particle rate is counted by a scaler system. The number of measured incident
particles has to be corrected in case the detection area is larger than the target. For physics
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Figure 58: Left: Scaler rate vs. time in spill of the run 52959 (2006). Right: Same plots for the 2009
data (run 79652).

data, the DAQ and the veto dead time have to be taken into account. For this method, a
scintillating fibre detector named FI02 station is used.

6.3.3.1 Scintillating Fibre and Scaler

The detector FI02 is introduced in Section 3.2.2. For this study, only the X projection of the
detector is used. It has 96 channels and is read out by six multi-anode PMT. The anodes of
the six 16-channel MAPMT are read out by a scaler system, which is gated by the DAQ. The
scaler saves the number of hits per MAPMT on an event-by-event basis, so for each trigger
the scaler entries can be extracted. A detailed description of the scaler system is given in
[74]. Figure 58 shows an example of the scaler rate over time-in-spill for a run of 2006 (left)
and 2009 (right). As expected, the scaler rate rises over time-in-spill. In this scatter plot, lines
can be made, which correspond to one spill of the given example run. From this Figure, the
length of the spill can be seen: 4.8 s in 2006 and around 10 s in 2009.
By summing up the 6 scaler entries of the last event in the spill, the total number of detector
hits in the FI station is extracted. The integrated scaler rate for each spill of the chosen ex-
ample run (2006 and 2009) is shown in Figure 59. The example run from 2006 (run number
52959) has 100 spills with around 1.9¨108 muons per spill. The example run of 2009 (run
number 79652) has around 200 spills with some empty spills and spills with lower intensity.
The average scaler rate per spill is around 2.6¨108 muons per spill. For the luminosity deter-
mination, the integrated flux is needed. For that, the integrated scaler rate of each spill is
summed up.

6.3.3.2 Correction Factors

As the FI02 detector is larger than the target, the rate has to be corrected to match the size
of the target. The active area of the FI station is rectangular with a size of 4x4 cm2, while the
target area is round. Depending on the year, a different radial target cut is used. To obtain
this correction factor, the data of the corresponding year is examined by looking at the muon
tracks in front of the target. The incident muon tracks with a hit in the FI02 detector are
counted (TFI). Then, the number TFI,target of muon tracks with at least one hit in FI02 and an
extrapolated track through the full target length are counted. The ratio of these two numbers
leads to the geometric correction factor G:

G =
TFI,target

TFI
. (56)
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Figure 59: Left: The integrated scaler rate of each spill vs. the spill number in the run 52959 (2006).
Right: Same plots for the 2009 data (run 79652).
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Figure 60: Illustration of the geometric correction factor G for 2006. Left: XY position of the incident
muons with a hit in the fibre station FI02. Right: XY position of incident muons with hit
in FI02 and the track passes the all target cells.

In Figure 60, the determination of the correction factor G is illustrated. The left side shows
the hit distribution of the incident muons on FI02, and the rectangular shape of the detector
is visible. On the right side, only muon tracks passing through the full target (with the target
radial cut used in the analysis) are accepted. The integrated scaler rate has to be multiplied
by G, which is done on a spill-by-spill basis. In 2009, this geometric correction G is obtained
using the Random Trigger to select the incident muons.
In 2006, too few Random Trigger events were recorded, so that the unbiased method with the
Random Trigger could not be applied. Instead, all physics triggers were used to obtain the
geometric correction G. In addition, for both cases, a reconstructed momentum is required.
This corrects for the inefficiency of the BMS. The two plots in Figure 61 show the geometric
correction factor G for an example run for the 2006 and the 2009 data. In 2006, the correction
is constant and about 0.79. In 2009, the correction factor G is also constant and is about 0.83.
The difference of the correction between the years is due to the different radial target cuts
(1.4 cm in 2006 and 1.6 cm in 2009), the different target length and due to slightly different
settings of the beam line. To obtain the final flux, the veto and the DAQ dead time have to be
taken into account. Figure 62 shows the corrected scaler rate for an example run for the two
years 2006 and 2009. Note that the 2009 data is also corrected for time-in-spill due to the data
quality requirements in the analysis. The time-in-spill cut is introduced in the next Section
and ranges from 2 s to 10 s.
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Figure 61: Left: Geometric correction factor G for the year 2006 (52959). Right: Geometric correction
factor G for the year 2009 (79652).
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Figure 63: Left: True Random Trigger attempts for Run 79652 of 2009. Right: Projection of the trigger
attempts.

6.3.3.3 Result

The integrated flux for the 2006 run with the scaler method is 1.7083¨1013 with an average
flux of 1.6¨108 muons per spill. With a target density (LiD) of 2.64¨1025 cm´2, this yields a
total integrated luminosity of 0.54 fb´1.
The shorter 2009 run with the liquid hydrogen target has an integrated luminosity of 3.8 fb´1.
The average integrated flux per spill is around 1.6¨108. The shorter and lighter liquid hydro-
gen target had an area density of 1.75¨1024 nucleons

cm2 .
As the scaler method solely depends on one detector, it is dependent on the stability of FI02
and the scaler system. The systematic uncertainties for the scaler method is 10 % [75] and
[76].

6.3.4 The True Random Trigger Method 2009

For the physics programs where absolute cross sections are measured, a precise luminosity
with a systematic uncertainty of a few percent only is needed. The alternative method of
flux determination with the scaler system uses a randomly distributed trigger signal [77].
The particle rate R -or the flux- is calculated by counting the number of beam tracks Nµ, the
number of Random Trigger attempts NRT and the time window ∆t in which tracks from the
Random Trigger are reconstructable by the software:

R =
Nµ

NRT ¨ ∆t
. (57)

It is important to note the difference between trigger attempts (number of triggers delivered
to the DAQ) and accepted triggers (number of processed triggers). One advantage of this
method is that the obtained flux only needs to be corrected for the veto dead time. The DAQ
dead is included in this method, as the Random Trigger is subjected to the same DAQ dead
time as all the physics triggers.
The setup of the Random Trigger is shown in Section 4.1.4. In 2009, the rate of random trigger
attempts was set to « 3 kHz. This rate is high enough to calculate the incident flux with a
statistical error of 2.1 % per spill. The trigger attempts are counted by a scaler system and
are saved in the COMPASS database. In some cases, the trigger information was missing in
the database, the average number of trigger attempts for the data taking period is then used.
The rate of random trigger attempts is stable over a data taking period. The stability of this
trigger is shown for a representative run (79652) of the 2009 data taking in Figure 63.



6.3 luminosity determination 87

6.3.4.1 Track Time Window ∆t and Beam Track Selection

The time gate width ∆t for track reconstruction of the Random Trigger is given by the re-
construction software CORAL, which is in the CORAL option file of the production. The
software-wise introduced cut is set to 10 ns. To investigate the distribution of ∆t, the time of
each reconstructed beam track is determined with the detectors of the beam telescope (two
scintillating fibre and six silicon stations) and is the weighted mean of the measured times.
The weight is given by the time resolution of the beam telescope detectors. The track time is
measured with respect to the trigger time4. For a physics trigger, a peak centered around 0 ns
is expected. The incident muon time is measured and subsequently the scattered muon fires
the triggers, if the beam track belongs to the event. For the Random Trigger, a flat distribution
is expected; the tracks are randomly distributed in the time window ∆t of ˘5 ns.
The time window during which the DAQ accepts trigger signals to define one event is 25 s. If
a physics trigger overlaps with a random trigger, the track time is given by the physics one.
The time information of the random trigger is lost. Only events in which the random trigger
is the time defining trigger (Master Trigger) are selected5 for the flux determination. In any
case, the coincidence rate between the Random Trigger and physics trigger is very low (<1 %).
Figure 64 shows the track time for the different cuts of the beam track selection. The blue
coloured histogram shows the beam track time distribution after all beam track selection cuts.
One clearly sees the flat and consequently random track time distribution. The beam track
time ∆t is approximately ˘5 ns, as set in the reconstruction. On the edges of the histogram,
at -5 ns and +5 ns, the threshold effect from the reconstruction is visible. To reduce this edge
effects, a track time cut of ˘2 ns is applied. This introduced cut and uncertainty is discussed
in Section 6.3.5.2.
Figure 64 right shows the time-in-spill distribution of beam tracks selected with the random
trigger distribution for W38. The beam rate rises at 0.4 s and saturates around 2 s. The period
with an almost constant rate is called flat-top. In the last half second of the spill, the rate
drops until the DAQ stops recording events at 10.4 s. A time-in-spill cut from 2 s to 10 s is
chosen, where the beam flux in the experiment is constant. This assures that all detectors
have the same load and that various correction factors are constant over the spill. The veto
dead time, for instance, was only measured as average over the spill. This time-in-spill cut
also has to be applied to the number of random trigger attempts. Random Trigger attempts
from the radioactive source are counted when the DAQ is active, which is between 0.2 and
10.4 s, so just before beam tracks are recorded. To calculate the flux according to Equation
(57), the number of attempted random triggers has to be scaled to the time-in-spill cut. This
reduces the attempts by 21.6 %.
The beam tracks from the Random Trigger are selected with the same requirements than
beam tracks in the physics analysis: a beam track in front of the target with a reconstructed
momentum. The extrapolated beam track has to cross the full target length and the two time
cuts (time-in-spill and track time) are applied:

• True Random Trigger Bit set (as Master Trigger),

• Hits in FI01 and FI02,

• Track has a reconstructed momentum,

• Extrapolated track crossing the target,

• Track time ∆t cut ˘2 ns,

4 with the PHAST function PaTrack::Meantime()
5 with the PHAST function PaEvent::MasterTrigMask()
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Figure 64: Left: Shows the track time ∆t for the different cuts of the beam track selection. The tracks
within the blue area are used for the flux determination. Right: Time-in-spill distribution
of beam track selected with the Random Trigger, the red area is rejected due to the time-in-
spill cut.

• Time-in-spill > 2.0 s and < 10.0 s.

The statistics reduction is summarized in Figure 65 with the corresponding table. Applying
all the cuts, in average 2400 beam tracks per spill for a positive muon beam are obtained.
In addition, beam momentum is required to be between 140 GeV/c and 180 GeV/c. This cut
rejects only a few tracks in some spills.

The incident muon rate for each spill is calculated using the number Random Trigger
attempts (30000), the size of the track time window (˘2 ns) and the number of beam tracks
(around 2400). To obtain the integrated muon flux per spill, the muon flux rate is multiplied
by the time-in-spill (8 s). The final result and the comparison to the scaler method are shown
after data quality and the systematic studies.

6.3.4.2 Data Quality Checks

A clean data sample is mandatory for precise measurements: half empty spills, spills with
detector errors and other possible instabilities have to be excluded. Those faulty spills are
registered in a "badspill list" and excluded from the analysis. A special PHAST userevent
is used to check the stability of different quality variables (various kinematics and detector
specific quantities) for time stability. For the 2009 DVCS data, three different groups of quality
control were:

• Flux, Event per flux, primary vertices per flux and reconstructed beam momentum,

• Stable response of the ECALs,

• Stable trigger conditions.

The data quality checks are done for each data taking period (W38, W39 and W40) of the
2009 data taking. The average of the quality variables is determined within a range of neigh-
bouring spills and then compared to each individual spills. If the deviation of one of the
quality criteria of a spill is outside a set deviation, the spill is marked as bad. The fine tuning
is done by changing the two input parameters: the number of neighbours and the deviation
criteria can be set independently for the three quality control groups. Figure 66 shows, as
an example, one of the quality criteria for the data taking period W38. The number of pri-
mary vertices per incoming muon is shown for each spill. The red points are spills excluded
from the analysis. One clearly sees in this figure a problem with the data: the number of
primary vertices per incident muon is much larger than in the rest of the data taking period.
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Figure 65: Statistics reduction for random beam track selection. The numbers denote the percentage
of the tracks after each cut.
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Figure 66: The number of primary vertex per incoming flux for each spill of W38. The points in red
are included into the bad spill list.

Figure 67 shows the number of neighbouring spills for a fixed deviation parameter of 3σ. It
was decided to use the 3σ cut within 200 neighbouring spills for determination of the bad
spills of the 2009 data. In addition, a table with the fraction of rejected spills for each data
taking period is displayed. The rejection fraction is 8 % for W38 and 7 % for W40. The larger
rejection factor of W39 is due to a detector issue in the beam telescope.

6.3.4.3 K0 Mass Stability

With the clean decay of a K0
S into two pions with opposite charges, the spectrometer can be

checked for stabilities. The neutral kaon candidates are selected for each run and period with
the following data cuts. A primary vertex is required inside the target with an associated
incident muon and a scattered muon. A secondary vertex, separated by at least 2σ of the
precision of the primary vertex measurement, with two outgoing particles of opposite charge,
is also required. The pion mass is assumed for the two final-state particles. The invariant mass
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Figure 67: Left: Number of neighbouring spills within a deviation of 3σ of the average. The blue line
indicates the cut on number of spill neighbours used in the analysis. Right: Summary of
the fraction of the rejected spills of the 2009 data taking.
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Amplitude 88.56 5.46
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Figure 68: Invariant 2π mass for run 79652 of W38. The red line indicates the fit: a gaussian with a
linear background is used. The corresponding results are shown in the table.

of the two pions is obtained with the two four-vectors. To further localise the K0, an invariant
mass range between 0.4 and 0.59 GeV/c2 is chosen. Figure 68 shows the invariant 2π mass
distribution for one run (79652) of W38. The expected peak on the K0 mass is seen, over a
background contribution. A separated fit to determine the K0 mass is performed for the data
of each run. For the fit, a gaussian signal with a linear background is used.
In Figures 69 and 70, the fitted K0 mass for each run is shown. For a data taking period, the
fitted invariant mass is stable. Only a few runs have a large deviation from the expected value
(497.614˘0.022 [8]) or have large statistical errors. Runs with larger deviation point towards
a problem in the spectrometer. In both cases, these runs are excluded from the analysis. The
criteria is that the fit result of the invariant mass is between 0.495 GeV/c2 and 0.5 GeV/c2 and
that the width of the mass fit is smaller than 0.0025 GeV/c2. The result for W39 is not shown
here, as this data taking period only contains very few runs.

6.3.5 Statistical Uncertainties and Systematic Studies

The number of reconstructed beam muons is large due to the number of random triggers
per spill. With 30000 random triggers and roughly 2400 muons, the statistical uncertainty is
2 % per spill. For each full data taking period, the statistical errors are thus negligible and
the uncertainties are dominated by systematics. For example: after the quality checks, there
are 7676303 (17717827) beam muons selected with the Random Trigger in W38 (W40) of 2009,
yielding 0.036 % (0.023 %) statistical uncertainty. In W39, only 6 runs were taken, with 758318
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Figure 69: Results of the K0 mass fit for each run in W38. The red points are excluded due to too large
errors or too large deviation from the expected K0 mass.

run number
79800 79820 79840 79860 79880 79900 79920 79940 79960

2
M

as
s 

in
 G

eV
/c

0.47

0.475

0.48

0.485

0.49

0.495

0.5

0.505

0.51

0.515

0.52

COMPASS 2009

W40 DVCS

Figure 70: Results of the K0 mass fit for each run in W40. The red points are excluded due to too large
errors or too large deviation from the expected K0 mass.
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Figure 71: Left: Number of DIS events divided by the flux and corrected for the veto dead time, for
each run of W38. This number is proportional to the target density. The badspill list is
applied. Right: Projection of target density with a Gaussian fit.
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Figure 72: Left: Number of DIS events divided by the flux and corrected for the veto dead time, for
each run of W40. This number is proportional to the target density. The badspill list is
applied. Right: Projection of target density with a Gaussian fit.

beam muons detected, one obtains a statistical uncertainty of 0.145 %. In the next Section, the
major sources of systematic uncertainties are discussed.

6.3.5.1 Cross Section Stability and Target Density

During the 2009 data taking, the monitoring of the liquid hydrogen target was limited to
the measurement of temperature and pressure. The precision of this measurement was not
suitable to check for the time stability. The DIS cross section can be used to test the target
density ρtarget.

σ =
NDIS

φ ¨ ρtarget ¨ A ¨ LVeto
Ñ κ =

NDIS

φ ¨ LVeto
9 ρtarget (58)

According to Equation 58, the number of scattered muons NDIS, the target density ρtarget,
the integrated flux φ, the veto life time LVeto and the acceptance correction are needed to
calculate the cross section σ. By rearranging the Equation, the variable κ is obtained, which
is proportional to the target density ρtarget. The number of DIS events NDIS is determined
with the following cuts: an incoming muon with reconstructed momentum is required, as
well as a scattered muon. The interaction vertex has to be inside the target material. The
kinematic requirements are Q2 ą 0.001 and 0.2 ă y ă 0.85 and only Middle Trigger events
are used. The integrated flux φ is determined with the Random Trigger Method for each
run. From the remaining factors, only the veto life time LVeto is used: the acceptance A, the
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cross section σ and smaller corrections are regarded as constant over the data taking period
and therefore disregarded (set to 1) for this exercise. The DAQ life time is not needed to
calculate the cross section, as it is included in the flux φ and NDIS. The veto dead life time (1 -
veto dead time) is extracted from the database and is measured with the Middle Trigger (see
Section 4.3.4). The variable κ is shown for each run with statistical errors in Figures 71 and 72
and is supposed to constant. By checking the stability of κ, the systematic uncertainty coming
from the target density and the luminosity determination method is checked. The projection
is shown, weighted with statistical errors (1/σ2) and a Gaussian fit is performed. The ratio
of the mean and the RMS is used to estimated the uncertainty. The systematic uncertainty
obtained with this method is 3.7 % for W38 and 3.06 % for W40. The larger number is used
for the final luminosity uncertainty.

6.3.5.2 Track Time Symmetry

The track time window used for the random beam track selection is tested for its symmetry
and flatness. This demonstrates the randomness of the random trigger and an unbiased
time distribution of the track. This test is done for W38 and W40. The numbers of beam
tracks selected with the random trigger are plotted versus different track time window ∆t
cuts (in steps of 0.5 ns) and divided by the width of the corresponding time window. A flat
distribution is expected. Figures 73 and 74 show that the ratio is flat (with only a small
slope) up to 3 ns. The slope then increases stronger till 4.5 ns. The maximum range of 3 % is
shown in the figures. The maximum difference between the bin with a width of ˘0.5 ns to
the bin with a width of ˘4.5 ns has a spread of 1.4 %. A systematic uncertainty of 0.7 % for
the meantime window selection can be assumed from half of the maximum spread. For the
analysis, a track time window of ˘2 ns is used.

6.3.5.3 Beam Momentum Reconstruction Efficiency

The incoming muon momentum is required in the physics analysis to calculate the kinematic
variables. For the flux determination, the same requirements on the incoming muons are
applied. It is tested if the beam momentum reconstruction efficiency is constant for beam
tracks reconstructed with the Random Trigger over the track time window ∆t. By comparing
random beam tracks with and without reconstructed beam momentum, this reconstruction
efficiency is obtained. Figures 75 and 76 show the beam momentum reconstruction efficiency
as a function of the track time for W38 and W40 (the error bars are not displayed). The
momentum reconstruction efficiency is around 0.9 (0.89) at a track time of 0 ns for W38
(W39). The efficiency drops to minimum at ˘3 ns in both weeks. When moving further out
towards ˘5 ns, the efficiency seemingly rises. But this rise is not significant, as at the edges of
this time distribution the statistics drops to zero (compare with Figure 64). The difference of
the maximal reconstruction efficiency at 0 ns to 2 ns (the cut used in the analysis) is used to
estimate the systematic uncertainty for the beam momentum reconstruction efficiency. The
uncertainty is assumed to be 0.5 %.
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Figure 73: Sum of all beam tracks for W38 for different track time cuts divided by the track time
window.

5ns± 4.5ns± 4 ns± 3.5ns± 3ns± 2.5ns± 2ns± 1.5ns± 1 ns± 0.5 ns±

8.35

8.4

8.45

8.5

8.55

8.6

8.65

610×

COMPASS 2009

W40 DVCS

track time window /ns 

nu
m

be
r 

of
 tr

ac
ks

Figure 74: Sum of all beam tracks for W40 for different track time cuts divided by the track time
window.
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Figure 75: Momentum reconstruction efficiency of random beam tracks as a function of the mean time
for W38.
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Figure 76: Momentum reconstruction efficiency of random beam tracks as a function of the mean time
for W40.
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Integrated flux Luminosity (pb´1)

W38 6.70¨1011 1.17

W39 6.53¨1010 0.11

W40 1.47¨1012 2.58

Sum 2.21¨1012 3.86

Table 6: Luminosity result for the 2009 run separated for each week of data taking.

6.3.5.4 Result

Figure 77 shows the integrated flux of the example run 79652 taken during the DVCS 2009
data taking for both methods: the scaler method (left) and the Random Trigger method
(right). The integrated flux is around 2.0¨108 beam particles per spill. It shows features such
as empty spills and spilsl with lesser intensity. At a first look, the Random Trigger flux looks
more jittery than the one determined with the scaler method. But with the Random Trigger,
the reconstructible flux is measured; it underlies the whole reconstruction chain of CORAL
as beam muon of physics trigger do. Therefore, the Random Trigger flux matches better the
physics events.
The 2009 data set consists of 3 periods W38, W39 and W40. The result of the integrated
luminosity is given in Table 6 and add to a total of 3.86 pb´1 with the target density of
1.75¨1024 1

cm2 . This luminosity is only valid for the cuts applied in the determination: the
requirement on the incoming muons and the same data set has to be used by excluding bad
spills and runs . Some changs, e. g. a longitudinal target, can easily be corrected. The total
systematic error is the quadratic sum of the uncertainties due to the target density, the track
time window and the beam momentum reconstruction efficiency, and amounts to 5 %. Using
this luminosity for a cross section measurement requires the application of the veto dead. In
2009, the veto dead was measured to be on average of 31 % with a systematic uncertainty of
2 %.
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Figure 77: Left: Integrated flux per spill of the run 79652 taken during the DVCS test run 2009. Right:
Integrated flux of the same run with the Scaler Method.
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The charged hadron multiplicities are determined from data collected in 2006 with a 160 GeV
muon beam and an isoscalar lithium-deuterid target. The first steps of the analysis, the raw
multiplicities are determined. The multiplicities are calculated by the number of hadrons Nh

normalised by the numbers of DIS events NDIS as a function of z and bins of x and y. The
Q2 dependence from Equation 43 is replaced by photon energy fraction y; the change of
the variables allows for a better treatment of the data and a better description in the Monte
Carlo. The word raw means that only corrections on an event-by-event basis are applied.
These include radiative corrections and the correction for the hadron identification efficiency.

7.1 particle identification with the rich

For the determination of the charged pion and kaon hadron multiplicities, the final-state
hadrons have to be identified. This identification process is done offline, using the informa-
tion provided by the RICH detector for each reconstructed track. For that, the tracks are
extrapolated to the position of the RICH and correlated to the photon distribution. In Fig-
ure 78, the Cherenkov angle is shown as a function of the hadron momentum. This figure is
not used in the analysis, but serves as an illustration. Four characteristics bands stand out for
electron, pions, kaons and protons. A closer look also reveals a muon band which is smeared
into the pion band because of the similar masses.

• The detection threshold for pions Tπ is „3 GeV/c,

• The kaon threshold TK is „8 GeV/c,

• The proton threshold Tp is „18 GeV/c,

• Pions and kaons can be distinguished up to 40 GeV/c,

• Background contribution outside the characteristic bands,

• Electrons at low momenta.

A mathematical method is necessary to distinguish the different particle types taking into
account the background signal.

7.1.1 Likelihood

The particle identity by determining the ring radius is hindered by several problems. Only a
few photons of the Cherenkov light are detected, the rings are not fully visible and the radius
might not be obvious. Overlapping rings from other particles make it difficult, specially the
constant presence of photon rings from the scattered muons. Additional photons coming
from particles without reconstructed tracks, e. g. halo muons or cosmics, create background
that has to be taken into account. As an example, the two-dimensional photon distribution

99
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Figure 78: Cherenkov angle as a function of the hadron momentum. The four characteristic bands
correspond to e, π, K and p. The red lines indicate the hadron momentum cut (12 GeV/c ă
ph ă 40 GeV/c) done in the multiplicity analysis.

and the radial photon distribution for one hadron candidate (proton) is shown in Figure 79.
The red lines indicate the expected circles for pions, kaons and protons for this particle. The
small yellow squares indicate the position of measured photons. The left figure shows the
radial photon distribution for the same proton candidate. Black lines at 40 cm, 50 cm and
55 cm indicate the expected radii for protons, kaons and pions.
Instead of fitting rings, likelihoods [78] for each relevant particle are determined from the
radial photon distribution. The center of the circle is calculated from the reconstructed track
parameters. The charged particle track is extrapolated to the RICH detector to determine the
point of impact and the entrance angle θ. The angle distribution of all Cherenkov photons
with respect to the track position is measured. The likelihood LN with the total numbers of
photons N is described by

LN =
Nphoton
ź

k=1

[
(1´ ε)G(θ

photon
rec,k , φ

photon
rec,k ) + εB(θphoton

rec,k )
]

. (59)

This likelihood is described in [79] and consists of a Gaussian signal distribution G(θ
photon
rec,k , φ

photon
rec,k )

and a linear background contribution B(θphoton
rec,k ). The background fraction ε is determined

from a Monte Carlo simulation. The Gaussian distribution G(θ
photon
rec,k , φ

photon
rec,k ) in the (θphoton,

φphoton) plane is given for a fixed φphoton angle. The Cherenkov photon angle Θmass is used
and is calculated for each mass hypothesis with the refractive index of the RICH gas [80].
The standard deviation is given by σ

photon
rec,k .

G(θ
photon
rec,k , φ

photon
rec,k ) =

1

σ
photon
θ,k

?
2π

exp(´
1
2

(θ
photon
rec,k ´Θmass)2

(σ
photon
θ,k )2

)
θ

photon
rec,k

Θmass
(60)

For the background coming from electronic noise of the RICH photon detector, a linear
contribution

B(θphoton
rec,k ) =

2
(ΘM)2 θ

photon
rec,k (61)



7.1 particle identification with the rich 101

ϕphoton  /  mrad

x / cm

y
 /

 c
m

Lp

Figure 79: Left: Distribution of Cherenkov photons relative to the track impact point from an identi-
fied proton. Measured photons are shown as yellow squares. Right: Likelihood distribution
for the proton hypothesis Lp according to Equation 59 with the angular distribution of pho-
tons superimposed. The π, K and p hypothesis are shown as circles (left) and lines (right).

is assumed. It depends on the photon angle θ
photon
rec,k and ΘM, the upper limit of the range

of the photon rings (70 mrad). The likelihood is normalised to the number of photons. To
compare the likelihoods of different particles, the likelihood is normalised to the numbers
of photons: L = N

?
LN . A set of likelihoods for each mass hypothesis (LHπ, LHK, LHp,LHbg

and LHe) is calculated and is available for data analysis. The identification of muons is done
already in the track reconstruction, as discussed in Section 3.4.3.1.

7.1.2 RICH Efficiency

The detector itself and the identification methods have inefficiencies. With only a few photons,
the likelihood for a certain hadron might not be significant. A kaon can be misidentified as
a pion, if the two circles cannot be distinguished. As seen in Figure 79, the pion and kaon
hypothesis rings are close together. Due to this misidentification, the number of measured
hadron type needs to be corrected to obtain the true numbers of this hadron types. The RICH
efficiency is determined from real data and typically done for each year. For this, particle
decays into two final-state particles are used: K0

S Ñ π+π´ for pion, Λ0 Ñ pπ´, Λ
0
Ñ pπ+ for

proton and anti-proton and φ Ñ K+K´+ X for kaon efficiencies. The efficiency is determined
in real data by selecting an event topology matching those decays with a hadron pair in the
relevant mass range. The type of one decay particle is determined, which fixes the type of the
second particle. The detector response is checked for the second particle. The identification
or misidentification efficiency ε is given by:

ε(t Ñ i) =
NtÑi

Nt (t, i = π, K, p) (62)

where NtÑi denotes the number of particles t identified as particle i and Nt is the total num-
ber of measured particles. The number of particles is extracted by an extended likelihood fit
[81] on the invariant mass distribution. To obtain the correct numbers, the background needs
to be understood and taken into account, either by fitting of a background parametrisation
or by subtraction with the side-bin method. For the K0

S decay, a double Gaussian fit with a
polynomial background function is used. The two Gaussians correspond to the two recon-
struction resolutions of the two spectrometer parts of the COMPASS experiment. For the φ
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decay, a convolution of a Gaussian and a Breit-Wigner function is used to parametrise the
signal. A background function describing the threshold effect is used (an exponential and a
power function). The signal of the two lambda decays (Λ andΛ) is fitted with two Gaussian
functions and the same background function of the φ decay. The uncertainty is obtained from
the covariance matrix of the fit, taking into account the correlation matrix of the fit parame-
ters.
With pions, kaons and protons, this leads to a 3x3 efficiency matrix as seen in Equation 63.
With a perfect working detector and reconstruction, the diagonal elements are close to 1.

M =

ε(π Ñ π) ε(K Ñ π) ε(p Ñ π)

ε(π Ñ K) ε(K Ñ K) ε(p Ñ K)

ε(π Ñ p) ε(K Ñ p) ε(p Ñ p)

 (63)

To obtain the true number of hadrons ~Th corrected for the RICH efficiency, the RICH matrix
M has to be inverted and multiplied to the vector ~Ih of identified hadrons

~Nt = M´1 ~Ni with ~Ni =

π

K

p

 . (64)

For each element ε(h Ñ h1), an error is calculated in the fitting process. The uncertainties de-
termined for the RICH matrices have to be propagated correctly through the matrix inversion.
The error is

σ2
h = cov(M´1

hr , M´1
hr ) + (M´1

hr )
2, (65)

where Mhr is the element of the RICH efficiency matrix with the corresponding inverse (M´1
hr )

for the hadron h and the identified hadron r, reconstructed by the RICH. The covariance is
taken into account with

cov(M´1
hr , M´1

ab ) = M´1
hi M´1

jr M´1
hk M´1

lr cov(Mij, Mkl). (66)

A full derivation of error propagation for matrix inversion is shown in [82]. With the high
identification efficiency of the RICH, the efficiency matrix is close to a diagonal unity matrix.
The contribution from the covariance to the error are very small.

7.1.3 Event Selection 2006

For the determination of the RICH matrices, the full year 2006 is used. The matrices are calcu-
lated in bins of the hadron momentum Ph and the hadron entrance angle θ. After rejection of
bad spills, the best primary interaction vertex is selected. For the φ decay, additional outgoing
particles with opposite charges are selected. For the weak decaying particles (K0, Λ and Λ),
a secondary vertex with two outgoing particles with opposite charges is required. The outgo-
ing particle energy is limited to the range 2 GeV/c to 70 GeV/c. Tracks passing the detector in
the central part are cut out with a radial cut of 5 cm to suppress signals coming from the inci-
dent muons. Two additional kinematical cuts are applied: the distance between the primary
and secondary vertex has to be larger than 2σ of the vertex precision and a collinearity cut is
applied (cosθ > 0.9996 for the K0 and cosθ > 0.9999 for the lambda baryons). The transverse
momentum of the Λ has to be larger than 0.25 GeV/c to suppress the electron background
contribution.
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7.1.4 RICH Particle Identification with Likelihoods

In the easiest case, the largest likelihood leads to the identification. But in cases where only
a few Cherenkov photons are detected, the likelihoods of the different hypotheses become
similar. The hadron momentum cut used in the analysis is 12 GeV/cą Ph ą40 GeV/c: the
minimal momentum lays above the kaon detection threshold. The electron contribution starts
at very low momenta and smears into the µ/π band. It can only be distinguished up to a
few GeV/c, thus at low momenta Le is also calculated. Fluctuations of the refractive index
(temperature and pressure of the gas volume) and thus the Cherenkov angle are monitored
by the COMPASS RICH group and used in the calculation of the likelihoods. To identify
particles with the RICH, the likelihoods for each particle are compared. The cuts on the
likelihoods are discussed and motivated in [83]. The determination of the final likelihood
cuts is an iterative process, compromising between efficiency and purity. The same likelihood
cuts below have to be used for identification of hadron candidates in the charged multiplicity
analysis and in the determination of the RICH efficiencies. There are 5 likelihoods LHi: e for
electron, π for pion, K for kaons, p for proton and bg for background. The second largest
likelihood is denoted by i = 2cd.

1. If LHe > 1.8 LHi all five hypotheses LHe, LHπ, LHK, LHp and LHbg are used.
If LHe < 1.8 LHi only LHπ, LHK, LHp and LHbg are used.
This cut is applied to reduce electron contribution,:if the electron likelihood is not
clearly the largest, the likelihood LHe is disregarded.

2. Pion selection

• LHπ must be the largest

• LHπ
LH2cd

>1.02

• LHπ
LHbg

>2.02

3. Kaon selection

• LHK must be the largest

• LHK
LH2cd

>1.08

• LHK
LHbg

>2.08

4. Proton selection: the identification of protons in the momentum range between 12 and
40 GeV is special because the detection threshold is in the middle of the momentum
range. This is taken into account using the following procedure:

a) for momenta below proton threshold: kaon threshold < ph < proton threshold -
5 GeV/c

p p

Not identified as π or K
π
bg < 2.2 π

bg < 2.1
K
bg < 2.9 K

bg < 2.8

Or all LHi = 0

b) Above proton threshold: ph > Tp + 5 GeV/c

– LHp must be the largest

– LHp
LH2cd

>1
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Figure 80: Result of the RICH efficiency determination for positive hadrons in the first θ bin 0.01 -
0.04.

c) Around P threshold: Tp - 5 GeV/c < ph < Tp + 5 GeV/c

– Both a) and b) are applied

For the proton identification, one distinguishes between protons and anti-protons and a dif-
ferent likelihood cut is used due to the different signal height. The number of produced p
is smaller. The condition that all likelihoods are zero for a particle track is interpreted as
a proton entering the RICH below the detection threshold Tp and no Cherenkov photons
are emitted. The proton threshold Tp is calculated by the refraction index and is in average
17.95 GeV/c. For the calculation of the likelihoods in CORAL, the current refraction index
(depending on temperature and pressure) is used.

7.1.5 RICH Matrix 2006

The efficiency was calculated for different bins of the hadron momentum ph and the RICH
entrance window angle θ. The dependence of the momentum is stronger than θ, therefore
the RICH matrices are calculated for 10 hadron momentum bins ph and 2 θ bins:

• ph bins in GeV/c: 12, 13, 15, 17, 19, 22, 25, 27, 30, 35, 40

• θ bins in rad : 0.01, 0.04, 0.12.

The results for positive hadrons (π, K and p) are shown in Figure 80 for one θ bin. The RICH
matrices for positive and negative hadrons are very similar. The identification efficiency is
overall very high (>98 %). The misidentification is in most bins below 5 %, except for kaon to
proton misidentification at low momenta between 12 GeV/c and the detection threshold of
protons at 18 GeV/c. The systematic uncertainties are checked with different likelihood cuts
and range between 1 % and 15 %, depending on the momentum and the type of hadrons.
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Figure 81: Inclusive kinematic variables: the invariant mass W, the four-momentum transfer Q2, the
Bjorken scaling x and relative photon energy y for the 2006 data taking. The red dotted
lines indicate the cuts used in the analysis.

7.2 data set

The 2006 data were taken with a 160 GeV/c positive muon beam using a polarised lithium-
deuterid target (6LiD). From this data, six weeks are used for the multiplicity analysis, which
are reconstructed with the same CORAL version.

• W40 (run 52921-52931)

• W41 (run 53217-53231)

• W42 (run 53459-53468)

• W43 (run 53756-53760)

• W45 (run 54341-54356)

• W46 (run 54627-54663)

After quality checks and rejection of bad spills, 68101 non-empty spills are used for the
following analysis. Figure 81 shows the inclusive kinematics of the 2006 data, namely the
four-momentum transfer Q2, the Bjorken scaling variable x, the relative photon energy y and
the invariant mass W. In each figure, the cut applied in the multiplicity analysis is shown
with a red dashed line.
Figure 82 shows the hadron kinematics: the hadron momentum ph, the hadron energy frac-
tion z, the azimuthal hadron angle θ and the transverse hadron momentum pt. All kinematic
plots are displayed with the kinematic cuts of the analysis, except the cut on the shown quan-
tity. The red lines indicate the cuts used in the DIS event selection and the hadron selection.
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Figure 82: Semi-inclusive kinematic variables for the 2006 data taking: the hadron momentum ph, the
hadron energy fraction z, the transverse hadron momentum pt and the azimuthal hadron
angle θh. The red dotted lines indicate the cuts used in the analysis.
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Figure 83: Possible QED radiative effects in inclusive deep inelastic scattering.
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7.2.1 Radiative correction

For the extraction of PDFs and FFs one-photon cross section σ1γ are needed. In first order
(O(α)), the DIS process is well described by the exchange of one virtual photon. The illus-
tration of the DIS process in Figure 1 in Chapter 2 shows the scattering of a muon by the
exchange of one virtual photon. But when measuring the real processes, not only the one-
photon exchange is observed and processes involving more photons have to be taken into
account. Figure 83 shows the most prominent effects of higher order, e. g. the radiation of a
photon in the initial a) or the final state b) [84]. Furthermore, a photon can be emitted by the
incident particle and be reabsorbed by the scattered one c). Another possibility is the vacuum
polarisation, where the virtual photon creates an intermediate charged fermion anti-fermion
pair d). Experimentally, only the incident muon and the scattered muon are measured, most
of the other photon remain undetected. The measured kinematics of the muon do not reflect
the true ones when an additional photon carries energy away. Higher orders of radiative
events involve more photons and the number of possible processes is larger, but their con-
tribution decreases. The radiative corrections depend on the type of lepton, on the target
material and on the kinematic range.
To compare results between experiments, the cross sections are published in terms of the
one-photon exchange. Therefore, the measured cross sections or DIS events are corrected for
these higher order processes by radiative corrections by the correction factor

η(x, y) =
σ1γ

σmeasured
. (67)

In Figure 1, sample of higher order processes are shown for the inelastic case. But also in
the elastic and the quasi-elastic case, Bremstrahlung can be emitted in the initial or final
state. The elastic contribution are include in the radiative correction. In semi-inclusive deep
inelastic scattering, besides the scattered muon, an additional hadron is measured. With the
additional observation of the hadron, the process cannot be elastic. In this case, the radiative
correction are modified as the elastic and quasi-elastic part do not contribute. One distin-
guishes between inclusive radiative corrections and semi-inclusive radiative corrections.
For this analysis, the radiative corrections (both inclusive and semi-inclusive) are calculated
with the program TERAD [85], [86] and [87] and were adapted to the kinematic range of
COMPASS [88]. The corrections are available in the analysis program PHAST (for a given
x, y and specification of the used target material) and are calculated to the order α4. In Fig-
ure 84, the inclusive and semi-inclusive radiative corrections are shown as a function of y for
three different x bins for the COMPASS kinematic range and an isoscalar LID target. The red
dashed lines indicate the y cut used in the 2006 multiplicity analysis. In both cases, the radia-
tive corrections decrease with increasing y and x. In the range 0.2 ă y ă 0.7, the variation of
the radiative corrections are about 10 %.
For the determination of charged hadron multiplicities, radiative corrections are applied.
Each DIS events is corrected by the inclusive radiative corrections ηincl, while each hadron is
corrected by the semi-inclusive radiative corrections ηsemi.

7.3 raw multiplicities

The raw multiplicities are the pure experimental results and calculated by the ratio of the
number of hadrons and DIS events. The only corrections applied are the inclusive radiative
correction for the DIS events, the semi-inclusive one for the hadron candidates and the cor-
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Figure 84: Left: Inclusive radiative correction as a function of y for three different x bins. The red-
dashed lines indicate the y cut used in the multiplicity analysis. Right: Semi-inclusive
radiative correction with the same binning as for the inclusive one.
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rection for the RICH efficiencies. The selection of the DIS events and the hadron candidates
are shown. The raw experimental multiplicities are calculated with:

Mh
raw(x, y, z) =

Nh,i(x, y, z)
NDIS(x, y) ¨ ∆z

(68)

where Nh,i is the number of charged hadron of type i (unidentified, π or kaon) in x, y and z
bins and NDIS(x, y) the number of DIS events in the corresponding inclusive bin in x and y
with ∆z the width of the z bin.

The multiplicities are calculated in a 3-dimensional binning of 8 x bins, 5 y bins and 12 z
bins:

• x: {0.004, 0.01, 0.02, 0.03, 0.04, 0.06, 0.1, 0.15, 0.7}

• y: {0.1, 0.15, 0.2, 0.3, 0.5, 0.7}

• z: {0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.85}

The binning is shown in Figure 85 in the kinematic plane of x and y and covers most of the
phase space. The first iteration of the analysis included the additional y bin from 0.7 > y > 0.9.
Due to the size of the radiative corrections, this bin was finally excluded from the analysis.

7.3.1 DIS Event Selection for the 2006 Multiplicities

The following cuts are applied to select DIS events.

1. Outer and (corrected) inclusive Middle trigger bit set

2. Measured momentum for the incoming muon by BMS

3. Selection of the best primary vertex (PHAST)

4. Reconstructed scattered muon attached to the vertex

5. Target cuts:

• Vertex within the target material

• Extrapolated beam trajectory crosses all three target cells

• Radial target cut of 1.4 cm

• Vertex position Z cut: -56 cm < Z < -35 cm or -20 cm < Z < 31 cm or 43 cm < Z <
66 cm

6. Q2 > 1 (GeV/c)2

7. 140 GeV ą Eµ ą 180 GeV

8. 0.1 ą y ą 0.7

9. 5 Gev > W > 17 Gev

10. x ą 0.7

The y and the Q2 cut lead to a lower limit of x ą 0.004. The lower cut on y is used to
reject elastic scattering events. To avoid any bias due to the use of hadron information, only
inclusive triggers (MT, OT) are used. The typical trigger rates in 2006 were 30000 (MT) and
13000 (OT) per spill. As shown in Section 6.2.5, the inclusive Middle trigger had an inefficient
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part during the 2006 data taking. Scattered muons traversing this part of the detector are
excluded from the analysis. The target cuts are applied to assure a reaction in the 6LiD
target; the Z target cut is narrower as the target itself, to reduce systematics from edge effects
of the target filling. With the cut on the invariant mass W, the region outside the nucleon
resonances is selected. The Bjorken scaling variable x is determined by the acceptance of the
detector. The cut on the relative photon energy is chosen such that radiative corrections are
not too large. The remaining criteria such as vertex and track conditions ensure a correct DIS
event topology. The inclusive radiative corrections are applied.

7.3.2 Hadron Selection for the 2006 Multiplicities

Hadrons are selected from the outgoing particles for each vertex passing the DIS cuts de-
scribed above. The following criteria are applied:

1. The outgoing particle is not the scattered muon,

2. A reconstructed track segment before and behind SM1,

3. Track has passed less than 15 radiation length,

4. Cut on the hadron energy fraction z: 0.2 ą z ą 0.85,

5. Cut on the azimuthal angle at the RICH entrance: 0.01 ą θ ą 0.12,

6. Rejection of tracks passing through the RICH pipe (5 cm radial cut),

7. Hadron momentum cut for improving the RICH identification: 12 GeV/c ą ph ą

40 GeV/c.

To calculate the Lorentz four-vectors a mass hypothesis is done. For the unidentified hadrons
the pion mass is assumed, as well as for the identified pions. For the kaon count, the kaon
mass is considered. The track conditions around SM1 ensure that the hadron momentum was
measured. The cut on a maximal traversed radiation length is performed to reject muons. The
lower cut on the hadron energy fraction z ą 0.2 rejects hadrons coming from the target frag-
mentation. The high cut on z ă 0.85 reduces the contribution from exclusively produced
hadrons, such as diffractive ρ in the case of pion multiplicities. The cuts on the RICH ge-
ometry are done for the RICH acceptance. The hadron momentum ph limitation is done to
adapt the hadron kinematics to the detection threshold of the RICH. All charged particles
passing the requirements are used for the unidentified hadron multiplicities. For the charged
identified multiplicities, the RICH detector is used for the identification, as explained in
Section 7.1.4, and corrected for its efficiency according to Section 7.1.2. The semi-inclusive
radiative corrections are applied. As an example, the number of corrected pions is given by

Ncorrect
π = Nmeasured

π ¨ ε(π Ñ π) + Nmeasured
K ¨ ε(K Ñ π) + Nmeasured

p ¨ ε(p Ñ π).

The statistical uncertainties of the DIS events and the number of hadrons are each given by
?

N. For the identified hadrons, the uncertainties of the RICH efficiency matrix are taken
into account. The statistical uncertainties on the multiplicities are calculated with the correct
propagation of uncertainty. Figures 86, 87 and 88 show the raw charged multiplicities for
unidentified hadrons, pions and kaons. The z dependence of the multiplicities in bins of x
and y is presented. The rows correspond to increasing x and the columns for decreasing y.
Positive hadrons are always shown in red, and negative in blue. The multiplicities of uniden-
tified hadrons and charged pions are similar, as around 70 % of the produced hadrons are in
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Figure 86: The raw unidentified hadron multiplicities in the three-dimensional binning of x, y and z.
The z range is from 0 to 1.5.

fact pions. Statistical errors are hardly visible due to the high-statistics data set. The first ob-
servation is the strong, expected z dependence. With increasing z the multiplicities decrease.
The dip at low z is coming from the cut on the hadron momentum. In a later step, a correc-
tion will be applied for the non-measured momentum region. The x dependence, which is
coming from the PDFs, is weak as expected. With increasing x, an asymmetry between the
positive and negative hadron multiplicities is striking, specially in the case of charged kaons.
This effect is discussed in Chapter 9.
Corrections necessary to calculate the final result from the raw multiplicities are discussed in
the next Chapter.



112 determination of the 2006 raw multiplicities

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

0.2 0.4 0.6 0.8
0

1

+π
-π

0.004 0.01 0.02 0.03 0.04 0.06 0.1 0.15 0.7

0.1

0.15

0.2

0.3

0.5

0.7

x

y z

COMPASS 2006
+π
-π

0

1

0

1

0

1

M
(z

)

multiplicities

multiplicities

Figure 87: The raw charged pion multiplicities in the three-dimensional binning of x, y and z. The z
range is from 0 to 1.5.
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Figure 88: The raw charged kaon hadron multiplicities in the three-dimensional binning of x, y and z.
The z range is from 0 to 0.3.
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C O R R E C T I O N FA C T O R S F O R
M U LT I P L I C I T I E S

The charged hadron multiplicities have been corrected up to now for radiative effects and for
the particle identification efficiency only. Here, additional correction factors are discussed,
which are mainly determined using Monte Carlo simulation. The corrections include the ac-
ceptance correction and correction for particle contamination such as vector mesons and elec-
trons. A method is described to extrapolate the measured results towards the non-measured
momentum range using multiplicities coming from the Monte Carlo model.

8.1 monte carlo simulation

Monte Carlo data is a computer generated data sample based on parametrisation of physics
models. In this case, deep inelastic scattering is simulated. The main aim of the MC is to
obtain the apparatus acceptance. The acceptance includes, besides the geometric acceptance,
detector efficiencies, detector resolution, the track reconstruction efficiency and the kinematic
smearing. The produced particles are subject to energy loss in the material, which is described
by the Bethe-Bloch formula [89]. This alternates the kinematic properties and the direction
of the particles tracks. The COMPASS MC data is produced in three steps: the event gener-
ation (LEPTO and JETSET), the detector simulation (COMGEANT) and the reconstruction
(CORAL). For the reconstruction of the MC data, the same reconstruction program CORAL
(and the same version) as for real data is used. The Monte Carlo data chain is illustrated in
Figure 89.

8.1.1 Event Generator

The LEPTO generator is a standard event generator that simulates deep inelastic lepton nu-
cleon scattering. The basic lepton-quark scattering cross section within the standard model
and the parton density function are included.
The basic kinematics of the DIS event are created, starting by choosing the lepton and nu-
cleon momenta. The muon beam momentum is randomly chosen from a simulated beam
momentum distribution, adapted to the SPS muon beam delivered to the COMPASS experi-
ment. The momentum of the struck nucleon is zero, as expected for a fixed-target experiment.
The type of the target nucleon (n,p) hit by the beam is chosen randomly. With the isoscalar
6LiD target the ratio is 1:1. The kinematics are chosen randomly according to the input differ-

LEPTO:
Event generation
PDF (MSTW08)
         +

JETSET:
Hadronisation

GEANT3:
Apparatus description
Detector efficiencies
Material maps

CORAL:
Event reconstruction
Calibration
Mapping

reconstructed 

generated

Figure 89: Three step chain for the production of Monte Carlo data at COMPASS: generation, simula-
tion and reconstruction.
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ential cross section and the available phase space. The interaction between the beam muon
and the struck quark is simulated according to the electro-weak cross section, assuming a 1γ

exchange. The remaining non-interacting quarks are treated as spectator quarks.
Using the recent parton distribution functions MSTW08 [16], the flavour of the struck quark
is selected. These PDFs describe well the structure function F2, measured by NMC [90], in
the COMPASS kinematic domain.
The hadronisation of the coloured quarks q to the hadronic final state, according to the LUND
model, is simulated by JETSET with the according parameters for the transverse momenta,
the flavour distribution and the ratio of vector and pseudo-scalar meson. Furthermore, the
Monte Carlo data was tuned to match the COMPASS data [91]. Originally, this tuning was
used to match the COMPASS data in the high pT region, but it has been found that it matches
well to the whole kinematic range of COMPASS. In addition, the program FLUKA [92] [93]
is used to better reproduce secondary interactions in the target. The systematic uncertainties
of the event generation from LEPTO and JETSET are discussed in Section 9.1.

8.1.2 Simulation of the Experiment

The output of the event generator are four-vectors of the particles participating in the reaction.
The GEANT31 framework is used to simulate the COMPASS spectrometer, including the ma-
terial maps, the magnetic field, detector responses, detector efficiencies, the triggers and mul-
tiple scattering of charged particles. This requires a proper description of the spectrometer
detectors. The adaptation of GEANT3 to the COMPASS experiment is called COMGEANT.
Although the RICH detector is simulated in COMGEANT, the MC data set is not used to
correct for the RICH performance. This correction has already been done and is discussed
in Section 7.1.4. The generated four-vectors are propagated through this simulation. The
COMGEANT output contains wire signals, timings and other responses of detectors, similar
to the detector responses recorded with the spectrometer. The simulation of the experiment
is checked by comparing reconstructed MC data with real data from the experiment.

8.1.3 Reconstruction of MC Events with CORAL

After the simulation of the experiment, the COMGEANT output is treated very similarly to
the physics data recorded by the spectrometer: the reconstruction algorithm CORAL is used
to decode the detector responses and reconstruct particle tracks. For significant comparison
between reconstructed real data and the MC data, it is mandatory to use the same CORAL
version for both. After reconstruction, the MC data contains events with two different data
streams: the generated MC data contains all produced particles (from the event generator)
with the “true“ kinematics. The reconstructed MC contains the reconstructed tracks with the
kinematic, smeared by the reconstruction and various other effects in the spectrometer. The
reconstructed data sample is a sub-sample of the generated one. For (almost) each recon-
structed track, the generated properties are accessible, e. g. the particle type and the correct
kinematics. ”Almost“ means that, due to reconstruction errors, ghost tracks, with no corre-
sponding physics tracks, can be created in the reconstructed MC data.

1 GEometry ANd Tracking



8.2 acceptance correction 115

8.2 acceptance correction

The acceptance is determined by comparing the reconstructed and the generated Monte Carlo
data. This reveals the loss of events due to the limited geometric acceptance and the limited
detection/reconstruction efficiency. For this analysis, only the hadron acceptance is needed.
Due to the choice of the observable (hadron multiplicity), the muon acceptance cancels out.
The acceptance correction is calculated in the same three-dimensional binning (x, y and z)
as the real data. In the following, the variables x, y and z refer to the reconstructed values,
while x1, y1 and z1 refer to the true kinematic values, taken from the generated MC. The
hadron acceptance is evaluated with two different methods, the single ratio method and the
double ratio method. Both methods are compared in Section 8.2.6.

8.2.1 Generated Monte Carlo

The generated MC data contains the true properties of each particle. This includes all kine-
matics and the correct particle type. Only kinematic cuts are applied to select the DIS events
and the hadrons. The only geometric cut on the generated MC data is the selection of the
vertices inside the relevant target volume. The same cut as for the real data is applied. The
scattered muons and other muons of the outgoing system are excluded. In summary, the
kinematic cuts are:

• Q2 ą 1 (GeV/c)2

• 0.1 ă y ă 0.7

• 5 GeV/c2
ą W ą 17 GeV/c2

• 0.004 ă x ă 0.7

• 0.2 ă z ă 0.85

• 12 GeV/c ă ph ă 40 GeV/c

This leads to the number of generated DIS events NDIS
gen and the number of hadrons Nh

gen. The
hadron type h is accessible in the generated MC data.

8.2.2 Reconstructed Monte Carlo

For the reconstructed MC, the same cuts are done as for the real data analysis. This includes
the cuts on the kinematics and the geometric cuts, e. g. the cut on the RICH pipe. These cuts
are summarised in Section 7.3.1 and 7.3.2. The only difference is the determination of the
hadron type: in the real data, the RICH detector, in combination with the unfolding of the
RICH efficiency matrices, is used to determine the type of hadrons. In the reconstructed MC,
the hadron type is taken from the generated MC. The number of DIS event NDIS

rec and the
number of hadrons of the type h Nh

rec are obtained.
Bin migration due to the reconstruction smearing occurs in about 10 % of the events; this
smearing effect in the acceptance correction has to be taken into account in the different
methods of acceptance determination.

8.2.3 The COMPASS Monte Carlo Data Set

The comparison of the real data and the reconstructed MC data is shown here and it demon-
strates that the simulation of the detector responses are correctly done in COMGEANT. This
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Figure 90: Comparison of real data (black) and MC data (red) for the inclusive kinematic variables Q2,
x and y. The ratio is shown in blue.

requires that the physics model used in the MC generator is correct. The same cuts are
applied to both data sets. Figure 90 shows the inclusive kinematic distributions with the ac-
cording ratios and Figure 91, the semi-inclusive ones. On all Figures, all analysis cuts are
applied, except the one of the shown variable. The red dashed lines indicate the cuts done
in the analysis of both data sets. Within the cuts, the data and the MC are comparable. The
real data MC comparison for the inclusive variables agree to a maximum of 15 % for x and
y. The Q2 comparison is worse in the higher momentum transfer region. The semi-inclusive
laboratory variables ph and θh also show a good match. The comparison for the two remain-
ing variables pt and z is not as good as the other ones. The data/MC ratio of z has a wavy
structure and, for pt, a systematic decrease towards higher momenta is visible. For the mul-
tiplicity analysis, the data is binned in z and integrated over pt, so this does not pose an
issue.

8.2.4 Single Ratio Acceptance

The first method of acceptance determination is given by the ratio of the number of recon-
structed hadrons Nh

rec(x, y, z) and the number of generated hadrons Nh
gen(x, y, z1)|rec.DIS, com-

ing from a reconstructed DIS event (Equation 69). The method was motivated by [35], which
lead to the publication [94]. In this method, it is assumed that the total acceptance factorises
into the muon acceptance and the hadron acceptance. The number of generated hadrons is
taken from the sample, in which a reconstructed DIS event was seen. The reconstructed DIS
event is obtained as mentioned in Section 8.2.2 and then the outgoing particles are extracted
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Figure 91: Comparison of real data (black) and MC data (red) for the semi-inclusive kinematic vari-
ables ph, θh, z and pt. The ratio is shown in blue.

from the generated MC. The inclusive variables x and y are coming from the reconstructed
MC data set, while the hadron energy fraction z1 is coming from the generated MC.

Ah(x, y, z) =
Nh

rec(x, y, z)
Nh

gen(x, y, z1)|rec.DIS
(69)

For simplification, Nh
gen(x, y, z1)|rec.DIS is now shortened as Nh

gen in this Sub-Section. According

to [95], the error of an acceptance A = Nh
rec

Nh
gen

can be derived from a binomial distribution. After

a partial integration of the distribution, the standard deviation leads to the error

(∆A)2 =
(Nh

rec + 1)(Nh
gen ´ Nh

rec + 1)

(Nh
gen + 2)2(Nh

gen + 3)
. (70)

By using different hadron kinematics z and z1, bin migration effect (in the order 10 %) and con-
tamination of electrons have to be taken into account. The number of reconstructed hadrons
Nh

rec is decomposed into two samples: the number of reconstructed hadrons without z bin
migration Nh

rec0 and Nh
rec1 , the number of reconstructed hadrons with z bin smearing and a

contribution of electrons. The sample Nh
rec0 is a sub-sample of Nh

gen, while Nh
rec1 is not. With

this four samples, an alternated error estimation for the single ratio method is given by:

(∆A)2 =
(Nh

rec0 + 1)(Nh
gen ´ Nh

rec0 + 1)

(Nh
gen + 2)2(Nh

gen + 3)
+

Nh
rec1

Nh
gen

2 +
Nh

rec1
2

Nh
gen

3 (71)

Equation 71 was worked out from Equation 70, assuming the smeared hadrons are indepen-
dent from the other hadrons. The acceptance is calculated in the multiplicity binning of x,
y and z, using the error determination with the z bin smearing. The results for unidentified
hadrons, pions and kaons are shown in Figures 92, 93 and 94 and discussed in Section 8.2.6.
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Figure 92: Single ratio acceptance of the unidentified hadrons. Positive in red and negative in blue.
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Figure 93: Single ratio acceptance of the charged pions. Positive in red and negative in blue.
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Figure 94: Single ratio acceptance of the charged kaons. Positive in red and negative in blue.

8.2.5 Double Ratio Acceptance

In the second method, the acceptance is determined according to Equation 72 by the ratio
of reconstructed multiplicities Mh

rec and generated multiplicities Mh
gen. In this method, the

assumption that the hadron and muon acceptance factorise is not done. The number of
reconstructed (generated) DIS events NDIS

rec (gen) and the number of reconstructed (generated)
hadrons Nh

rec (gen) are used, as mentioned above.

Ah(x, y, z) =
Mh

rec

Mh
gen

=

Nh
rec(x,y,z)

NDIS
rec (x,y,z)

Nh
gen(x1,y1,z1)

NDIS
gen (x1,y1,z1)

(72)

With this method, the acceptance is well described. But the error estimation is difficult, as the
number of evaluated hadrons and DIS events, in both cases reconstructed and generated, are
not independent. For an uncomplicated error estimation, the two data sets are considered as
independent. With the two ratios

Rh =
Nh

rec

Nh
gen

and RDIS =
NDIS

rec
NDIS

gen
, (73)

the corresponding error ∆Rh(DIS) and the standard error propagation, the uncertainty on the
hadron acceptance is given by:

Ah =
Rh

RDIS
¨

d(
(

∆Rh

Rh
)2 + (

∆RDIS

RDIS
)2

)2

. (74)

The results of the double ratio method for unidentified hadrons, pions and kaons are shown
in Figures 95, 96 and 97.
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Figure 95: Double ratio acceptance of the unidentified hadrons. Positive in red and negative in blue.
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Figure 96: Double ratio acceptance of the charged pions. Positive in red and negative in blue.
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Figure 97: Double ratio acceptance of the charged kaons. Positive in red and negative in blue.

8.2.6 Result and Method Comparison

The results for the hadron acceptance, determined by the two methods, are displayed in Fig-
ures 92-97 in the typical three-dimensional binning of the multiplicity analysis. The positive
(negative) hadrons are shown in red (blue). Some of the z bins, in which the acceptance is
zero or the error is not calculable, are omitted. At first glance, the acceptance looks similar
for all particles (h, π, K) and for each charge.
In general, the hadron acceptance is almost constant over the hadron energy fraction z, spe-
cially in the intermediate x and y region, with variation up to 20 %. The acceptance ranges
from 75 % at low y to around 50 % with increasing y. Also, an x dependence can be seen: in
the low y region, the acceptance decreases from 70 % to 40 % with increasing x. In the case
of unidentified hadrons and pions, the error bars are smaller than the size of the symbols in
most bins, except on the edge of the z distribution. As only 20-25 % of the final-state hadrons
are kaons, the statistics for kaons is more limited, implying larger error bars and larger sta-
tistical fluctuations. The kaon acceptance shows a small asymmetry between the two charges.
The acceptance of the positive kaons is systematically larger (5-10 %). The kaon quark content
is K+ = us and K´ = su. The u quark of the negative kaon can annihilate with the valence u
quarks of the target (isoscalar LiD target). For the positive kaon quark, this annihilation can
only occur with the sea quarks, resulting in a smaller cross section for secondary interactions
in the target material.
In Figure 98, the double and single ratio acceptance for positive pions are compared. The
single ratio is shown in red and the double ratio in blue. Both methods of acceptance de-
termination lead to a very similar result and the kinematic dependences in x, y and z are
similar. In an example bin (0.01ă x ă 0.02 and 0.3 ă y ă 0.5), the two acceptances are almost
identical up to z = 0.5, then they start to deviate. The single ratio acceptance remains more
constant (around 58 %), while the double ratio acceptance drops to 47 %. Correlations be-
tween the hadron and muon kineamtics can be the reason for this deviation. But over a large
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Figure 98: Comparison of the pion acceptance, determined with the single ratio method (red) and the
double ratio method (blue). The two acceptances are similar, except at the edge z bins.

z range, the comparison of the two methods shows the factorisation of the hadron and muon
acceptance. In the single ratio, it was assumed, while in the double ratio it was correctly cal-
culated. The assumption of factorisation is solid as the events are triggered by the inclusive
muon trigger hodoscope. The triggering is supposed to be independent from hadrons.
The single ratio acceptance method was used as long as the MC sample had low statis-
tics. Also, the error calculation is more straight-forward and the point-to-point fluctuation
is smaller in comparison to the double ratio method due to the cancellation of the muon
aceptance. With the new production of the MC data, the statistics was increased by a factor
of 8 in comparison to the first MC data set. With higher statistics, the double ratio method
can be applied as it gives a more correct result for the acceptance. Thus, all charged hadron
multiplicities are determined using the double ratio acceptance.

8.3 electron contamination

Figure 78 shows the Cherenkov angle of outgoing particles from the vertex. In the used
momentum range, starting at 12 Gev/c, the electron and the pion bands overlap, so that an
electron can be mistaken as a pion. The RICH detector has problems to distinguish between
those two particles in the hadron momentum range used for the multiplicity analysis. This
correction is evaluated using the MC simulation. The electron contamination is studied in
two momentum regions:

• Momentum region 3-8 GeV/c: in this region the RICH detector can distinguish between
electrons and pions, so that a comparison between real data and Monte Carlo data is
possible.
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e´ π´ fraction

MC 67419 716227 0.086

RD (loose) 29326 297252 0.099

RD (strict) 28680 292911 0.09

e+ π+ fraction

MC 68317 862110 0.073

RD (loose) 30368 366644 0.083

RD (strict) 29245 360258 0.081

Table 7: Comparison of the number of electrons and pions from the MC simulation and the real data
in the lower momentum region between 3 GeV/c and 8 GeV/c.

• Momentum region 12-40 GeV/c: The RICH detector can no longer discriminate elec-
trons from pions, kaons or protons. The electron contamination is calculated using the
Monte Carlo simulation.

In both cases, the DIS and hadron candidate cuts are used. For the momentum region 3-
8 GeV/c, two sets of RICH likelihood cuts are used to distinguish electrons and the π-mesons,
a looser and a stricter likelihood cut.

1. Pion selection

• LH(π) > LH(K), LH(p), LH(e)

• LH(π)
LH(bg) ą 2 (looser cut)

• LH(π)
LH(bg) ą 3 (stricter cut)

2. Electron selection

• LH(e) > LH(π), LH(K), LH(p)

• LH(e)
LH(bg) ą 2 (looser cut)

• LH(e)
LH(bg) ą 3 (stricter cut)

The number of electrons (positrons) and negative (positive) pions of the real data in the
momentum region 3-8 GeV/c, using the event number after radiative corrections, are sum-
marized in Table 7. In the negative case, the fraction of electrons in the real sample range from
0.099 to 0.09, depending on the likelihood cuts. The electron fraction from the MC simulation
is 0.086. The difference between real data and Monte Carlo it is only 13 %. Given the overall
small size of this correction, it is reasonable to use the Monte Carlo sample to calculate the
electron contamination in the momentum region of the analysis, where the electron identi-
fication cannot be provided by the RICH detector. The systematic uncertainty is estimated
by the difference of the electron fraction coming from the data and the MC simulation. The
fraction of electron contamination in the hadron and pion sample in the momentum range
between 12-40 GeV/c obtained from Monte Carlo alone is shown in Figure 99 for unidentified
hadrons and in Figure 100 for the charged pions. The correction has a strong z dependence:
with low z the electron correction reaches its maximum (in some bins, up to 8 %).
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Figure 99: Fraction of electron contamination in the hadron sample in x, y, and z bins. The red markers
correspond to positive hadrons and the blue markers to negative hadrons.
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correspond to positive pions and the blue markers to negative pions.
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8.4 contamination of exclusive vector mesons

The muon-nucleon scattering can result in diffractively produced vector mesons, which de-
cay in lighter mesons such as π or kaons. It can be described by the Vector Meson Domi-
nance model (VMD) [96]. It is assumed that the virtual photon fluctuates into a qq-pair. The
cross-section of the process is roughly proportional to 1/Q6. At COMPASS kinematics, the
dominant channels are the diffractively production of ρ0-mesons and φ-mesons:

γ˚p Ñ ρ0 p Ñ pπ+π´

γ˚p Ñ φp Ñ pK+K´

The two reactions are exclusive, but in some cases (roughly 20 %), a diffractive dissociation
of the target nucleon occurs. Figure 101 shows a process diagram for the exclusive, diffrac-
tive ρ production in comparison to the SIDIS process, where a pion is produced during the
hadronisation of the struck quark. In the exclusive ρ0 production, the contribution could be
quantified by detecting the two pions (π1 and π2). The sum of two hadron momentum frac-
tions should add up to z1 + z2 = 1. But there are events in which one of the pions is not
reconstructed. The remaining pion is then wrongly taken into account, when calculating the
hadron multiplicities. This contribution can only be estimated by using MC simulations. A
multiplicative correction factor Bh(x, y, z) is calculated with two MC data samples, each us-
ing a different event generator. The first sample is a DIS sample with standard LEPTO event
generator. The second one uses HEPGEN2 [97], an event generator specialised for exclusive
high energy processes, to create a sample with diffractively produced vector mesons. The
idea is to compare the number of mesons from the diffractive vector mesons with the num-
ber of vector mesons in the DIS sample.
In the first step, the fraction of pions and kaons coming from the diffractive vector mesons
production is determined:

f π
ρ0(x, y, z) =

Nπ
HEPGEN(x, y, z)

Nπ
LEPTO(x, y, z) + Nπ

HEPGEN(x, y, z)
(75)

f K
φ (x, y, z) =

NK
HEPGEN(x, y, z)

NK
LEPTO(x, y, z) + NK

HEPGEN(x, y, z)
(76)

The number of reconstructed pions (kaons) in the LEPTO sample Nπ(K)
LEPTO(x, y, z) and in the

HEPGEN sample Nπ(K)
HEPGEN(x, y, z) are normalised by the corresponding MC luminosity. The

luminosity depends on the event weighting and the process cross-section. In the second step,
one takes into account the contribution of diffractive events to the selected DIS sample.

f ρ0

DIS =
NDIS

ρ0 (x, y, z)

NDIS
LEPTO(x, y, z)

and f φ
DIS =

NDIS
φ (x, y, z)

NDIS
LEPTO(x, y, z)

(77)

The sum of f ρ0

DIS and f φ
DIS is taken as the contribution of vector mesons to the DIS sample

f VM
DIS (x, y, z). Further contribution of vector mesons, e. g. ρ and ω, are small and not taken into

account here. The final correction factor for multiplicities is given by Equations (78), (79) and
(80) for unidentified hadrons, pions and kaons.

Bh(x, y, z) =
Nπ(x,y,z)
Nh(x,y,z)

(
1´ f π

ρ0(x, y, z)
)
+ NK(x,y,z)

Nh(x,y,z)

(
1´ f K

φ (x, y, z)
)
+ Np(x,y,z)

Nh(x,y,z)

1´ f VM
DIS (x, y, z)

(78)

2 http://project-gpd-full-chain-mc.web.cern.ch/project-gpd-full-chain-mc/hepgen/

http://project-gpd-full-chain-mc.web.cern.ch/project-gpd-full-chain-mc/hepgen/
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Figure 101: Comparison of mesons coming from diffractive ρ0 production (left) and from semi-
inclusive deep inelastic scattering (right).

Bπ(x, y, z) =
1´ f π

ρ0(x, y, z)

1´ f VM
DIS (x, y, z)

(79)

BK(x, y, z) =
1´ f K

φ (x, y, z)

1´ f VM
DIS (x, y, z)

(80)

Figure 102 and Figure 103 show the correction factors in the multiplicity binning in x, y and
z for unidentified hadrons and pions. Bins which are excluded by the LEPTO extrapolation
(Section 8.5) are not shown here. In the y ą 0.3 region, which corresponds to higher Q2 val-
ues, the contribution by vector mesons is rather small, so the multiplicative correction factor
B(x, y, z) is around one. In the region of lower x and y (0.15 ă x and 0.3 ă y), the correction
factor shows a clear z dependence. With increasing z, the correction factor decreases to 0.5.
The z dependence is similar for unidentified hadrons and the charged pions. Bins with large
VM correction correspond to bins in which the multiplicities are very small, so that the con-
tribution of the correction B(x, y, z) is small.
The systematic uncertainty is small. In HEPGEN, the cross-section for exclusive vector meson
production is normalized to the GPD model of Goloskokov and Kroll [98]. The theoretical
uncertainty on the predicted cross-section close to COMPASS kinematics is around 30 %.
Propagating this uncertainty leads to a maximum uncertainty below 12 % for the correction
factor B in the low x and low y bins. This also includes other VMs and excited VMs.
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Figure 102: Correction factor Bh for the ρ0 and φ as a function of z for (x, y) bins. The red markers
correspond to positive hadrons and the blue markers to negative hadrons.
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Figure 103: Correction factor Bπ for the ρ0 as a function of z for (x, y) bins. The red markers correspond
to positive pions and the blue markers to negative pions.
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8.5 lepto extrapolation

The COMPASS data is truncated in several kinematic variables, which can be considered by
theoreticians, except for the cut on the hadron momentum ph. Due to the hadron momen-
tum cut ph, done to improve the particle identification, the measured data is cut off. This
is nicely observable in the previous chapters in Figures 86, 87 and 88, exposing the raw
hadron multiplicities. The z range in one bin corresponds to a ph region. In some bins in
the multiplicities, hadrons are not taken into account due to the ph cut. Nevertheless, the
corresponding DIS events are counted, which leads to smaller multiplicities. A model of
multiplicities is added to obtain a result over the full hadron momentum range. The mul-
tiplicity of this non-measured range is calculated with the generated MC data set. For the
model, the LEPTO parametrisation with JETSET is used. The generated multiplicities in the
range between 0 GeV/c ă ph ă 12 GeV/c and 40 GeV/c ă ph ă 180 GeV/c are extracted. The
difference of these calculated multiplicities (M0-180

gen (x, y, z) and M12-40
gen (x, y, z)) is the LEPTO

contribution in the non-measured range, which is then added to the measured multiplicities.
The LEPTO contribution MLEPTO

gen (x, y, z) is given by

MLEPTO
gen (x, y, z) = M0-180

gen (x, y, z)´M12-40
gen (x, y, z) (81)

in x, y and z binning. Figure 104 shows in red (blue) the measured unidentified hadron
multiplicities Mh+(x, y, z) (Mh´(x, y, z)) in the familiar three-dimensional binning, corrected
for the RICH efficiency, radiative correction, electron contribution, vector meson contribution
and acceptance. Namely, all corrections, except the LEPTO extrapolation, are applied. In
black (orange), the LEPTO extrapolation of the non-measured range is shown for positive
(negative) unidentified hadrons. The error bars are not shown here, mainly due to the fact
that the errors from the LEPTO extrapolation are absorbed into the systematic uncertainties.
Also, the plot with already four quantities would appear unclear and the error bars would
be smaller than the markers. The sum of the measured multiplicities and the multiplicities
coming from the LEPTO models are the final multiplicities over the full momentum range
(0 to 180 GeV/c). But as seen in the Figure, the contribution coming from the model may be
very large in the low z region.
The contribution L from the LEPTO extrapolation to the measured multiplicities is given by

L =
MRD

MLEPTO + MRD (82)

with the measured multiplicities MRD and the MC multiplicities of the non-measured mo-
mentum range MLEPTO. To be less dependent on the LEPTO model, bins where the contri-
bution L is larger than 10 % are taken out of the analysis. Figure 105 shows the contribution
according to Equation 82 in the three-dimensional binning, in red (blue) for positive (neg-
ative) unidentified hadrons. The dashed line shows the ˘10 % limit. In the low y region,
the contribution of the LEPTO extrapolation is very large, so that only one z bin of twelve
remains.
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9
F I N A L C H A R G E D H A D R O N
M U LT I P L I C I T I E S

The final multiplicities for unidentified hadrons, charged pions and charged kaons are ob-
tained after implementing all correction factors mentioned in Chapter 8. The multiplicities
contain corrections for the RICH efficiency, radiative corrections, acceptance, electron contam-
ination and the contribution from diffractive meson production. The non-measured momen-
tum range is filled up with a LEPTO model and bins in which the contribution of the LEPTO
extrapolation exceeds 10 % are excluded. Before the final result is shown, the systematics
uncertainties are summarised. In addition, a preliminary look on the charged kaon multiplic-
ities is presented. An updated version of the pion and unidentified hadron multiplicities and
the COMPASS LO extraction of fragmentation function will be published in due time [99].

9.1 summary of the systematic studies

The largest contribution to the final multiplicities comes from the determination of the spec-
trometer acceptance, the performance of the RICH detector, the correction for the electron
contamination and the correction of the diffractive ρ0 contribution.
The acceptance was determined with a set of Monte Carlo data. The MC simulation uses
a LEPTO parametrisation for DIS events, JETSET for the hadronisation and a MSTW08
parametrisation for the parton distribution functions. The determination of the systematic
uncertainty for the MC was done by comparing different sets of MC data: one with the
default JETSET settings and one with the “high pt tuning" (used in this analysis) [100]. In
addition, different parametrisations of the parton distribution functions were tested. The un-
certainty on the acceptance calculation of at most 5 % was evaluated.
The systematic uncertainty of the extrapolation to the unmeasured kinematic region, whose
contribution is limited to 10 %, was estimated by varying the LEPTO parameters and was
found to be below 1%.
To estimate the uncertainty linked to the RICH identification and unfolding procedure, dif-
ferent RICH tables were built by varying the matrix elements within their statistical error.
The difference on the resulting multiplicities versus the original ones gives an estimate of the
uncertainty. In the low hadron momentum region (z ă 0.4), the uncertainty is below 1 % and
reaches 2 % at high z. No time dependence was observed by comparing the results obtained
from data taken over 6 different weeks.
For the electron contamination, an uncertainty of 50% of the correction was estimated on the
basis of the data and MC comparison for momenta below 8 GeV/c. As the correction itself is
small, the associated uncertainty on the multiplicities is small.
The cross-section for exclusive production of ρ0 calculated in HEPGEN is normalized to the
GPD model of Goloskokov and Kroll [101]. The theoretical uncertainty on the predicted cross-
section close to COMPASS kinematics is around 30 %. This results in a maximal uncertainty
of 30 % on the diffractive ρ0 correction factor, depending on the kinematic range.
The semi-inclusive radiative correction is only used as a function of x and y. The z depen-
dence of the semi-inclusive radiative corrections was calculated with a Monte Carlo simula-

131
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Figure 106: The x, y and z dependence of the semi-inclusive radiative correction extracted from MC
data (RADGEN). The black points are used for the analysis while the grey points are
rejected due to the LEPTO extrapolation. The black numbers are the RC from TERAD, the
red numbers indicated the average of the used z bins. The y-axis of the mall histograms
ranges from 1.0 to 1.18

tion (RADGEN [102]) and is shown in Figure 106 in the typical three-dimensional binning of
the multiplicity analysis (x, y and z). In this Figure, the semi-inclusive correction is drawn in
black with the average over z as the red number. The average is determined with a linear fit
over the radiative correction. The grey points are the bins excluded by the LEPTO extrapola-
tion and are not taken into account for the determination of the average. The black numbers
indicate the radiative correction in this x, y bin from TERAD. The y-axis of the histogram
ranges from 1 to 1.18. In most bins, the two numbers agree very well and the z dependence
is negligible in the used range of the analysis. The uncertainties of the radiative corrections
are small (<1 %) compared to the other uncertainties and are neglected.

9.2 final multiplicities (h
˘ , π˘

and k
˘ )

Figures 107, 108 and 109 show the final result of the unidentified charged hadron multiplici-
ties Mh(x, y, z), the charged pion multiplicities Mπ(x, y, z) and the preliminary charged kaon
multiplicities MK(x, y, z) in three-dimensional binning with all corrections applied. Negative
(positive) hadrons are shown in blue (red). All contributions to the systematic uncertainties
were added in quadrature. The total systematic uncertainty varies between 1 % and 10 %. The
systematic uncertainties for the unidentified hadron and the charged pion multiplicities are
shown as small bands. For the charged kaon multiplicities, the uncertainties are not shown,
as further investigations are ongoing. In all three plots, the prevalent z dependence, a small
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but expected x dependence and charge asymmetry between positive and negative hadrons
are seen.
The main result of this thesis is the charged pion multiplicity, which looks very similar to
the unidentified hadron multiplicity. This is because 70 % of all measured hadrons in the
kinematic range of COMPASS are in fact charged pions. In both cases (h,π), the statistical
error is smaller than the marker and smaller than the systematic uncertainties. The value
for each point of the pion multiplicities is shown in the Appendix B with the corresponding
statistical and systematical uncertainties. The pion multiplicities are used to determine the
favoured and the unfavoured fragmentation functions directly from Equation 43 and with
a leading-order fit. A slightly modified result of the hadron and pion multiplicities will be
publish soon [99] to contribute to the world data fit on fragmentation function. The differ-
ences of the newer analysis for the paper and the analysis here presented, are discussed in
the summary of the thesis.
The charged kaon multiplicities MK˘ are currently under further investigation, but a first

glimpse is shown in Figure 109. As the previous results on unidentified hadrons and charged
hadrons, the kaon multiplicities are corrected for acceptance, radiative correction, RICH effi-
ciency, electron contamination and the diffractive vector mesons (φ Ñ K+K+). The kinematic
dependences are similar to the charged hadron and charged pion multiplicities, but the abso-
lute values of the multiplicities are smaller. The number of measured kaons is smaller, which
also lead to larger statistical error bars. The charge asymmetry is visible, the positive kaon
multiplicity is always larger than the negative kaon multiplicity. The asymmetry increases
with increasing x.

9.3 charge asymmetry

As mentioned above, all measured hadron multiplicities Mh(x, y, z) (with h =h˘, π˘ and K˘)
have an asymmetry with increasing x (in the higher y region). The multiplicities of positive
hadrons (red in the Figures) tend to be larger than the negative ones. This effect stems from
the quark contents of the measured hadrons, the valence and sea quark content of the struck
nucleon in the target:

π+ =

#

u

d

+

, π´ =

#

d

u

+

, K+ =

#

u

s

+

and K´ =

#

s

u

+

. (83)

The isoscalar LiD target contains the same amount of u and d quarks (p = uud and n =udd).
In the pion multiplicities, the positive hadrons exceed the negative ones with increasing x.
This is explained by the u-quark dominance. The DIS cross section, in terms of the struc-
ture function F2 ( Equations (13) and (16)), depends on the squared charge e2

q of the struck
quark. In the case of the u-quark, the cross section is therefore elevated in comparison to the
d-quark. The struck u-quark hadronises with a higher probability into a positive pion with
the favoured fragmentation. The charge asymmetry decreases with decreasing x as the PDF
for sea quarks and valence get closer in the small x region.
With larger x, the positive kaon multiplicity MK is larger than the negative counterpart. This
asymmetry is explained by the quark content of the struck target and the quark content of the
charged kaons. The positive kaon-meson K+ contains an u-quark and can be created directly
from a struck valence u-quark of the target. The according fragmentation function DK+

u is a
favoured fragmentation. The negative kaon-meson K´ can only be created from a struck sea
quark (u or s) or via the unfavoured fragmentation.
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10
D E T E R M I N AT I O N O F Q U A R K
F R A G M E N TAT I O N F U N C T I O N S

The measured multiplicities are used to determine the quark fragmentation functions for
kaons and pions. In NLO order, this task is performed by a number of theoretical groups
like DSS [26], HKNS [103], KRETZER [24] etc... Leading-order extractions are less involved
and are performed inside the COMPASS collaboration. As an example, the LO extraction of
quark FFs into charged pions is discussed here, using two different approaches. The first one
is the direct extraction and the second one is based a LO pQCD [104] fit.

10.1 direct extraction of fragmentation functions

The z-dependent multiplicities and the fragmentation functions are linked in LO by the par-
ton distribution functions q(x, Q2) of a quark of flavour q and the wanted fragmentation
functions Dh

q

dMh(x, z, Q2)

dz
=

d3σh(x, z, Q2)/dxdQ2dz
d2σDIS(x, Q2)/dxdQ2

LO
=

ř

q e2
q q(x, Q2) Dh

q (z, Q2)
ř

q e2
q q(x, Q2)

(84)

For simplification, the kinematic dependence of the PDF (q ” q(x, Q2)) and the fragmenta-
tion function (Dh

q (z, Q2) ” Dh
q ) are dropped in the following. The multiplicities for charged

hadrons and an isoscalar target can be written as:

Mh+ =
4(uDh+

u + uDh+
u ) + (dDh+

d + dDh+
d
) + (sDh+

d + sDh+
s )

5Q + 2S

Mh´ =
4(uDh´

u + uDh´
u ) + (dDh´

d + dDh´
d
) + (sDh´

d + sDh´
s )

5Q + 2S
,

(85)

with the sum over the light quark-antiquarks Q = Q(x, Q2) = (u(x, Q2)+ d(x, Q2)+u(x, Q2)+

d(x, Q2)) and the sum over the strange quarks S = S(x, Q2) = (s(x, Q2) + s(x, Q2)). The
quark content of charged pions consists of up, down and the corresponding anti-quark:
π+ = ud and π´ = du. For the pion fragmentation functions, twelve FFs remain: Dπ+

u ,
Dπ+

d , Dπ+

u , Dπ+

d
, Dπ+

s , Dπ+

s , Dπ´
u , Dπ´

d , Dπ´

u , Dπ´

d
, Dπ´

s and Dπ´

s , only assuming up, down

and strange quarks to contribute. With the charge conjugation (Dh+

q ” Dh´
q ), six fragmenta-

tion functions remain in Equation 85. A further reduction of the number of fragmentation is
done with the introduction of the favoured (unfavoured) fragmentation function Dπ

fav (Dπ
unf).

The hadronisation of a quark q into a hadron h, which contains the quark q, is called favoured.
If the final hadron does not contain the fragmenting quark q, the fragmentation function is
called unfavoured. As the charged pions do not contain any strangeness, the s quark fragmen-
tation is considered as unfavoured. In this approach, it is assumed that all favoured FFs are
equal and that favoured FFs are larger than the unfavoured ones

Dπ
fav = Dπ+

u ” Dπ+

d ” Dπ´

d ” Dπ´

u

Dπ
unf = Dπ+

d ” Dπ+

u ” Dπ+

s ” Dπ+

s ” Dπ´

d ” Dπ´

u ” Dπ´

s ” Dπ´

s

(86)
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With ?? and the assumptions made in Equation 86, the charged pion multiplicities can be
rewritten in terms of the two fragmentation functions and the PDFs:

Mπ+
=

4[(u + d) + u + d]Dπ
fav + [u + d + 4(u + d) + 2s + 2s]Dπ

unf
5Q + 2S

,

Mπ´ =
4[(u + d) + u + d]Dπ

fav + [4(u + d) + u + d + 2s + 2s]Dπ
unf

5Q + 2S
.

(87)

The linear equation system can be written in terms of matrices(
Mπ+

Mπ´

)
=

 4[(u+d)+u+d]
5Q+2S

[u+d+4(u+d)+2s+2s]
5Q+2S

4[(u+d)+u+d]
5Q+2S

[4(u+d)+u+d+2s+2s]
5Q+2S

(Dπ
fav

Dπ
unf

)
Ñ ~M = B ¨ ~D (88)

and is solved by inverting the matrix B to calculate ~D, the unknown fragmentation functions
Dπ

fav and Dπ
unf. For each data point (x, y, z) of the measured π˘ multiplicities, the favoured

and the unfavoured fragmentation functions are calculated by solving Equation 88. The par-
ton distribution functions (u, d, u, d, s and s) are first calculated for each x bin center and
the corresponding average Q2, using the code from hepforge1, and make use of the recent
MSTW08 parametrisation [16] (note that the program output is xq(x, Q2)). The PDFs are vi-
sualised in Figure 8. The result of this analysis is shown in Figure 110, in the same binning as
the measured multiplicities. The favoured fragmentation functions (zDπ

fav) is shown in blue
and the unfavoured one (zDπ

unf) in red. In addition, the LO COMPASS fit result, which is
discussed right below, is shown in the same Figure. The LO fit results are calculated in a grid
of Q2 and the closest value to the average ă Q2 ą is used for the comparison.

In Figure 111, the charged pion multiplicities are displayed in an alternative way. For the
eight x bins, the z and the y dependence of the multiplicities Mπ are shown in a staggered
way with the average Q2. The y bins are colour-coded and staggered by the addition of α

(between 0 and 1.00) for a better comparison of the z-slope of the multiplicities. Only the
statistical uncertainties are shown. The lines correspond to the global LO fit of positive and
negative pion multiplicities used to extract pion FFs. It illustrates the good coverage in z of
the COMPASS measurement when averging over y. This allows for a QCD fit to the data
extracting parametrisations of the FFs.

10.2 compass leading-order fit

In addition to the direct extraction, a LO pQCD fit on the measured pion multiplicities
is performed by the COMPASS collaboration [105]. For the combined analysis of π+ and
π´ multiplicities, isospin and charge symmetry are imposed as in the direct extraction in
Equation 86, leading to the two pion fragmentation functions Dπ

fav and Dπ
unf. The aim is to

extract a z-dependent parametrisation for the two FFs. The DGLAP code [106] is used for the
Q2 evolution for each data point. Even in LO, this evolution involves the additional gluon
fragmentation functions with Dπ

g = Dπ˘
g . For the parton distribution functions q(x), the

leading-order MSTW08 parametrisation is used. The functional form

Di(z, Q2
0) = Nizαi(1´ z)βi (89)

1 https://mstwpdf.hepforge.org/code/code.html

https://mstwpdf.hepforge.org/code/code.html
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Figure 111: Charged pion multiplicities as a function of z for 8 x and 5 y bins. The different y bins
are shown in a staggered way and are colour-coded. The curves correspond to the LO
COMPASS fit for the according Q2.
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is used to describe the z dependence of the FFs, calculated at a reference scale Q2
0 = 1 GeV/c2

for i=fav, unfav, g. To take into account the limited z-range, the normalisation of the parametri-
sation is modified according to

Di(z, Q2
0) = Ni

zαi(1´ z)βi

ş0.85
0.2 zαi(1´ z)βi dz

. (90)

Then, a standard χ2 minimisation procedure is applied:

χ2 =
N
ÿ

j=1

[(
ř

q e2
qq(xj, Q2

j )Dπ˘
q (zj, Q2

j )
ř

q e2
qq(xj, Q2

j )
´Mπ˘

exp(xj, Q2
j , zj)

)
/∆j

]2

(91)

with the measured multiplicities Mπ˘
exp(xj, Q2

j , zj) and the quadratic sum of the statistical and
uncorrelated systematic uncertainties, ∆2

j . The number of data points is denoted as N.
For the fit, the C++ framework ROOT MINUIT2 is used for the minimisation. For each data
point, the FFs are evolved to the corresponding Q2, the multiplcities are calculated according
to Equation 84 and compared with the measured multiplicities.
The uncertainties of the extracted FFs are determined with the bootstrap method [107]. For
that, a number of resamples of the original multiplicity dataset is generated. This is done
by adding noise to each data point of the original dataset. The noise is randomly generated
from a zero-centered Gaussian distribution with the width of the data points error. For each
resample the FFs are extracted using the fit procedure from Equation 91. The error bands
are determined as the mean value and the root mean square of the extracted FFs from the
resamples. For the current analysis, 100 resamples are used. Error bands for statistical and
systematical errors are calculated with the assumption that the systematic errors are corre-
lated. For a resample, each systematic error is weighted by the same randomly determined
value. For both error bands (the statistical and systematical), the statistical errors are used for
the calculation of the χ2 sum.
The result of the fragmentation function zDπ+

fav (zDπ´

unf), determined with the COMPASS fit, is
shown in Figure 112 in blue (red) for Q2 = 3 GeV2/c. The solid blue and red lines are the
result from the unmodified multiplicity data set. Two error bands are shown in the corre-
sponding color: the darker ones for the statistical uncertainty (barely visible) and the system-
atical uncertainty as a lighter band. In grey, the ratio of the FFs is shown with the according
statistical error band, most of the systematics cancel. As expected, the favoured FF is larger
than the unfavoured one. The ratio the two fragmentation functions decreases with higher
z. In the favoured case, for example, an u quark makes the transition to a π+ = ud, but to
create positive pions from d-quarks(unfavoured fragmentation Dunf), an intermediate step
is needed. An additional quark (u or a d) is needed. In this case, the probability that the
hadron holds a large portion of the photon energy is smaller, as further more hadrons have
to be created.

2 http://hep.fi.infn.it/minuit.pdf

http://hep.fi.infn.it/minuit.pdf
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Figure 112: The LO fit result of the favoured (blue), unfavoured fragmentation function (red) and the
ratio (grey) including the error bands for statistics and systematics uncertainties. Calcu-
lated for Q2 = 3 GeV2/c2.

10.3 lo and nlo parametrisations

Experimental results on multiplicities were used by several theory groups to extract FFs. As
an example, the DSS and HKNS parametrisations are briefly described. All theory groups
use similar assumptions on fragmentation functions such as the isospin symmetry and the
momentum conservation. Perturbative QCD fits are used to extract the fragmentation func-
tions in LO and NLO, but the focus lays nowadays on the NLO FFs. The differences between
the different groups are due to different analysis methods, different data set and further as-
sumptions.
DSS [108]: D. de Florian, M. Stratmann and R. Sassot performed a fit to extract the FF
for charged kaons (K˘), pions (π˘) and protons (p/p). The data sets used in this fit in-
clude e+e´ data from CERN-LEP and SLAC [109]. For pp collisions, data from the BRAHMS
[110], PHENIX [111] and STAR [112] experiments at RHIC [113] are used. Results from semi-
inclusive deep inelastic scattering is considered from the HERMES experiment [36] at HERA
and from the EMC [34] experiment. Also, preliminary results from the COMPASS experi-
ments have been included [100]. In the global analysis, the individual fragmentation func-
tions for all partons are determined by fitting the following functions at a starting scale Q2

0
to the charged hadron multiplicities:

Dh
i (z, Q2

0) =
Nizαi(1´ z)βi

[
1 + γi(1´ z)δi

]
B [2 + αi, βi + 1] + γiB [2 + αi, βi + δi + 1]

. (92)

Here, B[a, b] is the Euler Beta-function and Ni represents the contribution of Dh
i in the momen-

tum sum rule. Isospin symmetry for the sea and valence quarks, (Dπ+

u = Dπ+

d ) is imposed.
In addition, it is assumed for strange quarks that

Dπ+

s = Dπ+

s = N1Dπ+

u , (93)
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Figure 113: Fragmentation of u and d quark in positive pions as an example for the favoured fragmen-
tation, in leading order (left) and next-to-leading order( right).
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Figure 114: Fragmentation of d and u quark in positive pions as an example for the unfavoured
fragmentation, in leading order (left) and next-to-leading order (right).

where N1 is a normalisation factor, independent of z.
For the unfavoured kaon fragmentation, it is assumed that all distributions have the same
functional form and cannot be distinguish between flavours:

DK+

u = DK+

s = DK+

d = DK+

d . (94)

HKNS [103]: The parametrisation of fragmentation functions from M. Hirai, S. Kumano, T.-H.
Nagai, and K. Sudoh is based on data coming from e+e´ collisions (for instance TASSO [114],
TOPAZ [115], DELPHI [116]) with identified final-state hadrons. The data with unidentified
hadrons is disregarded to avoid contamination. The following functional form

Dh
i = Nh

i zαh
i (1´ z)βh

i (95)

is fitted at an initial scale of Q2
0 = 1 GeV2/c2. The function has 14 fit parameters. The main

assumption is the equality of all favoured fragmentation functions and the fixing of the gluon
parameters.
Kretzer [24]: Similar to HKNS, Kretzer uses data from e+e´annihilation with hadrons in the
finale state (ALEPH [117], TPC [118], SLD [119]). Also, the same functional form used for the
fit (see Equation 95). The aim of the Kretzer parametrisation is the determination of FF to
pions and kaons and unidentified hadrons. The major Ansatz and the difference to HKNS is
power-like suppressions of the unfavoured fragmentation with

Dπ+

u = Dπ+

d , Dπ+

u = (1´ z)Dπ+

u , DK+

u = (1´ z)DK+

s , DK+

u = (1´ z)2DK+

s . (96)
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Figure 115: Fragmentation of a strange quark s into π+ and K´, in leading order (left) and next-to-
leading order (right).

The following symmetries and hierarchy are assumed using charge conjugation and the va-
lence structure of pions and kaons and strangeness suppression:

Dh+,h´
q = Dh´,h+

q

Dπ+

d = Dπ+

s,s ă Dπ+

u = Dπ+

d

DK+

u = DK+

d,d ă DK+

u ă DK+

s

(97)

Figures 113, 114 and 115 show various fragmentation functions zDh
q as a function of z within

the range used in the COMPASS analysis (0.2 ă z ă 0.85). Both, leading and next-to-leading
orders are shown for two of the introduced parametrisations (DSS and HKNS). All plots are
shown for Q2 = 3 GeV2/c2 and are taken from http://lapth.cnrs.fr/ffgenerator.
First, as an example for the favoured fragmentation function, the transitions u Ñ π+ and
d Ñ π+ are shown. In the case of HKNS, these two FFs are identical due to the assumptions
made in the calculation. In the case of DSS, they differ by a small amount (0.15 to 0.2).
The HKNS parametrisation is systematically larger than the DSS one by roughly 30 %. This
difference is smaller in the NLO analysis. But overall, the plots show the expected decrease
and the typical slope of the fragmentation functions with increasing z.
For the unfavoured one, the fragmentation functions zDπ+

u and Dπ+

d are chosen as an example.
As expected, the unfavoured FF is smaller than the favoured one. Again, some lines are
overlapping in the Figure due to the assumption that all unfavoured FFs are equal.
Figure 115 shows the fragmentation function of strange quarks s into π+ and K´. The DSS
strange FF decreases with increasing z. In the case of HKNS, the FF zDK´

s starts with a low
value of 0.1 and has a maximum at z = 0.5, then the FF decreases. The NLO results show
similar behaviours. The kaon fragmentation functions of the two groups differs up to a factor
of 4. This displays the difficulty to extract the kaon FFs.

http://lapth.cnrs.fr/ffgenerator
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Figure 116: Left: LO COMPASS fragmentation function compared with the NLO parametrisation of
DSS and HKNS. Calculated for Q2 = 3 GeV2/c2.

The two obtained FFs from the LO fit at COMPASS are compared in Figure 116 with the
NLO parametrisation from HKNS and DSS. The comparison with LO parametrisation would
lead to larger differences.
In the favoured case and up to z = 0.7, the HKNS parametrisation in NLO is systematically
larger than the COMPASS result. Above z = 0.7, the slope is much steeper than the COM-
PASS one. The HKNS slope does not match well the COMPASS one. On the other hand, the
COMPASS fit on FFs agrees well with the parametrisation from DSS and are over a large
z range in the systematic uncertainty of the COMPASS fit. In the unfavoured case, the dif-
ferences between the three parametrisation are not as large. But still, the DSS one seems to
agree better to the COMPASS results. Over the full z range, the DSS curves is within the
systematical uncertainty in the LO parametrisation.
The large difference to HKNS may stem from the fact that they only use data from e+e´

annihilation. Here, only the sum of fragmentation is determined and for the separation of
favoured and unfavoured FFs assumptions are necessary. The well matching result of the
COMPASS fragmentation functions and the NLO result from DSS show that, with the cur-
rent set-up and analysis method, COMPASS is well prepared for the extraction of kaon FFs.
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S U M M A RY A N D O U T L O O K

A study on the quark fragmentation functions Dh
q has been carries out by measuring charged

hadron multiplicities in semi-inclusive deep inelastic scattering (µ + N Ñ µ1 + h + X). The
measurement was performed in 2006 by the COMPASS experiment at the M2 beam line of
the Super Proton Synchrotron at CERN, using a 160 GeV/c muon beam impinging on an
isoscalar lithium-deuterid target. The data was collected using a trigger system for scattered
muons coming from the target region.
The trigger system mainly consists of pairs of scintillator hodoscopes. For stable data taking,
the performance of the trigger is checked with online methods. The online monitoring com-
prises e. g. rate stability, check of expected hit patterns and the observation of the trigger time
resolution. The typical time resolution of a muon trigger is δt „1 ns. An offline method to de-
termine the hodoscope and trigger efficiency is introduced using reconstructed data selected
by the Calorimeter Trigger. The hodoscope efficiency reaches up to 99.9 %, while the trigger
efficiency is about 90 %.
For the COMPASS II phase, a new trigger system for muons with large scattering angles was
needed. The Large Angle Spectrometer Trigger was realised in 2010 with the implementation
of the hodoscopes H1 and H2 in the first COMPASS spectrometer part. The functionality, the
stability and the time resolution (δt „ 0.9 ns) are comparable to the already existing trigger
system. This system is able to trigger on four-momentum transfer Q2 up to 100 GeV2/c2 and
thus enlarging the kinematic acceptance for scattered muons.
In a fixed target experiment, the luminosity is given by the target density and the integrated
particle flux. Two different methods for the flux determination are presented, by counting
beam tracks using a true random trigger (Random Trigger method) and by counting hits in
the scintillating fibre station of the beam telescope (Scaler method). Both methods were stud-
ied in details for the 2009 data taking and agree well, resulting in a luminosity of 3.86 pb´1.
Systematic studies shows that the uncertainty of the Random Trigger method is below 5 %,
allowing a precise determination of the muon flux. The systematic uncertainty of the Scaler
method was studied and ranges from 10 to 15 %. This method can be used for a fast deter-
mination of the flux or when larger systematic uncertainties are acceptable. In addition, the
luminosity of the 2006 data set, used for the multiplicity analysis, is determined with the
Scaler method. The result is 0.54 fb´1.
The hadron multiplicities Mh are given by the number of hadrons of the type h per deep
inelastic scattering event. They are determined for unidentified hadrons h˘, charged pions
π˘ and charged kaons K˘ in a three-dimensional binning of the Bjorken scaling x, the rela-
tive photon energy y and hadron energy fraction z. Several correction factors are taken into
account to obtain the final results of the charged multiplicities. They include corrections for
radiative effects (inclusive and semi-inclusive ones), correction for the hadron identification
procedure. The measured multiplicities are corrected for the spectrometer acceptance, contri-
bution of diffractive vector meson production and contamination of electrons and positrons.
The previous corrections are obtained with detailed studies on Monte Carlo simulations. In
addition, the measured multiplicities are extrapolated towards the non-measured hadron
momentum range using a Monte Carlo model. The final charged hadron multiplicities show
the expected strong z dependence. Due to the large amount of collected data, the statistical
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uncertainties for the unidentified hadron and the pion multiplicities are small. The main
contributions to the systematic uncertainties are coming from the hadron identification and
the acceptance correction. The measured π+ and π´ multiplicities are used to determine
the pion fragmentation functions in LO with two different methods. The favoured and un-
favoured fragmentation functions are obtained by a direct extraction (point-by-point) and
by a LO pQCD fit with a parametrisation for the fragmentation functions. The fragmenta-
tion functions shows a strong z dependence as expected from current parametrisations. The
favoured FF is larger than the unfavoured one, especially in the high z region. The results
are compared with existing NLO parametrisations from DSS and HKNS and the fitted COM-
PASS fragmentation agree well to the DSS parametrisation. The next step is the determination
of the kaon fragmentation functions.
The analysis presented in this thesis and the results of the multiplicities, which will be pub-
lished [99], differ in some points. A new x binning is used for 0.004 < x < 0.4 and new cut on
the virtual photon energy ν is introduced, replacing the LEPTO extrapolation. In addition,
bins in which the hadron acceptance is smaller than 30 % are not included in the new analysis.
These changes further improved the quality of the measured charged hadron multiplicities.
The future COMPASS physics program includes the DVCS measurement with a 2.5 m long
liquid hydrogen target and a muon beam with a momentum of 160 GeV/c. The measure-
ments are expected to take place in 2016 and 2017. In parallel, the measurement of semi-
inclusive deep inelastic scattering will be done. Already in 2012, a successful DVCS test
measurement took place and the analysis for the determination of the multiplicities on a
proton target has already started.
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A P P E N D I X A

This Appendix contains supporting technical Figures and Tables.
Figure 117 shows all elements in the M2 beam line, from the production target T6 to the
second spectrometer magnet SM2 in the COMPASS experiment.
Figures 118 - 120 are technical drawings for the most common light guides used in H1 and
H2. The design is loosely based on existing light guides in the COMPASS experiment and
scaled/modified for the specific needs.
The voltage dividers for the XP2982 of the H1 hodoscope were designed by the colleagues of
the Warsaw University of Technology and the circuit design is shown in Figure 121.
Figure 122 is a picture of the hodoscope H1, before the installation in the experiment. The
different groups, cased by the ROHACELL/fibre glas sandwich, are visible and the attach-
ment of the soft iron shielding on the frame. The central hole in the ROHACELL construction
indicates the position of the air light guides.
Figure 123 shows the hodoscope H2 during installation. The aluminium structure, the patch
panel cabling and the layout of the scintillator slabs are visible.
Figure 124 and 125 show the stability simulation for the two new hodoscopes H1 and H2.
Table 8 summarises all scintillator trigger elements. The position, size, number of slabs and
the PMTs used are shown.

Figure 117: The M2 beam line with all elements.
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Figure 121: Circuit plan of the H1 voltage divider. It fits to XP 2982 PMTs.
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Figure 122: Picture of H1 during construction, attached to the mounting frame with wheels.
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Figure 123: Picture of H2 during installation in 2010.

Figure 124: Simulation of the H1 frame stability. The deformation is colour-coded.
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Figure 125: Stability of the H2 frame. the deformation coming from the weight of the detector and the
magnetic force between SM2 and the soft iron shielding are shown.

System Hodoscope No. of Width z-Pos. Area (xˆ y) PMT type

strips (mm) (m) (cm2)

Inner H4I (up) 32 6 32 17.34ˆ32 R7400

H4I (dn) 32 6 32 R7400

H5I (up) 32 12 51 35.3ˆ51 XP2900

H5I (dn) 32 12 51 XP2900

Ladder H4L 32 22-57 40.65 128.2ˆ40 XP2900

2090,2020

H5L 32 27-87 48.05 168.2ˆ47.5 XP2900

2090,2020

Middle HM4X (up) 20 62 40.3 120 ˆ 102 XP2072B

HM4X (dn) 20 62 40.3 XP2072B

HM4Y 32 21.5-25 40.4 XP2900

HM5X (up) 20 77 47.7 150 ˆ 120 EMI9954B

HM5X (dn) 20 77 47.7 EMI9954B

HM5Y 32 25-30 47.8 XP2900

Outer HO3 16 70 23 200 ˆ 100 9813/XP2020

H04 32 150 40 480 ˆ 225 9813/XP2020

LAS H1 32 60 5.8 230 ˆ 192 XP2900/2982

H2 32 136 16 500 ˆ 420 9813KB

Table 8: Table with all trigger hodoscopes, their relevant dimensions and the photomultiplier tube
types.



A P P E N D I X B

In the following Table, the hadron multiplicities for positive and for negative pions are sum-
marised. All corrections discussed in Chapter 7 and 8 are applied. Only bins remaining
after the LEPTO extrapolation requirement are shown. The multiplicities are calculated in a
3-dimensional binning of 8 x bins, 5 y bins and 12 z bins:

• x: {0.004, 0.01, 0.02, 0.03, 0.04, 0.06, 0.1, 0.15, 0.7}

• y: {0.1, 0.15, 0.2, 0.3, 0.5, 0.7}

• z: {0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.85}.

The numbers denote the lower boundary of the bin. In addition, the average value for x, y, z
and Q2 is given. The statistical and the systematical uncertainties are given separately.
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