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Introduction

The nucleons are composed of elementary particles, quarks and gluons. Evidence from the composite structure of the nucleons first came from the fact that their magnetic moment differs from the nuclear magneton which characterizes point-like particles. The existence of quarks within the nucleons was first postulated by Gell-Mann and Zweig (in 1964) in order to explain the hadrons spectrum. Indeed, elastic scattering experiments (after 1955) revealed the extent of the charge distributions through the measurement of form factors. For protons the charge radius was found to be about 0.8 fm. At the end of the 60’s, with the energy increase of the particle accelerator it became possible to break the nucleons into pieces in experiments known as «deep inelastic scattering» experiments. The scaling behavior of these experiments was received as the proof of scattering off point-like particles inside the nucleons. Increasing the kinematical domain later allowed to show that only half of the nucleon energy is actually carried by the quarks, the remaining half was then attributed to the gluons, mediator of the strong interaction.

In 1988, the European Muon Collaboration showed that the contribution of quarks to the nucleon spin is much smaller than expected and that the strange quark contribution is non-zero. These results, later referred to as the «spin crisis» have triggered an important experimental and theoretical work and new experiments were performed in order to confirm and precise them (SMC, SLAC, DESY). The outcome of this second campaign confirmed the EMC result. The community started a wide program of investigations. The contribution of strange quarks to other observables such as the elastic form factors was to be measured by studying the parity violation in elastic scattering experiment. The contribution of gluons to the nucleon spin was to be measured though the process of semi-inclusive deep inelastic scattering. And the contribution of angular momentum appeared to be accessible with hard exclusive photon or meson production reactions.

This habilitation work summarizes my contributions to the field. In the first chapter, I give the basic theoretical description of some of the various ways of probing the nucleon structure. In the second chapter I describe how the measurement of the parity violation in electrons scattering allows to access the strange form factor of the nucleon. I describe the HAPPEX experiment at Jefferson Lab and the Compton beam polarimeter that our group has built for this program and in which I was strongly involved. In the third chapter, I present the apparatus of the COMPASS experiment at CERN and I briefly show the result on the measurement of the contribution of gluons to the nucleon spin.
In the last two chapters, I focus on my recent work on the study of exclusive processes using COMPASS. The fourth chapter is devoted to the exclusive production of the $\rho^0$ meson. There, I present the first attempt to study this exclusive channel using the data accumulated in the previous years of running without a recoil detector which will be a must in the future program. I will discuss the selection of this channel and the results obtained on the transverse target spin asymmetries related to GPDs.

Finally, in the last chapter, I present the proposal for a measurement of the Deeply Virtual Compton Scattering process using the COMPASS spectrometer. I present the projections of errors for the different observables directly related to GPDs and obtained with a simulation program which I have developed. I will also show the preliminary results of beam tests performed to demonstrate the feasibility of the proposed experiment that conclude on the observation of the DVCS process at COMPASS.
Chapter 1

Probes of the nucleon structure

The scattering of accelerated particles has always been a way to learn about matter structure. We will examine three different ways to probe the nucleon structure. First, through elastic scattering one measures the form factors which are related to the overall size of the charge and magnetization distributions. This can be further decomposed on the quark flavors by using the weak interaction. Second, through deep inelastic scattering one measures the probability to find a parton with a given momentum. Then, with a polarized target, the contributions of quark flavors and gluons to the nucleon spin can be extracted. Finally, the two sets of observables are unified in the framework of the generalized parton distributions accessible through the hard exclusive production of a photon or a meson.

1.1 Elastic scattering

We consider the elastic scattering of an electron off a proton which is represented at Born approximation on figure 1.1. The electron has a quadri-momentum $k$ and a spin $s$ and the proton has quadri-momentum $p$ and a spin $S$. In the final state, the momentum and spin of the particles are denoted with a prime ($'$). A virtual photon is exchanged and has the quadri-momentum $q$. For a given lepton energy, the kinematics of elastic

![Diagram of elastic scattering](image.png)

Figure 1.1: Elastic scattering of a lepton off a proton at Born approximation.
scattering is described with only one variable. It is often chosen to be the virtuality of the photon:
\[ Q^2 = -q^2 = -(k - k')^2 \]  
which in case of elastic scattering coincides with the momentum transfer to the proton, \( t \) :
\[ t = (p' - p)^2 \]  
The scattering amplitude for this process is:
\[ M = j_{EM}^\mu \frac{g_{\mu\nu}}{Q^2} J_{EM}^\nu \]  
where \( j_{EM}^\mu \) is the electromagnetic current at the electron vertex, \( J_{EM}^\mu \) is the electromagnetic current at the proton vertex and \( g_{\mu\nu} \) is the metric tensor. As the electron is point-like and has spin \( \frac{1}{2} \), its electromagnetic current is built on the Dirac matrix \( \gamma^\mu \) and the spinors \( u \) and \( \bar{u} \) and has the form:
\[ j_{EM}^\mu = \bar{u}(k', s')\gamma^\mu u(k, s) \]  
At the nucleon vertex, the expression of the coupling of the electromagnetic current is not straightforward since the nucleon is not a point-like particle. It can be built on the relevant Lorentz vectors and after applying current conservation, parity conservation and hermiticity it reduces to:
\[ \langle P'(p', S') | J_{EM}^\mu | P(p, S) \rangle = \bar{u}(p', S') \left[ \gamma^\mu F_1^{(\gamma\rho)}(Q^2) + i \frac{\sigma^{\mu\nu} q_{\nu}}{2M} F_2^{(\gamma\rho)}(Q^2) \right] u(p, S) \]  
where \( M \) is the nucleon mass. Our lack of knowledge of the nucleon structure is then contained in the coefficients \( F_1^{(\gamma\rho)}(Q^2) \) and \( F_2^{(\gamma\rho)}(Q^2) \) known as the Dirac and Pauli form factors which depend on the scalar variable \( Q^2 \) used to describe the process. The interpretation of the form factors is better understood when considering the electric, \( G_E(Q^2) \), and magnetic, \( G_M(Q^2) \), Sachs form factors which are linear combinations of the Pauli and Dirac form factors [1]:
\[ G_E(Q^2) = F_1(Q^2) - \tau F_2(Q^2) \quad \text{with} \quad \tau = \frac{Q^2}{4M^2} \]  
\[ G_M(Q^2) = F_1(Q^2) + F_2(Q^2) \]  
The Sachs form factor are related to some of the macroscopic properties of the nucleons. For example, at \( Q^2 = 0 \), they are normalized to the electric charge and magnetic moment:
\[ G_E^P(0) = 1 \quad G_M^P(0) = \mu_P = 2.79 \]  
\[ G_E^N(0) = 0 \quad G_M^N(0) = \mu_N = -1.91 \]
1.2. DEEP INELASTIC SCATTERING

where we have separated the proton (P) and the neutron (N) quantities. Furthermore, at the limit of low recoil of the target nucleon ($|t| \ll M_N^2$), the form factors are the Fourier transform of the electric charge and magnetization spatial distributions. The Sachs form factors are, to a good precision (and up to $Q^2 \approx 1 \text{ (GeV}/c)^2$) described by a dipole dependence:

$$G_M(Q^2) = \mu_P G_D(Q^2) = \frac{\mu_P}{(1 + \lambda_D Q^2/4M^2)^2} \quad \text{with } \lambda_D = 4.97 \quad (1.10)$$

which is the Fourier transform of an exponential distribution $\rho(r) = e^{-r^2/\sigma^2}$ with $r_0 \propto \sqrt{\lambda_D}/2M$. The first derivative of the form factors is related to the quadratic charge radius of the charge and magnetization distribution:

$$\left. \frac{dG_{E,M}(Q^2)}{dQ^2} \right|_{Q^2=0} = -\frac{1}{6(\hbar e)^2} < r^2_{E,M} > \quad (1.11)$$

Historically, the form factors were extracted from cross section measurements at different beam energies through the Rosenbluth separation [2]. In the last ten years, the knowledge of form factors [3] has progressed significantly with the onset of recoil particle polarization measurements [4, 5] at high quality electron accelerators such as MAMI and JLab.

1.2 Deep Inelastic Scattering

Description of the formalism

With the increased energy of available lepton beams the inner structure of nucleons could be revealed through the process of Deep Inelastic Scattering (represented in figure 1.2). In this process the energy available in the $\gamma^* - p$ system is much higher than the nucleon mass which breaks into fragments (denoted by $X$). At high momentum transfer ($Q^2 > 1 \text{ (GeV}/c)^2$) the Compton wavelength of the photon becomes smaller than the nucleon size and the interaction occurs with the constituents of the nucleon. The cross

Figure 1.2: The deep inelastic scattering process
section of the deep inelastic scattering is obtained from the contraction of the leptonic
and hadronic tensor:
\[
\frac{d^2 \sigma}{dx dQ^2} = \frac{\alpha^2}{4M^2 E^2} \frac{1}{x^2 Q^2} L^{\mu\nu} W_{\mu\nu}
\] (1.12)
The leptonic tensor, \(L^{\mu\nu}\), is perfectly known and can be derived using the Feynman
rules of Quantum Electrodynamics:
\[
L^{\mu\nu} = \sum_{s'} [\bar{u}(k') \gamma^\mu u(k)] [\bar{u}(k') \gamma^\nu u(k)]^* = 2(k^\mu k'^\nu + k'^\mu k^\nu - g^{\mu\nu} k \cdot k' - i \epsilon^{\mu\nu\alpha\beta} q_\alpha s_\beta)
\] (1.13)
where the sum is done over the scattered lepton and terms involving the
lepton mass were neglected. In this expression \(g^{\mu\nu}\) is the metric tensor and \(\epsilon^{\mu\nu\alpha\beta}\) is the
Levi-Civita totally antisymmetric tensor. For the hadronic tensor, \(W_{\mu\nu}\), the calculation
is not straightforward since it would require to calculate the interaction between the
hadronic current and all possible final state \(X\):
\[
W_{\mu\nu} = \sum_X \sum_{s' \text{ spins}} \langle P | J_\mu | X \rangle \langle X | J_\nu | P \rangle
\] (1.14)
It is then preferred to parametrize the hadronic tensor from the independent tensors
built on the problem variables: \(p_\mu, q_\mu, g_{\mu\nu}, s_\mu\) and \(\epsilon_{\mu\nu\alpha\beta}\). There are only 4 independent
terms invariant under parity, charge conjugation, time reversal and which conserve the
electromagnetic current at the vertex. The hadronic tensor is a linear combination of
these tensors [9]:
\[
W_{\mu\nu} = -F_1(x, Q^2) g_{\mu\nu} + \frac{F_2(x, Q^2)}{p \cdot q} \cdot p_\mu p_\nu
- i M \epsilon_{\mu\nu\alpha\beta} \left( \frac{g_1(x, Q^2)}{p \cdot q} \cdot q_\alpha S_\beta + \frac{g_2(x, Q^2)}{(p \cdot q)^2} \cdot q_\alpha (p \cdot q S_\beta - S \cdot q p^\beta) \right)
\] (1.15)
where our lack of knowledge of the nucleon structure is included in the multiplicative
coefficients \(F_1\) and \(F_2\) which are the unpolarized structure function\(^1\) of the nucleon and
\(g_1\) and \(g_2\) which are the polarized structure functions. The structure functions depend
on two scalar variables: \(x\) and \(Q^2\) are traditionally used.

**Quark Parton Model interpretation**

The physics content of the deep inelastic scattering can be understood in the framework
of the parton model. In this model the interaction is described in the proton infinite
momentum frame where the quarks have only longitudinal momenta along the direction
of the photon-proton collision and do not interact with each other. The interaction
between the virtual photon and the nucleon is then seen as the incoherent sum of the

\(^1\)these functions are different from the form factors although they are named with the same symbols
interactions between the virtual photon and each individual component of the nucleon (i.e. the partons). The structure functions are related to the parton distribution function $q_i(x)$ which are the probability to find a quark of a given flavor $i$ carrying a fraction $x$ of the proton momentum. In the parton model, the variable $x$ is found to be equal to the Bjorken variable [6]:

$$x = x_{bj} = \frac{Q^2}{2p \cdot q} \quad (1.16)$$

which can be measured experimentally using the quadri-vector of the incoming and scattered leptons. The parton distribution function receive contributions from quarks $q$ and anti-quarks $\bar{q}$

$$q(x) = q_+(x) + q_-(x) + \bar{q}_+(x) + \bar{q}_-(x) \quad (1.17)$$

where we have also separated the contribution of partons with their spin aligned (+) or anti-aligned (-) with the nucleon spin. Then, the structure function have the following interpretation :

$$F_1(x) = \frac{1}{2} \sum_{q=u,d,s} e_q^2 q(x) \quad (1.18)$$

$$F_2(x) = \sum_{q=u,d,s} e_q^2 xq(x) \quad (1.19)$$

The integral of the structure function describe macroscopic properties of the nucleon. For instance, the integral of $F_2$ :

$$I = \int_0^1 F_2(x)dx = \sum_{q=u,d,s} \int_0^1 e_q^2 xq(x)dx \quad (1.20)$$

allows to measure the contribution of quarks to the nucleon momentum. The result obtained is of the order of 50% and deficit of momentum is attributed to gluons.

In the polarized case, the probability to find a quark with its spin aligned with the proton spin, $\Delta q(x)$, can be defined as :

$$\Delta q(x) = q_+(x) - q_-(x) + \bar{q}_+(x) - \bar{q}_-(x) \quad (1.21)$$

and the structure function $g_1$ can be interpreted as :

$$g_1(x) = \frac{1}{2} \sum_{q=u,d,s} e_q^2 \Delta q(x) \quad (1.22)$$

and $g_2(x) = 0$. The polarized structure functions are measured through asymmetries with both the beam and the target polarized.
The Nucleon spin puzzle

The nucleon has a spin 1/2 and it can be decomposed on its constituents. It receives contributions from the spin of the quarks, $\Delta \Sigma$, from the spin of the gluons $\Delta G$ and from the orbital angular momentum $L_{q,g}$ of the quarks and the gluons leading to what is known as the spin sum rule (in the Jaffe-Manohar decomposition [7]):

$$\frac{1}{2} = \frac{1}{2} \Delta \Sigma + \Delta G + L_q + L_g$$  \hspace{1cm} (1.23)

In relativistic parton models [8] the contributions of the quarks can be estimated and typical values are:

$$\Delta \Sigma \sim 0.75 \quad L_q \sim 0.125$$  \hspace{1cm} (1.24)

In the Operator Product Expansion formalism [9], one can relate the moments of the structure functions to matrix elements of local operators. For example, the first moment of the $g_1$ structure function can be expressed as:

$$\Gamma_1^p = \int_0^1 g_1^p(x)dx = \frac{1}{2} \sum_{q=u,d,s} e_q^2 a_q$$  \hspace{1cm} (1.25)

where $a_q$ are the matrix elements of the axial current of a given flavor and are defined as:

$$a_q = < P | \bar{\psi}_q \gamma^\mu \gamma^5 \psi_q | P >$$  \hspace{1cm} (1.26)

It follows that in the parton model: $a_q = \Delta q$. In SU(3) flavor symmetry, the axial currents can be rewritten with the SU(3) generators, $\lambda_j$:

$$A_j^\mu = \bar{\psi} \gamma^\mu \gamma^5 \lambda_j \psi \quad \text{with} \quad \psi = \begin{pmatrix} \psi_u \\ \psi_d \\ \psi_s \end{pmatrix}$$  \hspace{1cm} (1.27)

One can then rewrite the flavor matrix elements on the base of the SU(3) diagonal generators:

$$a_0 = a_u + a_d + a_s$$  \hspace{1cm} (1.28)
$$a_3 = a_u - a_d$$  \hspace{1cm} (1.29)
$$a_8 = \frac{1}{\sqrt{3}}(a_u + a_d - 2a_s)$$  \hspace{1cm} (1.30)

where $a_0$ is the singlet flavor axial matrix element and $a_3$ and $a_8$ are non-singlet. If we now assume SU(3) symmetry to be valid, the weak decay of the hyperons provides measurements of $a_3$ and $a_8$. The third constrain comes from the integral of the polarized structure function, $g_1$:

$$\Gamma_1^p = \int_0^1 g_1^p(x)dx = \frac{1}{36} (4a_0 + 3a_3 + a_8)$$  \hspace{1cm} (1.31)
Going back to the parton model, we find that the matrix element $a_0$ is equal to the spin carried by the quarks:

$$a_0 = \Delta u + \Delta d + \Delta s = \Delta \Sigma$$ (1.32)

In 1988 the EMC experiment at CERN published the striking result that the contribution of quarks to the nucleon spin is rather small and compatible with zero in complete contradiction with the relativistic quark model and that the strange quarks are polarized. This result triggered what is known as the "spin crisis". Since then, many experiments were performed at SLAC, CERN, DESY and JLab and recent results now state that only 30% of the nucleon spin arises from the quarks.

It was also shown that taking into account higher order diagrams in $\alpha_S$ which couple gluons of the nucleon wave function to the axial current (see figure 1.3) contribute to $a_0$ in the following manner:

$$a_0(Q^2) = \Delta \Sigma - 3\frac{\alpha_S(Q^2)}{2\pi} \Delta G(Q^2)$$

$$a_s(Q^2) = \Delta s - \frac{\alpha_s(Q^2)}{2\pi} \Delta G(Q^2)$$ (1.33) (1.34)

where we have explicitly written the $Q^2$ dependence arising from the fact that this axial contribution breaks the conservation of the axial current in what is known as the "axial anomaly". It appeared then that large values of $\Delta G \sim 2$ would reconcile the measurements and the predictions of relativistic quark models. Although, indirect determination of $\Delta G$ through the QCD evolution equations of polarized parton distributions seemed to point towards lower values. The measurement of $\Delta G$ is one of the main goals of the COMPASS experiment at CERN and at RHIC and is briefly presented in the third chapter of this document.

Having a large value of $\Delta G$ implies qualitatively to have a large and opposite value for the angular orbital momentum in order to fulfill the nucleon spin sum rule. From a theoretical point of view [10], there is no representation yet where all components of Eq. 1.23 correspond to physics observables defined by gauge invariant operators and no direct access to the parton orbital angular momentum has been identified. In contrast, in the next section, we present the Ji decomposition [14] and the possibility to access the angular momentum through the measurement of the Generalized Parton Distributions.
Figure 1.4: Leading twist Feynman diagrams for the DVCS process involving the exchange of quarks (left) or gluons (right). The dotted lines illustrate the factorization between the perturbative QCD calculable probe (top) and the non-perturbative nucleon structure (bottom).

1.3 Generalized Partons Distributions

Generalized Partons Distributions (GPDs) are theoretical objects which were introduced only 15 years ago [11, 14, 15]. They provide a novel description of the nucleon and unify the already measured quantities such as form factors and unpolarized and polarized parton distributions functions. They can be accessed through the process of Deeply Virtual Compton Scattering (DVCS) or Hard Exclusive Meson Production (HEMP). In figure 1.4, we have represented the leading twist ”handbag” diagrams contributing to the DVCS process which can proceed either through the exchange of 2 quarks or 2 gluons. At high $Q^2$ and for momentum transfer $|t| \ll Q^2$, the amplitude can be factorized into a term containing the hard probe calculable in QCD (top part of the graphs) and a term containing the non-perturbative nucleon structure [12]. In the case of HEMP, the real photon in the final state is replaced by a meson and the factorization is only valid for longitudinal virtual photons [13]. For DVCS, the gluons contribution is suppressed by a factor $\alpha_s$ with respect to the quarks contribution whereas for the HEMP they appear at the same order in $\alpha_s$.

We now examine the definitions and properties of the GPDs. The lower part of the graph (below the dotted line) can be expressed as the matrix element of the bi-local quark field operator:

$$\Lambda^\mu = \int \frac{d\lambda}{2\pi} e^{ix\lambda} \left\langle P + \frac{\Delta}{2} \left| q(-\frac{\lambda}{2}n) \gamma^\mu q(+\frac{\lambda}{2}n) \right| P - \frac{\Delta}{2} \right\rangle$$  \hspace{1cm} (1.35)

where $\Delta^2 = -(p-p')^2 = -t$ is the momentum transfer to the proton. Similarly to the DIS case, the nucleon structure is parametrized by two generalized parton distributions $H$ and $E$ which are the coefficients of the expansion in the possible vectors and axial-
vector components $\gamma^\mu$ and $\sigma^{\mu\nu}\Delta_\nu$

$$\Lambda^\mu = u(P + \frac{\Delta}{2}) \left[ H(x, \xi, t)\gamma^\mu + iE(x, \xi, t)\sigma^{\mu\nu}\frac{\Delta_\nu}{2M} \right] u(P + \frac{\Delta}{2}) \quad (1.36)$$

The functions introduced depends on 3 variables. It is chosen to use $x$, the longitudinal proton momentum fraction carried by the quark circulating in the loop, $\xi$, the longitudinal momentum fraction imbalance between the quark lines which has the interesting property to be related to $x_{bj}$ through: $\xi = x_{bj}/(2 - x_{bj})$. Finally, the transfer $t$ is used as the third variable to describe the GPDs. For the axial-vector part, we introduce two other generalized parton distributions $\tilde{H}$ and $\tilde{E}$ to describe the corresponding matrix element:

$$\int \frac{d\lambda}{2\pi} e^{ix\lambda} \langle P + \frac{\Delta}{2} | \bar{q}( - \frac{\lambda}{2} n ) \gamma^\mu \gamma^5 q( + \frac{\lambda}{2} n ) | P - \frac{\Delta}{2} \rangle =$$

$$\tilde{u}(P + \frac{\Delta}{2}) \left[ \tilde{H}(x, \xi, t)\gamma^\mu\gamma^5 + i\tilde{E}(x, \xi, t)\frac{\Delta_\nu}{2M}\gamma^5 \right] u(P + \frac{\Delta}{2}) \quad (1.38)$$

In the case of forward deep inelastic scattering the application of the optical theorem [9] states that $\Delta = 0$. This implies that the functions $E$ and $\tilde{E}$ which are multiplied by $\Delta$ were not accessible through DIS and that they can bring new information on the nucleon structure.

### 1.3.1 Sum rules

At the limit $\xi \to 0$ and $t \to 0$, the GPDs tend to the parton distribution functions:

$$H(x, 0, 0) = q(x) \quad (1.39)$$

$$\tilde{H}(x, \xi = 0, t = 0) = \Delta q(x) \quad (1.40)$$

There are no corresponding relations $E$ and $\tilde{E}$ for the reason mentioned above that they are always multiplied by the transfer $\Delta$ and that their contribution vanishes at the DIS limit.

Then, the first moments of the GPDs are linked to the elastic form factors through their integral over $x$:

$$\int H(x, \xi, t)dx = F_1(t) \quad \forall \xi \quad (1.41)$$

$$\int E(x, \xi, t)dx = F_2(t) \quad \forall \xi \quad (1.42)$$

$$\int \tilde{H}(x, \xi, t)dx = G_A(t) \quad \forall \xi \quad (1.43)$$

$$\int \tilde{E}(x, \xi, t)dx = G_P(t) \quad \forall \xi \quad (1.44)$$

where $F_1$ and $F_2$ are the Dirac and Pauli form factors and $G_A$ and $G_P$ are the axial vector and pseudo-scalar form factors of the nucleons. They were absent of the description
of electromagnetic elastic scattering but will come into play when we will examine the measurement of the weak form factors.

Finally, the GPDs can be related to the total angular momentum carried by the quarks, $J_q$, through the Ji sum rule [14], which states that:

$$ J_q = \int x(H(x, \xi, t = 0) + E(x, \xi, t = 0))dx $$

In Ji’s representation $J_q$ is the sum of the spin carried by the quarks and their orbital momentum:

$$ J_q = \frac{1}{2} \Delta \Sigma + L_q $$

where the orbital angular momentum contribution $L_q$ has a different definition than the one used in equation 1.23 although the definition of $\Delta \Sigma$ is the same. Accessing the Ji’s sum rule will bring another constrain in the search of the origin of the nucleon spin complementary to intrinsic quarks and gluons contributions measurement and has allowed to envisage a possible solution of the “proton spin crisis”.

### 1.3.2 Transverse distribution of partons in the nucleon

A particularly simple physical interpretation for GPDs as probability density exists in the limiting case $\xi = 0$ where the parton carries the same longitudinal momentum fraction $x$ in initial and final state and hence the momentum transfer is purely transverse, $t = -\Delta_\perp^2$. In this case, in analogy to the case of form factors, the Fourier transform of the GPD $H_f(x, 0, -\Delta_\perp^2)$ for fixed $x$ describes the spatial distribution $q(x, b_\perp)$ of partons of species $f$ carrying the longitudinal momentum fraction $x$ located at a transverse distance $b_\perp$ from the center of momentum of the nucleon [20, 16]:

$$ q_f(x, b_\perp) = \int \frac{d^2 \Delta_\perp}{(2\pi)^2} e^{-i\Delta_\perp \cdot b_\perp} H_f(x, 0, -\Delta_\perp) $$

With this relation, it will become possible to observe whether the valence quarks are located in a small core at center of the nucleon or whether the gluons distribution extends to larger distances as described in figure 1.5. The average squared impact parameter is linked to the GPD $H$ through the relation:

$$ \langle b_\perp^2 \rangle = \left. \frac{\int d^2 b_\perp b_\perp^2 q_f(x, b_\perp)}{\int d^2 b_\perp q_f(x, b_\perp)} \right|_{t=0} = 4 \left. \frac{\partial}{\partial t} \log H_f(x, 0, t) \right|_{t=0} $$

which is similar to the relation linking the Form Factors and the quadratic charge radius of the nucleon (equation 1.11). The quantity $\langle b_\perp^2 \rangle$ can be predicted by lattice calculations [24] and the results are consistent with the image depicted above.
1.3.3 Compton Form Factors

The notion of form factor has been extended to the GPDs formalism under the denomination of Compton Form Factors [18]. In the measurement of GPDs through DVCS, the loop in the handbag diagram results in an integral over the variable $x$. The Compton Form Factors $\mathcal{H}$ are defined as (similar relation holds for each GPD):

$$\mathcal{H}(\xi, t; Q^2) = \sum_f e_f^2 \int_{-1}^{1} dx H^f(x, \xi, t; Q^2) \left( \frac{1}{\xi - x - i\epsilon} - \frac{1}{\xi + x - i\epsilon} \right) \quad (1.49)$$

where the function $H_f$ are the GPDs for a given parton species ($f = u, d, s, g$), the coefficient $e_f$ is the electric charge for quarks and is equal to 1 for gluons. The Compton Form Factors now depend only on $\xi$ and $t$ although we have explicitly mentioned the $Q^2$ dependence because measurements are not performed at infinite $Q^2$ and QCD evolution has to be taken into account. Compton Form Factors are complex functions and their real and imaginary parts are fundamental quantities which can be measured by the experiments independently of models.

The real part is related to the integral of the GPDs through the following relation:

$$\text{Re}\mathcal{H}(\xi, t; Q^2) = \sum_f e_f^2 \int_{-1}^{1} dx H^f(x, \xi, t; Q^2) \left( \frac{1}{x + \xi} - \frac{1}{x - \xi} \right) \quad (1.50)$$

The imaginary part is given by the residue theorem and only the contributions at the poles in $x = \xi$ and $x = -\xi$ remain:

$$\text{Im}\mathcal{H}(\xi, t; Q^2) = \sum_f e_f^2 (H(\xi, \xi, t; Q^2) + H(-\xi, \xi, t; Q^2)) \quad (1.51)$$
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This particular property gives the only way to access the GPDs at a given point in the \((x; \xi)\) plane. The Compton Form Factors will be a sort of "crossroad" for the understanding of the nucleon structure in terms of generalized parton distributions where experimental results and models will be compared.

1.3.4 Case of meson production

Similarly to Compton Form Factor one can define a Generalized Form Factor for the exclusive production of a given meson \(M\). It is written as a function of the meson decay constant \(f_M\), the meson distribution amplitude \(\phi(z)\) and the universal GPD of a given specie \(H^I\) and different coefficients for each specie which depend on various parameters like the the electric charge of the quarks\(^2\) or the wave function or the possibility to couple gluons. It reads [23]:

\[
H_M(\xi, t; Q^2) = \frac{4\pi\alpha_s}{9\sqrt{2}} \int_0^1 dz \frac{\phi_M(z)}{z(1-z)} \int dx \left( \frac{1}{\xi - x + i\xi} - \frac{1}{\xi - x - i\xi} \right) \cdot \left( c_u^M H^u(x, \xi, t) + c_d^M H^d(x, \xi, t) + c_s^M H^s(x, \xi, t) + c_g^M H^g(x, \xi, t) \right) \tag{1.52}
\]

Considering different vector mesons allow to separate the quark flavors and gluons contributions. For example, for the \(\rho\), \(\omega\) and \(\phi\) mesons, the Generalized form factors will be sensitive to:

\[
H_\rho = \frac{1}{\sqrt{2}} \left( \frac{2}{3} H^u + \frac{1}{3} H^d + \frac{3}{8} H^g \right) \tag{1.53}
\]

\[
H_\omega = \frac{1}{\sqrt{2}} \left( \frac{2}{3} H^u - \frac{1}{3} H^d + \frac{1}{8} H^g \right) \tag{1.54}
\]

\[
H_\phi = -\frac{1}{3} H^s - \frac{1}{8} H^g \tag{1.55}
\]

The measurement of the Compton and Generalized Form Factors is one of the main goals of the future COMPASS experimental program.

\(^2\)It is not squared since there is only 1 electromagnetic vertex in this case
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The HAPPEX Experiment

One of the results of the EMC experiment was to show that there was a sizable contribution of strange quarks to the nucleon spin. It was then proposed by various groups at MAMI, MIT-Bates and JLab to determine the contribution of strangeness to the elastic form factors of the nucleon and hence to see if strangeness contributes also to the electric charge and magnetic moment. At Jefferson Lab, the HAPPEX experiment was approved in 1994 and started in 1998. Three data taking periods were conducted, first data were taken at $Q^2=0.48 \text{(GeV}/c)^2$ in 1999 where a large signal could be expected in view of the existing models. Then with the progress made in the systematic errors reduction data was taken at $Q^2=0.10 \text{(GeV}/c)^2$ for Hydrogen and Helium targets allowing for a separation of the electric and magnetic contributions.

In this chapter, we will first present the measurement of the weak form factors and how they allow to access the strange form factors. Then, we will present the experimental setup used by the HAPPEX experiment and present the results obtained. The last section of this chapter is dedicated to the description of the Compton polarimeter which was built by our group for the purpose of monitoring the electron beam polarization in the Hall A of Jefferson Lab.

2.1 Measurement of strange form factors

2.1.1 Weak form factors

In the introduction we have presented the measurement of nucleon form factors using the electromagnetic interaction. We now consider the elastic scattering of an electron off a proton to proceed also through the exchange of a $Z^0$ as shown in the right graph of figure 2.1.

At the electron vertex, the neutral weak current can be written:

$$\langle e'(k', s') | j_W^\mu | e(k, s) \rangle = \bar{u}(k', s') \gamma^\mu (g_V^e - g_A^e \gamma_5) u(k, s)$$

(2.1)

The interaction of the neutral weak current with the proton is described in term of form factors similarly to the electromagnetic interaction. Due to the structure of the
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Figure 2.1: Graphs contributing to elastic scattering: electromagnetic interaction (left) and weak interaction (right)

<table>
<thead>
<tr>
<th></th>
<th>$Q$</th>
<th>$g_V$</th>
<th>$g_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>-1</td>
<td>$-1 + 4 \sin^2 \theta_W$</td>
<td>1</td>
</tr>
<tr>
<td>u, c, t</td>
<td>$\frac{2}{3}$</td>
<td>$1 - \frac{2}{3} \sin^2 \theta_W$</td>
<td>-1</td>
</tr>
<tr>
<td>d, s, b</td>
<td>$\frac{1}{3}$</td>
<td>$-1 + \frac{4}{3} \sin^2 \theta_W$</td>
<td>+1</td>
</tr>
</tbody>
</table>

Table 2.1: Electromagnetic and weak vector and axial charges for electron and quarks

weak interaction, the current is written:

$$
\langle P'(p', s') | J_{\mu W}^\alpha | P(p, s) \rangle =
\bar{u}(p', s') \left[ \gamma^\mu F_1^{(Z,p)}(Q^2) + i \frac{\sigma^{\mu\nu} q_\nu}{2M} F_2^{(Z,p)}(Q^2) + \gamma^\mu \gamma_5 G_A^e(Q^2) + \frac{q^\mu \gamma_5}{M} G_P(Q^2) \right] u(p, s) \ (2.2)
$$

where $F_1$ and $F_2$ are analogous to the Dirac and Pauli form factors and $G_A$ and $G_P$ are the axial vector and pseudo-scalar form factors of the nucleons.

### 2.1.2 Extraction of strange form factors

The form factors can be decomposed on "quark flavors" form factors $G_{E,M}^{f}$ which quantify the contribution of each flavor to the nucleon form factors. Going back to the electromagnetic interaction we can derive the following relations:

$$
G_{E,M}^{u,p} = \frac{2}{3} G_{E,M}^{u(p)}(Q^2) - \frac{1}{3} G_{E,M}^{d(p)}(Q^2) - \frac{1}{3} G_{E,M}^{s(p)}(Q^2) \ (2.3)
$$

$$
G_{E,M}^{u,n} = \frac{2}{3} G_{E,M}^{u(n)}(Q^2) - \frac{1}{3} G_{E,M}^{d(n)}(Q^2) - \frac{1}{3} G_{E,M}^{s(n)}(Q^2) \ (2.4)
$$

where the coefficients are the electric charges and only light flavors have been taken into account. The number of flavor form factors is further reduced to 6 by applying the isospin symmetry:

$$
G_{E,M}^{u(p)} = G_{E,M}^{u(n)} \equiv G_{E,M}^u \ (2.5)
$$
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\[
G_{E,M}^{d(p)} = G_{E,M}^{u(n)} = G_{E,M}^{d} \quad (2.6)
\]

\[
G_{E,M}^{s(p)} = G_{E,M}^{s(n)} = G_{E,M}^{s} \quad (2.7)
\]

And then the electromagnetic form factors are rewritten:

\[
G_{E,M}^{\gamma,p}(Q^2) = \frac{2}{3} G_{E,M}^{u}(Q^2) - \frac{1}{3} G_{E,M}^{d}(Q^2) - \frac{1}{3} G_{E,M}^{s}(Q^2) \quad (2.8)
\]

\[
G_{E,M}^{\gamma,n}(Q^2) = \frac{2}{3} G_{E,M}^{d}(Q^2) - \frac{1}{3} G_{E,M}^{u}(Q^2) - \frac{1}{3} G_{E,M}^{s}(Q^2) \quad (2.9)
\]

which provide four measurements for six unknown quantities. The weak interaction is used to provide an additional constrain. The electroweak unification guarantees that the flavor form factors are universal and do not depend on whether the probe is a photon or a $Z^0$. Then, for the weak interaction the coupling to a given flavor is given by the weak vector charge leading to:

\[
G_{E,M}^{(Z,p)} = (1 - \frac{8}{3} \sin^2 \theta_W) G_{E,M}^{u} + (-1 + \frac{4}{3} \sin^2 \theta_W)(G_{E,M}^{d} + G_{E,M}^{s}) \quad (2.10)
\]

Using this additional measurement, the strange contribution to the form factors are extracted as:

\[
G_{E,M}^{s} = (1 - 4 \sin^2 \theta_W) G_{E,M}^{(\gamma,p)} - G_{E,M}^{(\gamma,n)} - G_{E,M}^{(Z,p)} \quad (2.11)
\]

This demonstrates the interest in the measurement of the weak form factors. In the next section, we show how they can be determined from the parity violation asymmetry in elastic scattering.

2.1.3 Parity violating asymmetry

The weak interaction does not conserve parity meaning that the amplitude, $\mathcal{M}_Z$, for the exchange of the $Z^0$ depends on the helicity (right or left) of the incoming electron, contrary to the amplitude, $\mathcal{M}_\gamma$, for the exchange of a photon. The cross section dependent helicity is written:

\[
\sigma_R \propto |\mathcal{M}_\gamma + \mathcal{M}_Z^R|^2 = |\mathcal{M}_\gamma|^2 + 2 \Re (\mathcal{M}_\gamma \cdot \mathcal{M}_Z^R) + |\mathcal{M}_Z^R|^2 \quad (2.12)
\]

\[
\sigma_L \propto |\mathcal{M}_\gamma + \mathcal{M}_Z^L|^2 = |\mathcal{M}_\gamma|^2 + 2 \Re (\mathcal{M}_\gamma \cdot \mathcal{M}_Z^L) + |\mathcal{M}_Z^L|^2 \quad (2.13)
\]

It shows that the weak amplitude appears in the interference and in the pure weak terms. The magnitude of each term is given by:

\[
|M_\gamma|^2 \propto \left( \frac{\alpha}{Q^2} \right)^2 \quad (1)
\]

\[
2 \Re (M_\gamma \cdot M_{Z^0}) \propto \frac{\alpha}{Q^2} G_F \quad (3 \times 10^{-5})
\]

\[
|M_{Z^0}|^2 \propto G_F^2 \quad (10^{-9})
\]
where $\alpha \simeq 1/137$ is the fine structure constant and $G_F = 1.17 \cdot 10^{-5} \text{GeV}^{-2}$ is the Fermi constant. The relative size of each term is written in brackets for $Q^2 = 0.48 (\text{GeV}/c)^2$. The pure weak term is out of reach but it appears in the interference which acts as an "amplifier" and can be accessed through asymmetry measurements at high quality polarized electron accelerators. From the cross section for right- and left-handed electrons off an unpolarized target the parity violating cross section asymmetry, $A_{PV}$, reads:

$$A_{PV} = \frac{\sigma_R - \sigma_L}{\sigma_R + \sigma_L} = \frac{|\mathcal{M}_\gamma + \mathcal{M}_Z^R|^2 - (\mathcal{M}_\gamma + \mathcal{M}_Z^L)^2}{(\mathcal{M}_\gamma + \mathcal{M}_Z^R)^2 + (\mathcal{M}_\gamma + \mathcal{M}_Z^L)^2}$$

(2.14)

$$A_{PV} \approx \frac{\mathcal{M}_\gamma (\mathcal{M}_Z^R - \mathcal{M}_Z^L)}{\mathcal{M}_\gamma^2}$$

(2.15)

where sub-leading terms have been dropped out. With the exact amplitudes depending on the proton’s electric and magnetic form factors the tree-level parity-violating asymmetry is calculated to be [26]:

$$A_{PV} = -\frac{G_F Q^2}{4\pi\alpha \sqrt{2}} \varepsilon G^{(\gamma,p)}_E G^{(\gamma,p)}_M + \tau G^{(\gamma,p)}_M G^{(\gamma,p)}_M - (1 - 4\sin^2 \theta_W \epsilon' G^{(\gamma,p)}_M G^{(\gamma,p)}_A)$$

(2.16)

where $\tau = Q^2/4M_p^2$, $\varepsilon = [1 + 2(1 + \tau) \tan^2 \theta/2]^{-1}$, $\epsilon' = \sqrt{\tau(1 + \tau)(1 - \epsilon^2)}$ are kinematical factors. The measurement of the parity violating asymmetry provides a measurement of the weak form factors of the nucleon and hence of the strange form factors which appear as a linear combination of the electric and magnetic terms:

$$A_{PV} \rightarrow G^s_E + \eta G^s_M$$

(2.17)

At backward scattering angles the electric term is kinematically suppressed and the experiments are sensitive to $G^s_M$ and $G^Z_A$. For a spinless isoscalar target such as Helium, the magnetic term drops and the parity violating asymmetry is only sensitive to the electric term, $G^s_E$:

$$A_{PV}^{HE} = -\frac{G_F Q^2}{4\pi\alpha \sqrt{2}} \left[ 4\sin^2 \theta_W + \frac{2G^s_E}{G^{(\gamma,p)}_E + G^{(\gamma,m)}_E} \right]$$

(2.18)

An extensive parity-violation program was undertaken to measure the strange quark vector form factors and will be commented in the results section of this chapter.

### 2.2 The HAPPEX experiment

In this section we describe the HAPPEX experiment performed in the Hall A at Jefferson Lab in which our group has been involved. We give a brief description of the experimental setup and present the results obtained. The last section is dedicated to the Compton polarimeter.
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2.2.1 Polarized electron source

We have used an optically pumped a GaAs crystal as a polarized electron source. In this device, a 780 nm Laser is used to shine circularly polarized light onto the crystal. The laser is pulsed to the accelerator frequency (500 MHz) and the bunch-length is 50 ps. Left and right circular polarization of the light are obtained with a Pockels Cell by applying the voltage corresponding to the quarter wave retardation. Electrons are extracted using an electric field and then injected in the accelerator. In the first campaign of HAPPEX measurements, a bulk GaAs crystal was used and polarization of the order of 40% were obtained. In the second campaign, the use of "strained crystals" for which the band structure is modified allowed to reach more than 80% polarization.

The helicity is flipped at a 30 Hz frequency and is phase locked to the 60 Hz AC cycle. Helicity pulses are associated in pairs of which the second pulse has an helicity opposite to the first one. The helicity of the first one is chosen by a 24-bit pseudo-random number generator. The helicity signal is transferred delayed by 8 pairs and true helicity is determined afterwards in software. Asymmetries and differences are then calculated for pairs.

A half-wave plate can be inserted in the laser beam line. As it swaps left and right helicities it reverses the sign of the experimental asymmetry and provides a useful systematic check. The half wave plate was put in or taken out after every 24 hours of full data taking.

2.2.2 Detection of the elastically scattered electrons

After being accelerated to 3.355 GeV, the polarized electrons are extracted and deflected to the proton target. The target is a 15 cm long cell of liquid hydrogen cooled at 19 K. The cryogenic installation is able to evacuate the 500 Watts deposited in the target by a 100 µA electron beam. Tests performed prior to the experiment have shown that no significant boiling was induced in the target by the beam.

The two identical High Resolution Spectrometers (HRS) in Jefferson Lab’s Hall A [28] are used to detect the elastically scattered electrons. The spectrometers (see figure 2.2 (top)) were placed at the most forward scattering angle (θ = 12.5°) and the field in the magnets (the configuration is QQDQ) was set to detect electrons at a quadrimomentum transfer $Q^2 = 0.48 \text{(GeV/c)}^2$. These settings were chosen to maximize the figure of merit $(A(d\sigma/dt))^{1/2}$ in a kinematical region where some models on strangeness predicted a sizable effect. In the running period at $Q^2 = 0.10 \text{(GeV/c)}^2$, a septum magnet was installed and the target was moved upstream in order to access scattering angles of 6° (figure 2.2 (bottom)).

One property of the HRS is to spatially separate elastic from inelastic scattering. Thus, elastic scattering can be identified without reconstruction of the trajectories (figure 2.3). To detect the scattered electrons total absorption electron calorimeters were placed in the focal plane of both spectrometers. These detectors are made of 5 layers of lead and Lucite interleaved. The Cerenkov light produced by the electron
Figure 2.2: Top: side view of one of the Hall A High resolution spectrometers. Bottom: top view of the target region describing the use of a septum magnet in order to access scattering angles down to 6 degrees.
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Figure 2.3: Impact point of the elastically scattered electron in the focal plane of the spectrometer. The rectangular area shows the surface of the electron detector.

shower is detected by a 5 inch photomultiplier tube. The resolution of such a device is 14% at the energy of the scattered electrons. Rates of 2 MHz were obtained and since the output current of the PMTs is integrated over the helicity pulse, the effect of the resolution is only to increase the time needed to achieve a given accuracy by less than a percent.

Data was also taken using the standard detector package of the HRSs and DAQ system in order to determine the averaged $Q^2$ of each experiment. Even if the spectrometers have a $10^{-4}$ momentum resolution, for the purpose of our experiment we only need precision of the order of a percent. An eventual contamination of background was also studied by detuning the magnets.

2.2.3 Control of beam parameters

The control of the beam parameters is a key point of the parity violation experiments. For example, a helicity correlated difference in beam position is transformed into a difference in counting rates in the spectrometer as a consequence of accepted solid angle variations. To correct for these effects, one need to know the value of the helicity correlated differences and to know the sensitivity of the counting rates with respect to these variations [27]. This is done by steering the beam using small magnetic coils and monitoring the effect in the Beam Position Monitors for spatial coordinates and for energy since one of the monitor is located at the highest dispersion point in the magnetic arc (see figure 2.4).

The experimental asymmetry, $A_{exp}$, is calculated from the integrated signal $S_{+/−}$ and the normalized to the beam current $c_{+/−}$ and is related to the physics asymmetry,
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Figure 2.4: Schematic view of the Hall A beam-line. 7 coils are used to modulate the beam position. Beam position monitors (BPM) and Beam current monitors (CAV) are used to control the induced beam parameter modifications.

\[ A_{PV}, \text{ through:} \]
\[ A_{exp} = \frac{S_{+}/e_+ - S_{-}/e_-}{S_{+}/e_+ + S_{-}/e_-} = P_e A_{PV} \]  \hspace{1cm} (2.19)

The beam current is determined using cavity monitors and the beam polarization, \( P_e \), was measured using Compton and Moller polarimeters. The Compton polarimeter gave the best precision of the two devices and allowed for a continuous monitoring of the beam polarization.

2.2.4 Results

The first measurement of the HAPPEX experiment was at \( Q^2 = 0.48 \text{ (GeV/c)}^2 \). The result obtained is [29]:

\[ G_E^s + 0.39G_M^s = 0.025 \pm 0.020_{\text{exp}} \pm 0.014_{\text{ff}} \]  \hspace{1cm} (2.20)

where the first systematic errors arises from experimental aspects (statistics and systematics) and the second term originates from the knowledge of the form factors and could be improved in the future. The result is compatible with zero and ruled out models predicting large strange contribution to the nucleon form factor. The first experiment also served as a benchmark for future measurements.

In view of a possible cancellation between the magnetic and electric contribution at high \( Q^2 \) it was decided that the second HAPPEX measurement campaign would be performed at \( Q^2 \approx 0.10 \text{ (GeV/c)}^2 \). Data was taken on both Hydrogen and Helium targets to separate the electric and magnetic term [30]. It is worth noting that the measured asymmetries and precision achieved are very small (1 ppm = 10^{-6}):

\[ A_{He}^{He} = +6.40 \pm 0.23(\text{stat}) \pm 0.12(\text{syst}) \text{ ppm} \]  \hspace{1cm} (2.21)
\[ A_{H}^{H} = -1.58 \pm 0.12(\text{stat}) \pm 0.04(\text{syst}) \text{ ppm} \]  \hspace{1cm} (2.22)
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Figure 2.5: Results of HAPPEX at $Q^2 = 0.1 GeV^2$. Also represented are the results of SAMPLE (orange band) and PVA4 (green band) at the same $Q^2$.

which have to be compared to the prediction in the absence of strange quarks contributions:

\[
\begin{align*}
A_{phys}^{He} &= +6.37 \pm 0.12 \text{(syst)} \text{ ppm} \\
A_{phys}^{H} &= -1.66 \pm 0.05 \text{ ppm}
\end{align*}
\]  

(2.23)  

Using expressions 2.16 and 2.18 one can extract the strange form factor information:

\[
\begin{align*}
G_E^s + 0.09G_M^s &= 0.007 \pm 0.011 \pm 0.006 \\
G_E^s &= 0.002 \pm 0.014 \pm 0.007
\end{align*}
\]  

(2.25)  

These two results are represented in figure 2.5 in the ($G_M^s$, $G_E^s$) plane showing their complementarity to separate electric and magnetic contributions along with predictions for which the references are found in Appendix 2. The electric and magnetic strange contributions to the proton are found to be very small. This implies that the strange and anti-strange spatial distribution are quasi-identical and that the contribution of strangeness to the magnetic moment of the nucleon is less than $3 \pm 4\%$ and that the
contribution to the electric charge is \(0.2 \pm 0.8\%\) \cite{31}. At \(Q^2 = 0.1 GeV^2\), there are also measurements performed by the A4 experiment \cite{32} at the Mainz Microtron. Their actual result is 2 \(\sigma\) off zero but is not in contradiction with HAPPEX results within errors. Also represented is the measurement performed by the SAMPLE experiment at MIT-Bates \cite{33} which is mostly sensitive to \(G_M^s\).

The HAPPEX data are compared to the results of the G0 experiment at Jefferson Lab which has measured \(G^s_E + \eta G^s_M\) for \(Q^2\) values from 0.12 to 0.8 GeV\(^2\) \cite{35} in figure 2.6. Also plotted is the A4 result at \(Q^2 = 0.23 GeV^2\) \cite{34}. These data confirm the small contribution of strange quarks at low \(Q^2\) and suggest that there might be a non-zero contribution at higher \(Q^2\). To solve this issue the A4 and HAPPEX collaboration shall provide a measurement at \(Q^2 = 0.6 GeV^2\) in the near future.

In conclusion, the measurement of strange the form factors has been performed using parity violation in electron scattering. It has benefit from the advance in highly polarized electron source and extensive control of the systematic errors down to a few \(10^{-8}\). The results point towards small strangeness contributions to the form factors of the nucleon.

### 2.3 The Compton Polarimeter

The polarization of the electron beam had to be measured with an accuracy better than 2\% with a strong need for a continuous monitoring of the variation of the polarization. To fulfill these goals it was proposed to build a polarimeter using the polarized Compton scattering of the electrons off a photon beam.

\(^1\)This paper also provides a strong constrain on \(G_M^s\)
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2.3.1 Kinematics

The Compton process is the scattering of photons off electrons and is represented in figure 2.7. In this process the energy of the back-scattered photon $k$ reaches a maximum depending on the beam energy, $E_{\text{beam}}$:

$$k_{\text{max}} = 4ak\frac{E^2}{m^2}$$

(2.27)

The cross section is described as a function of the variable $\rho = k/k_{\text{max}}$ by:

$$\frac{d\sigma}{d\rho} = 2\pi r_0^2 a \left( 1 + \frac{\rho^2(1-a)^2}{1-\rho(1-a)} + \left( \frac{1+\rho(1+a)}{1-\rho(1-a)} \right)^2 \right)$$

(2.28)

where $r_0 = \alpha h c / mc^2$ is the classical radius of the electron. It is shown as a function of the photon energy in figure 2.8 with the characteristic Compton edge. The asymmetry of the Compton scattering of longitudinally polarized electrons off circularly polarized photon can be determined to first order in QED and is expressed as:

$$A_{\gamma e}(\rho) = \frac{\sigma_R - \sigma_L}{\sigma_R + \sigma_L} = \frac{2\pi r_0^2 a}{d\sigma/d\rho} (1 - \rho(1+a)) \left( 1 - \frac{1}{(1-\rho(1-a))^2} \right)$$

(2.29)

An JLab energies (2 to 6 GeV) asymmetries of the order of 4 to 8 % can be expected.

2.3.2 Experimental set-up

To enhance the statistics, it was decided to use a low power infrared Nd-YAG Laser (300mW) coupled with an optical cavity of high finesse ($F = 30000$) as a photon source. The cavity is located at the center of a magnetic chicane as shown in figure 2.9. The back-scattered photons are detected in a electromagnetic calorimeter made of a matrix of $5 \times 5$ blocks of PbWO$_4$ (block size is $2 \times 2$ cm$^2$). This material was chosen for its small Molière radius allowing to contain the shower in the limited space available. The scattered electrons are deviated by the magnetic field of the third dipole of the chicane and are detected in 4 planes of Silicon multi-strip detectors of 48 strips each ($650 \mu$m pitch) approaching the primary beam up to 4 mm.

The optical cavity system is described in figure 2.10 and in reference [36]. It was
Figure 2.8: Energy spectrum of the back-scattered photon (left) and theoretical asymmetry (right) for three beam energies.

Figure 2.9: View of the Compton magnetic chicane layout (top) and principle of the detection of the scattered particles (bottom).
chosen to use a "monolithic" design for the cavity. This implies that the cavity mirrors are attached to a single support frame and that the optical axis is fixed mechanically. Motorized mirrors are then used to bring the circularly polarized light along this axis. The cavity is locked by a feed-back on the laser frequency using the signal reflected by the cavity. The power in the cavity reaches 1700 W and is stable over many hours. A system of polarizers, quarter wave plates and lenses allows to provide up to 99.8% circularly polarized light at the entrance of the cavity. Another subsystem using a Wollaston prism and integrating spheres is used to measure the polarization at the exit of the cavity. Special measurements where the cavity was removed were performed in order to estimate the transfer function of the exit line and allowed to reach 0.36% precision on the polarization in the cavity.

2.3.3 Analysis of the data

2.3.3.1 The «electron» method

The electron detector data was used to determine the beam polarization without the use of the photon detector. It was also used to determine the calibration and the response function of the photon detector. The counting rates viewed by the strips of the electron detector are represented in figure 2.11(left) when the cavity is ON (blue points) and OFF (red points). It follows the distribution shown in figure 2.8 and the Compton edge is clearly seen. Knowing the field integral in the dipole magnet allows to determine the momentum calibration of each detector strip. Then, the asymmetry when the beam polarization is reversed can be measured for each strip of the electron detector is shown in figure 2.11(right). It is fitted with the relation:

\[ A_{\text{exp}} = P_e P_\gamma A_{\gamma_e} \]  \hspace{1cm} (2.30)

where \( P_e \) and \( P_\gamma \) are the electron and photon polarization and \( A_{\gamma_e} \) is the Compton process asymmetry given in equation 2.29. This provides the polarization measurement as well as redundancy in the calibration.
2.3.3.2 The «photon» method

In the calorimeter, a photon with incident energy \( k \) produces a shower which is converted to an ADC value at the end of the detection chain. Due to the high counting rate it was decided to store the energy information in a 20-bin array and to transfer this array at the end of each beam polarization orientation window. In principle one could estimate the asymmetry and analyzing power for each bin but this "differential" method suffers large systematic errors. It was preferred to use an "integrated" method [37] for which the counting rates above a given threshold are integrated. The analyzing power is then expressed as:

\[
A(\text{ADC}_t) = \frac{\int_0^{k_{\text{max}}} p(k, \text{ADC}_t) \frac{dp}{dk} A_{\gamma e}(k) dk}{\int_0^{k_{\text{max}}} p(k, \text{ADC}_t) \frac{dp}{dk} dk}
\]

where we have introduced the function \( p(k, \text{ADC}_t) \) which is the probability to detect a photon with incident energy and to register it at an ADC value greater than \( \text{ADC}_t \). This function can be estimated using specific data where the scattered electron and photon of the Compton process are detected in coincidence. It depends on the response function of the calorimeter, \( R(\text{ADC}, k) \), i.e. the distribution of ADC values for a given incident energy, and has the following expression:

\[
p(k, \text{ADC}_t) = \frac{\int_{\text{ADC}_t}^{\infty} R(\text{ADC}, k) d\text{ADC}}{\int_0^{\infty} R(\text{ADC}, k) d\text{ADC}}
\]
and the polarization is given by:

\[ A_{\text{exp}} = P_\gamma P_\gamma A(\text{ADC}_t) \]

### 2.3.4 Results

The systematic errors entering the beam polarization measurement for the "photon" and "electron" methods are presented in table 2.2. For the "photon" method the main error comes from the modeling of the response function and the effect of pile-up in the photon detector. For the "electron" method the main source of error arises from the calibration. The error on the photon polarization is not a limiting factor thanks to the effort put in this direction. We have achieved a total precision using the electron method of 1% and the systematic error in the parity violation asymmetry measurements is kept well below the statistical error.

The Compton polarimeter has also monitored continuously the electron beam used by Jefferson Lab Hall A experiments. The graph in figure 2.13 shows the variation of the beam polarization during a two-month period. It shows that substantial polarization variation are observed and are correlated in time with intervention at the polarized electron source. Between these interventions the polarization is stable to better than 1% and is a confirmation that the polarimeter systematic errors are under control.
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Table 2.2: Systematic errors entering the beam polarization measurement for the photon and electron analysis methods.

<table>
<thead>
<tr>
<th>&quot;photon method&quot;</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>response function</td>
<td>1.25</td>
</tr>
<tr>
<td>pile-up</td>
<td>1.00</td>
</tr>
<tr>
<td>dead-time</td>
<td>0.50</td>
</tr>
<tr>
<td>photon polarization</td>
<td>0.36</td>
</tr>
<tr>
<td>radiative corrections</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1.73</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>&quot;electron method&quot;</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>calibration</td>
<td>0.79</td>
</tr>
<tr>
<td>data quality checks</td>
<td>0.50</td>
</tr>
<tr>
<td>photon polarization</td>
<td>0.36</td>
</tr>
<tr>
<td>radiative corrections</td>
<td>0.25</td>
</tr>
<tr>
<td>beam energy</td>
<td>0.10</td>
</tr>
<tr>
<td>efficiency</td>
<td>0.10</td>
</tr>
<tr>
<td>background</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1.04</strong></td>
</tr>
</tbody>
</table>

Figure 2.13: Monitoring of the electron beam polarization over a 80-day period. Vertical dashed lines corresponds to intervention at the polarized electron source.
Chapter 3

The COMPASS Experiment

The COMPASS experiment is located in the north area of the CERN complex at the end of the M2 muon beam line. The experimental set-up (see figure 3.1) is composed of a two stage spectrometer placed after a 1.2 m long polarized target. It can be decomposed in a beam telescope, a large angle spectrometer around the first dipole magnet (SM1) and a short angle spectrometer around the second dipole magnet (SM2). The apparatus was extensively described in reference [38] which we only summarize here.

3.1 The M2 muon beam line

The beam available at the COMPASS experimental hall is originating from the CERN Super Proton Synchrotron. It accelerates protons up to 400 GeV/c in a 2 km diameter circular accelerator. The protons are extracted from the SPS and are sent to a 500 mm Beryllium target. Following the interaction, secondary particles (mainly pions and kaons) are produced and are selected according to their momenta (172 GeV/c). The pions enter a section of 600 m where they can decay into muons through the weak interaction: $\pi \rightarrow \mu \nu$. Due to the parity violation of the weak interaction there is a strong correlation between the momentum and the polarization of the muons. Therefore, selecting a band in momentum results in a natural polarization of the beam as shown in the left panel of figure 3.2. The COMPASS muon beam energy is 160 GeV with a dispersion of 5 GeV. The resulting average polarization of the beam is around $P_\mu = 80\%$. The muon beam intensity, $I_\mu$, also depends on the energy of the muons and is represented in the right panel of figure 3.2. It shows that the experiment does not run at the maximal available intensity which is due to the fact that the figure of merit for asymmetry measurements is proportional to $P_\mu^2 I_\mu$ (for a fixed parent pion energy). The beam is focused at the location of the target and has a size of $0.8 \times 0.8 \text{ cm}^2$.

3.2 The polarized target

The polarized target is made of cylindrical cells along the beam line filled with a solid state material. The choice of material done by maximizing statistical figure of merit,
Except otherwise noted, all hardware upgrades described in this document refer to the set-up used in 2010 with the muon beam and the polarised NH$_3$ target. The 2010 spectrometer is shown in Fig. 50 and a detailed discussion of most of the components can be found in Ref. [133].
3.2. **THE POLARIZED TARGET**

Figure 3.2: Muon beam polarization and intensity as a function of the muon momentum (the parent pion has 172 GeV/c).

$f P^2_t$, where $f$ is the dilution factor (i.e. the fraction of polarizable nucleons) and $P_t$ is the achievable target polarization. The deuterated Lithium, $^6$LiD, has been chosen as target material from 2002 to 2006. In this molecule, the $^6$Li nucleus can be considered as spin 0 $^4$He nucleus plus a deuteron. With the additional D in $^6$LiD it leads to a theoretical dilution factor of 0.5 but the material has a bead structure and the spaces are filled by the liquid helium of the cooling system leading to a realistic dilution factor of 0.36. Typical polarizations up to 50% are obtained. With rising interest for measurements of the transversity distribution function on the proton, it was chosen in 2007 to use ammonia, NH$_3$. For this material, the dilution factor is quite lower ($f = 0.15$) but it is compensated by higher polarizations of the order of 80%.

The polarization process arises from the Dynamic Nuclear Polarization. In this technique, the material has first to be irradiated in order to create paramagnetic centers (electrons). Then, under the presence of a magnetic field and at low temperature (50mK), there is a splitting between the levels of the electron-nucleon system which can be exploited. Indeed, by applying an adequate microwave frequency the system can be brought to a state where both the electron and the nucleon are polarized. Then the electron polarization is relaxed in milliseconds and the electron is again available for polarizing another nucleon which relaxation time is of the order of 1000 hours. The nucleon exchanges its spin by interacting with its neighbors and the polarization spreads over the volume of the material. This technique allows for a buildup of the polarization which takes a few days.

The field is provided by a super-conducting magnet. Up to 2004, the magnet used was the one build for the SMC experiment but resulted in a reduced acceptance. A new magnet originally planed for the beginning of COMPASS has been available since 2006 and matches the 180 mrad polar angle of the acceptance of the spectrometer. These two magnets have a solenoid and a dipole field. The solenoid field is 2.5 T along the beam axis. The dipole field is 0.8 T and is transverse to the beam. It allows to hold the polarization during the rotation and also to hold a polarization transverse to the beam.
The target is decomposed in 2 or 3 cells which can be polarized in opposite directions by tuning the microwave frequencies. This allows to take data for the two polarizations at the same time and minimizes systematic effects. The spin of the nucleons can also be rotated by reversing the solenoid field. This operation can be done in 20 minutes and is performed every 8 hours. Furthermore, exchanging the microwave frequencies between the cells can also be done but it requires to fully re-polarize the target and is performed a few times per data taking year.

3.3 The COMPASS Spectrometer

Beam telescope

The momentum of the beam particle is measured using the beam momentum station. The system was first composed of 4 planes of hodoscopes placed upstream and downstream of a bending magnet. To cope for the increase in instantaneous rate and to disentangle ambiguities 2 planes of scintillating fibers were added. The achieved momentum resolution is 0.5% and the efficiency is 93%. The beam track is measured upstream of the target in a telescope made of 3 stations of silicon micro-strip detectors each composed of 4 planes and 2 planes of scintillating fibers. The silicon stations provide a position resolution of 10 microns and the fiber has a poorer position resolution (200µm) but it has good timing resolution (400ps) and can be used to correlate the incoming track to the beam momentum station.
Large angle spectrometer

Just after the polarized target is the region of the large angle spectrometer. It is built around a large aperture magnet SM1 ($1.8 \times 1.3 \text{ m}^2$) of 1.1 T.m field integral and covers polar angles up to 180 mrad. Upstream of the magnet, three types of detector are used: at short radial distance from the beam and on both sides of the magnet, scintillating fibers are used for their ability to stand high rates; at larger radial distance, i.e. up to 30 cm, modern micro-pattern gaseous detector of the Micromegas type are used. They can withstand a rate of 300 kHz/mm$^2$ and have a spatial resolution of 100 microns; at large radial distance and up to 60 cm from the beam, drift chambers designed to operate at high rates\(^1\) are used.

Downstream of the SM1 magnet, Drift Chambers and Straw Chambers are used for their ability to cover large areas. In the beam region scintillating fibers are used along with another type of micro-pattern gaseous detector, namely the Gas Electron Multiplier (GEM).

After leaving the trackers, the particles enter the identification section. They first encounter a Ring Imaging CHerenkov detector (RICH). It is a fairly large vessel ($3 \times 4 \times 5 \text{ m}^3$) filled with $C_4F_{10}$ gas. The Cerenkov light produced along the particle path is focused on photo-detectors placed at the rear of the vessel out of the acceptance. The photo-detectors are multi-anode PMTs in the central region where the counting rates are the highest and CsI coated cathode read out by fast electronics in the outer region. To complete the particle identification, electromagnetic and hadronic calorimeters are also used. The electromagnetic calorimeter ECAL 1 covers an area of $4.0 \times 2.9 \text{ m}^2$ with a central hole of $1.0 \times 0.6 \text{ m}^2$. It is composed of three types of Lead Glass blocks of sizes $3.8 \times 3.8 \text{ cm}^2$ in the region closest to the beam, of $7.5 \times 7.5 \text{ cm}^2$ in the intermediate region and $14.3 \times 14.3 \text{ cm}^2$ in the outer region. Muon identification (in both spectrometers) is performed using up to 30 radiation length of concrete and iron blocks.

Small angle spectrometer

The small angle spectrometer is resembling the first one and has tracking planes placed on both sides of a spectrometer magnet, SM2, which has a field integral of 4.4 T.m in order to curve high momentum tracks. Similarly to the large angle spectrometer, different types of detectors are used depending on local rates and resolution needs. In the beam vicinity it is covered by scintillating fibers and GEMSs. At larger distance, straws and large area drift chambers are used. After the second absorber, multi-wire proportional chambers can be used since the rates are lower. Particle identification is completed in this region by the use of an electromagnetic calorimeter (ECAL2) and a hadronic calorimeter (HCAL2). The electromagnetic calorimeter ECAL 2 covers an area of $2.4 \times 1.8 \text{ m}^2$ and the central hole can be as large as $0.4 \times 0.4 \text{ m}^2$. It is composed of one types of Lead Glass blocks of size $3.8 \times 3.8 \text{ cm}^2$.

\(^1\)rates are as high as 800 kHz/wire
Figure 3.4: The Recoil Proton Detector and liquid hydrogen target used for the COMPASS hadron program and for the DVCS beam tests.

**Trigger and Veto system**

The trigger and veto system uses hodoscopes of scintillating counters and calorimeters. The hodoscopes are placed behind the absorbers and detect the passage of a particle (a muon) at 2 points along the track. They are associated in pairs so that the track points back to the target region and produces an inclusive trigger. Further conditions using the energy deposition in the calorimeters can be used to improve the purity of the trigger system. The muon beam is accompanied by a halo which extends to large distance (up to 2 m) and are vetoed using a set of hodoscopes placed upstream of the target.

**Recoil Proton Detector**

Our group has built a Recoil Proton Detector (RPD) for the COMPASS hadron program. It is made of two concentric barrels of plastic scintillators read at both sides by photomultiplier tubes and surrounds the liquid hydrogen. The first ring of scintillator is composed of 12 counters of 50 cm length and 5 mm thick. The outer ring is composed of 24 counters of 106 cm length and 1 cm thickness. We have designed a fast logic trigger performing the coincidences between the facing counters and it constituted an important piece of the trigger system for hadron running. This detector is not used muon running with a polarized target but it provided the opportunity to observe DVCS in some dedicated beam tests in 2008 and 2009. The performances of the RPD are summarized in chapter 5 when we present the results of these tests.
3.4 Gluon contribution to the nucleon spin

The contribution of the gluons to the nucleon spin can be measured from the process of photon-gluon fusion (PGF) where the virtual photon interacts with a gluon through a quark line (see figure 3.5). In the final state, it produces a quark anti-quark pair and the nucleon is broken into fragments as in inclusive deep inelastic scattering. Following this process, the quarks will hadronize into mesons which can be detected. This "semi-inclusive" process can then be measured experimentally. We consider two types of signature for the PGF process: the production of charmed mesons and the production of high transverse momentum hadron pairs.

The measurement of the gluon polarization is performed by scattering the muon beam off the polarized target and measuring the asymmetry in the number of PGF events for opposite polarization of the target nucleons. The counting rate asymmetry, \( A \), can be written:

\[
A = \frac{N^+ - N^-}{N^+ + N^-} = f \cdot D \cdot P_\mu \cdot P_t \cdot a_{LL}^{PGF} \cdot \frac{\Delta G}{G}
\]

where \( f \) is the dilution factor, \( D \) is the depolarization factor, \( P_\mu \) is the target polarization, \( P_t \) is the target polarization, \( a_{LL}^{PGF} \) is the asymmetry of the QCD calculable part of the photon-gluon process and \( \frac{\Delta G}{G} \) is the gluon polarization normalized to the gluon density.

Production of charmed mesons

The gluon polarization is determined assuming that open charm production is dominated by the PGF mechanism yielding a \( c\bar{c} \) pair which fragments mainly into D mesons. This method has the advantage that in lowest order there are no other contributions to the cross section, however, it is statistically limited. In our analysis only one charmed meson is required in every event. This meson is selected through its decay in one of the...
while the virtual photon is measured and events for which two hadrons have a high transverse momentum are selected. The selection of the event sample in the case of high transverse momentum hadron production is also presented, corresponding in agreement with previous results. In this figure, the results of a study of the polarized structure function data are also presented, corresponding to the distributions shown in the shaded areas and the statistical precision is dominated by the statistical error. Large values of $\Delta G$, postulated to solve the spin crisis, are ruled out by this measurement which is also found to be in agreement with previous results (see figure 3.7). On this figure, the results of a QCD analysis of the polarized structure function data is also presented corresponding to $\Delta G = \pm 0.3$.

### Production of high-pt hadron pairs

The selection of the event sample in the case of high transverse momentum hadron production is rather simple. The transverse momentum, $p_t$, with respect to the direction of the virtual photon is measured and events for which two hadrons have:

$$p_t(h_1) > 0.7 \, GeV/c \quad p_t(h_2) > 0.7 \, GeV/c \quad p_t^2(h_1) + p_t^2(h_2) > 2.5 \, (GeV/c)^2$$
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Figure 3.7: Comparison of the measurements of the polarized gluon structure function. The lines is a result of a QCD analysis of the polarized structure function data for $\Delta G > 0$ and $\Delta G < 0$ yielding $|\Delta G| = 0.3$

are selected. The third requirement acts a hard scale for the process in the sample since all $Q^2$ are accepted and since the nature of the mesons is not constrained. There are various QCD processes which can contribute to this sample of events and they are represented in figure 3.8. Their relative contributions were estimated using the PYTHIA physics simulation program [39] and a extensive Monte-Carlo simulation of the experiment. They are classified in 3 classes (apart from PGF): the QCD Compton describes the radiation of a quarks, the "Leading order" is the standard deep inelastic process and the graphs on the right of the figure correspond to "resolved photons" where the photon content in terms of quarks and gluons interact with the nucleon. The graph in the center of the figure shows the relative abundance of the various processes. The experimental asymmetry depends now on the analyzing power ($a_{LL}^i$) and abundance ($R^i$) of the different contributions:

$$A = \frac{N^+ - N^-}{N^+ + N^-} = f \cdot D \cdot P_\mu \cdot P_t \cdot \left( A_1 a_{LL}^{LO} R^{LO} + A_1 a_{LL}^{QCDC} R^{QCDC} + \frac{\Delta G}{G} a_{LL}^{PBF} R^{PBF} \right)$$

where $A_1$ is the asymmetry originating from the quark polarization. The contribution of the resolved photons is treated as a systematic error. The value obtained for the gluon polarization with this method is [41]:

$$\frac{\Delta G}{G} = 0.016 \pm (0.058)_{\text{stat}} \pm (0.014)_{\text{syst.exp}} \pm (0.052)_{\text{syst.MC}} \pm (0.013)_{\text{res.\gamma}}$$
Figure 3.8: Diagram contributing to the production of high transverse momentum hadron pairs estimated using the PYTHIA simulation program. The graph in the center shows the relative abundance of each process.

for $<x_g> = 0.095$ and at a scale $<\mu^2> = 3(GeV/c)^2$. The systematic error is dominated by the Monte-Carlo and does not include the model dependence. This results is compatible with 0 and points towards a small polarization of the gluons.
Chapter 4

Exclusive production of rho mesons

The exclusive lepto-production of the $\rho^0$ vector meson :

\[ l + p \rightarrow l + p + \rho^0 \]

has been the subject of extensive studies at the HERA collider and at fixed target experiment facilities such as Fermilab, CERN and JLab [44, 45].

The exclusive $\rho^0$ production where the $\rho$ decays into a pion pair can be detected using the COMPASS experiment and constitute a good case for the investigation of observables sensitive to generalized parton distributions and we have chosen to focus on the analysis of this channel. The graphs contributing to the process are shown in figure 4.1. In the experimental set-up which was used there was no recoil proton detector and the exclusivity can only be partially insured. At the time this analysis was started (2003), the calorimeters were either not existing or not usable for exclusive photon searches.

In a first analysis, we have evaluated the quality of the selection of exclusive incoherent meson production from which we have investigated three sets of observables depending on target or beam polarizations. We have measured spin density matrix elements (SDME) leading to the measurement of the ratio of longitudinal to transverse cross section. SDME allows to test the validity of the $s$-Channel Helicity Conservation and to estimate the parity of the object exchanged in the interaction. Then, with increased statistics we have measured the asymmetry when the muon beam is polarized and the target polarization is longitudinal. This also allows to test the parity of the exchanged object and it is sensitive to the GPD $\tilde{H}_g$. Finally, we have measured the asymmetry with transversely polarized deuteron and proton targets which has some sensitivity to the GPD $E$ which is linked to the orbital angular momentum of constituents of the nucleon.

In this chapter, we describe the selection of the incoherent exclusive events and then examine the results obtained from the data on the three topics of interest that we have mentioned. At a later stage, improvements in the estimation of acceptance and background subtraction were carried out during the thesis of G. Jegou [42]. These improvements in the analysis are described and the results are presented.
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4.1 Selection of the events

In this section we describe the selection of exclusive $\rho^0$ production events from the COMPASS data and illustrate with the distributions obtained for the relevant kinematical variables.

Topological selection

- One vertex with one incoming muon, one scattered muon and two hadron charged tracks of opposite charges associated.
- Hadron charged tracks are required to end before the absorber. This insures that they are not misidentified scattered muons.
- The vertex has to lie in the target active volume (figure 4.2)
- The flux of the beam particles crossing the target cell is forced to be the same by keeping only beam tracks where the extrapolated beam track is passing through both the entrance and the exit windows of the target.

Identification of the $\rho^0$

From the two charged hadrons detected in the events one can calculate the invariant mass of the system after having assumed that the particles are pions. In principle, the RICH detector could be used to identify the pions but at the time of this analysis, the RICH detector performances were not fully established and the efficiency was low. The mass spectrum of the two-hadron system constructed under this assumption is shown on figure 4.3. We see a clear peak of the $\rho^0$ resonance centered at 770 MeV on top of the non resonant $\pi^+\pi^-$ pairs and the distribution is slightly asymmetric due to an interference with this non-resonant contribution. A small peak is present for invariant masses around 400 MeV and is due to production of the $\phi$ mesons where the decay kaons
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Figure 4.2: Vertex distribution along the beam axis (top plots) and in the transverse plane (bottom plots). Left column is for 2004 data with a 2-cell polarized target. Right column is for 2007 with a 3-cell polarized target.

were assigned a pion mass. The presence of a $\rho^0$ is insured by applying the following cut:

$$m_\rho - 300\text{ MeV} < m_{\pi\pi} < m_\rho + 300\text{ MeV}$$

Exclusivity of the reaction

In the absence of recoil particle detection the exclusivity of the reaction has to rely on the missing mass technique. In the topological selection, it was already required that there are no other charged tracks associated to the vertex. But it does not prevent events with neutral particles or high angle charged tracks to enter the selection. To discard this events we have evaluate a quantity, $E_{\text{miss}}$, defined as:

$$E_{\text{miss}} = \frac{M_X^2 - M_P^2}{2M_P}$$

where $M_X^2$ is the mass of the undetected recoil system constructed from the muons and the pions and $M_P$ is the proton mass. The distribution of $E_{\text{miss}}$ for the events fulfilling the previous criteria is shown on figure 4.4. It shows an exclusive peak at $E_{\text{miss}} = 0$ with a resolution of 1 GeV which is mostly due to the momentum resolution on the incoming and scattered muons. It also shows a tail of non-exclusive background extending to larger values of $E_{\text{miss}}$. This background is composed of different sources. It arises from
semi-inclusive deep inelastic scattering events where a few particles are produced and only one $\rho^0$ is detected. Also, a lower component starting at $E_{\text{miss}} = 1$ GeV, is due to diffractive dissociation where the $\rho^0$ interacts with a nucleon exited state which then decays into hadrons ($\sim$13% of the exclusive signal). These events are partially cut by applying the following requirement:

$$-2.5 < E_{\text{miss}} < 2.5 \text{ GeV}$$

The non-exclusive background remaining under the exclusive peak is to be estimated using the PYTHIA physics generator [39] and diffractive dissociation is treated as a systematic error.

**Incoherent scattering off the nucleon**

The slope of the $p_T^2$ distribution for exclusive production is a characteristic feature of the size of the object off which the scattering occurred. We have used solid polarized nuclear targets of $^6$LiD for deuteron measurement and NH$_3$ for proton measurement. The reaction is therefore the sum of incoherent scattering off quasi-free nucleons and of coherent scattering off nucleons bounded in nucleus. The $p_T^2$ distributions for the two types of targets are presented in figure 4.5. They are fitted with the sum of three
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Figure 4.5: The \( p_T^2 \) distribution for exclusive production for a \( ^6\)LiD target (left) and for NH\(_3\) (right).

Figure 4.6: Distributions in the kinematical variables \( W, Q^2 \) and \( x_{bj} \) for the exclusive \( \rho^0 \) sample for 2007 proton data.

exponential functions: coherent scattering which dies quite rapidly with \( p_T^2 \) (in red), incoherent scattering which is dominant for intermediate \( p_T^2 \) values (in blue) and third component which needs to be added in order to reproduce the high \( p_T^2 \) part of the distribution and which arises from non-exclusive scattering (green). The incoherent sample is selected by requiring that \( p_T^2 > 0.1 \text{GeV}^2 \) for the \( ^6\)LiD target and \( p_T^2 > 0.05 \text{GeV}^2 \) for the NH\(_3\). This value is different due to the size of the nucleus involved: mainly deuterium for the\(^6\)LiD and N for NH\(_3\). The contamination of coherent scattering has been estimated [50] and amounts to 8\% for \( ^6\)LiD and 5 \% for NH\(_3\).

Non exclusive scattering events are rejected from the sample by requiring that \( p_T^2 < 0.5 \text{GeV}^2 \). Anyway, over the whole accepted range, the background level can be extracted from the data and then subtracted. This method is presented at the end of this chapter.

**Kinematical domain of the final sample**

The distributions in the kinematical variables \( W, Q^2 \) and \( x_{bj} \) for the exclusive \( \rho^0 \) sample are shown in figure 4.6. The \( W \) starts around 5 GeV, well above the resonance region and extends to 16 GeV with an average value of 8 GeV. According to models, the contributions of the mechanism involving quarks or gluons exchange have similar magnitude at this value of \( W \) [23, 46, 60]. The \( Q^2 \) domain accessed is between 1 and 10 (GeV/c)\(^2\). Many exclusive events fall below 1(GeV/c)\(^2\) and can be used for systematic studies (not shown here). The \( x_{bj} \) range is between \( 3 \cdot 10^{-3} \) and \( 2 \cdot 10^{-1} \).
4.2 Spin density matrix elements

4.2.1 Formalism

The decay distribution can be related to the spin density matrix $\rho_{\lambda,\lambda'}$ of the vector meson, where $\lambda, \lambda' = -1, 0, 1$ label the meson spin states and $\alpha$ represents the production by different virtual polarization states ($\alpha = 0$: unpolarized transverse photons, $\alpha = 1, 2$: the two directions of linear polarization, $\alpha = 3$: circular polarization, $\alpha = 4$: longitudinal polarized photon, $\alpha = 5...8$: interference of the longitudinal and transverse amplitudes) [47]. Only $\alpha = 0, 1, 2, 4, 5, 6$ contribute for an unpolarized lepton beam while polarized lepton gives the additional $\alpha = 3, 7, 8$. In practice, the angular distributions can be described in terms of the following linear combinations of the $\rho_{\lambda,\lambda'}^\alpha$:

\begin{align*}
    r_{\lambda,\lambda'}^{04} &= \frac{\rho_{\lambda,\lambda'}^0 + (\varepsilon + \delta) R \rho_{\lambda,\lambda'}^4}{1 + (\varepsilon + \delta) R} \\
    r_{\lambda,\lambda'}^{\alpha} &= \frac{\rho_{\lambda,\lambda'}^0}{1 + (\varepsilon + \delta) R} \quad \alpha = 1, 2, 3 \\
    r_{\lambda,\lambda'}^{\alpha} &= \frac{\sqrt{R} \rho_{\lambda,\lambda'}^\alpha}{1 + (\varepsilon + \delta) R} \quad \alpha = 5, 6, 7, 8
\end{align*}

where $R = \sigma_L/\sigma_T$ is the ratio of longitudinal to transverse virtual-photon cross section for exclusive $\rho^0$ production, $\varepsilon$ is the virtual photon polarization parameter and $\delta$ is the lepton mass correction parameter. In principle, 23 spin density matrix elements can be determined using a polarized beam.

The spin density matrix element are bi-linear combinations of the nine helicity amplitudes $T_{\lambda\gamma}$ for a photon of helicity $\gamma (= \pm 1, 0)$ to produce a meson of helicity $\lambda (= \pm 1, 0)$ and summed over the nucleon spin. In case of natural parity exchange (i.e. the exchanged particle satisfies $P = (-1)^\lambda$) the following relation holds $T_{-\lambda,\gamma} = (-1)^{\lambda-\gamma} T_{\lambda,\gamma}$ and the number of independent helicity amplitudes is reduced to 5. If in addition one assumes that the helicity of the photon is fully transferred to the meson (s-channel helicity conservation, SCHC) holds, $\lambda = \gamma$ and only two non-zero helicity amplitudes remain: $T_{00}$ and $T_{11}$. One can define a total longitudinal ($N_L$) and a total transverse ($N_T$) squared amplitude:

\begin{align*}
    N_L &= \sum_{\lambda=-1,0,1} |T_{\lambda0}|^2 \\
    N_T &= \frac{1}{2} \sum_{\lambda=-1,0,1} |T_{\lambda1}|^2 + |T_{\lambda-1}|^2
\end{align*}

Using these relations one can then express the spin density matrix elements using helicity amplitudes. For example, some of these matrix elements read:

\begin{align*}
    r_{00}^{04} &= \frac{1}{1 + (\varepsilon + \delta) R} \left[ \frac{|T_{01}|^2 + |T_{0-1}|^2}{2 N_T} + \frac{(\varepsilon + \delta) R |T_{00}|^2}{N_L} \right]
\end{align*}
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Figure 4.7: Definition of the angles used in the Spin-density matrix element formalism

\[ r^{1}_{1-1} = \frac{1}{1 + (\varepsilon + \delta)R} \frac{T_{11}T^{*}_{-1-1} + T_{1-1}T^{*}_{11}}{2N_T} \]  \hspace{1cm} (4.7)

\[ r^{04}_{1-1} = \frac{1}{1 + (\varepsilon + \delta)R} \Re \left[ \frac{T_{11}T^{*}_{-1-1} + T_{1-1}T^{*}_{11}}{2N_T} + \frac{(\varepsilon + \delta)RT_{10}T^{*}_{-10}}{N_L} \right] \]  \hspace{1cm} (4.8)

If one assumes further that SCHC is valid and NPE, we obtain the following relation:

\[ r^{04}_{00} \rightarrow \frac{(\varepsilon + \delta)R}{1 + (\varepsilon + \delta)R} \]  \hspace{1cm} (4.9)

\[ r^{1}_{1-1} \rightarrow \frac{1}{2}(1 - r^{04}_{00}) \]  \hspace{1cm} (4.10)

\[ r^{04}_{1-1} \rightarrow 0 \]  \hspace{1cm} (4.11)

We see that \( r^{04}_{00} \) is then related directly to the ratio \( R \) of longitudinal to transverse cross section and that a non-zero value for \( r^{04}_{1-1} \) (along with other spin density matrix elements not described here) will quantify the violation of SCHC.

4.2.2 Extraction of the matrix elements

The angular distribution \( W(\cos \theta, \phi, \Phi) \) for the process is studied in the s-channel helicity frame where it depends on 3 angles (see figure 4.7): \( \theta \) is the polar angle of the \( \pi^+ \) production in the \( \rho^0 \) rest frame, \( \phi \) is the angle between the production plane and the decay plane and \( \Phi \) is the angle between the lepton scattering plane and the production plane. At the stage of the analysis, we considered only one-dimensional projections of the angular distribution leading to the determination of a few spin density matrix
elements. For $\cos \theta$ and $\phi$ the angular distributions are:

$$W(\cos \theta) = \frac{3}{4}(1-r_{00}^{04}) + (3r_{00}^{04}-1) \cos 2\theta$$

$$W(\phi) = \frac{1}{2\pi} \left[ 1 - 2r_{1-1}^{04} \cos 2\varphi + 2P_{\mu} \sqrt{1 - \varepsilon^2} \text{Im} m r_{1-1}^{3} \sin 2\varphi \right]$$

where $P_{\mu} = -0.76$ is the average muon beam polarization and $\varepsilon$ is the virtual photon polarization parameter. The $s$-channel helicity conservation hypothesis is valid then both $r_{00}^{04}$ and $\text{Im} r_{1-1}^{3}$ must be equal to 0. Moreover, the angular distribution reduces to $W(\cos \theta, \Psi)$ where $\Psi = \varphi - \Phi$ is the angle between the leptonic and the $\rho^0$ decay plane, and one has:

$$W(\Psi) = \frac{1}{2\pi} \left[ 1 + 2\varepsilon r_{1-1}^{01} \cos 2\Psi \right]$$

The measured distributions have to be corrected for experimental effect by a "generalized acceptance" which takes care of the combined effects of acceptance, efficiency and smearing and have to be determined using Monte-Carlo simulations. Events generated using the DIPSI [49] event generator are processed by the Geant-based simulation of the COMPASS spectrometer and analyzed by the usual COMPASS data analysis programs. Only 1-dimensional acceptance functions were used at this early stage of the analysis and no re-weighting of the events was performed to better match the observed distributions. This has been studied in a refined analysis presented at the end of this chapter.

### 4.2.3 Results

The variation of $r_{00}^{04}$ as a function of $Q^2$ extracted from the $\cos \theta$ distribution is displayed in the left panel of Fig. 4.8 where statistical errors only have been indicated. Our data cover a wide range of $Q^2$ from quasi-real photo-production to the hard scattering regime ($0.01 < Q^2 < 10$ GeV$^2$) and have a very good statistical precision. The data are found to be in agreement with other experiments (see references in [48]). Assuming SCHC,

$$R = \frac{\sigma_L}{\sigma_T} = \frac{1}{\varepsilon + \delta} \frac{r_{00}^{04}}{1 - r_{00}^{04}}$$

is determined and displayed on Fig.4.8 (right panel). Our results confirm the tendency observed that R increases with $Q^2$. Therefore, the production of longitudinal $\rho^0$ is found to be dominant at high $Q^2$. This is an important point for further investigations of the Generalized Parton Distributions because the factorization has only been proved valid for the longitudinal case. From the $\varphi$ distribution, two other matrix elements, $r_{1-1}^{04}$ and $\text{Im} r_{1-1}^{3}$, are extracted and displayed in figure 4.9. The matrix element $r_{1-1}^{04}$ is found to be non-zero over the whole $Q^2$ domain indicating a mild violation of SCHC. Although, $\text{Im} r_{1-1}^{3}$, which can only be accessed using a polarized beam, is found to be compatible with 0. Finally, the matrix element $r_{1-1}^{1}$ is extracted from the $\Psi$ distribution and is found to be different to the expectation $r_{1-1}^{1} = \frac{1}{2} (1 - r_{00}^{04})$ assuming SCHC and
natural parity exchange. Since only 1-dimension acceptance corrections were applied it is possible that the difference observed may be due to experimental effect not properly taken into account.

### 4.3 Asymmetries

Asymmetries are usually a good way to extract physics without having to estimate the acceptance. At the time this preliminary analysis was performed it was not clear what could be the achievable precision on the acceptance and we started investigating spin asymmetries. This analysis used the COMPASS data which was taken with a longitudinally or transversely polarized targets which leads us to address two types of asymmetries.

#### 4.3.1 Longitudinal double spin asymmetries

Here we present the formalism used to extract the longitudinal asymmetry for exclusive $\rho^0$ production which is similar to the one used for COMPASS inclusive polarized deep inelastic asymmetries measurement. The quantity of interest is the longitudinal asymmetry, $A_L^0$, for the reaction $\gamma^* N \rightarrow \rho^0 N$ and is defined as:

$$A_L^0 = \frac{\sigma_{1/2} - \sigma_{3/2}}{\sigma_{1/2} + \sigma_{3/2}}$$

where $\sigma_{1/2}$ and $\sigma_{3/2}$ refers to cross sections when the sum of the virtual photon and nucleon spin projections are 1/2 and 3/2. It is related to the experimental asymmetry, $A_{LL}^{\exp}$, obtained with polarized muons for the reaction, $\mu N \rightarrow \rho^0 N$, through the following
relation:

\[
A_{EL}^{exp} = \frac{N_{\uparrow\uparrow} - N_{\uparrow\downarrow}}{N_{\uparrow\uparrow} + N_{\uparrow\downarrow}} = f \cdot P_b \cdot P_t \cdot D \cdot A^{0}_{i}
\]

where the arrow-indices \(\uparrow\uparrow\) (\(\uparrow\downarrow\)) relate to the situation in which the spin of the muon and the proton are parallel (anti-parallel). In this expression, \(f\) is the dilution factor and represents the fraction of polarizable nucleons, \(P_b\) is the beam polarization, \(P_t\) is the target polarization and \(D\) is a kinematical factor expressing the fraction of longitudinal polarization transferred from the muon to the virtual photon. Transverse polarization effects are kinematically suppressed and are treated as a systematic errors. The values for \(f\) and \(D\) are derived using the cross section of exclusive \(\rho^0\) production obtained in previous experiments. Experimentally, data is taken with the two target cells polarized in opposite directions and the two cells do not have the same acceptance. To cancel this effect the polarization is reversed (once per day) and the asymmetry is averaged over the two configurations:

\[
A_{EL}^{exp} = \frac{1}{2} \left( \frac{N_{u^+}^{d} - N_{d^+}^{d} + N_{d^+}^{u^+} - N_{u^+}^{u^+}}{N_{u^+}^{u^+} + N_{d^+}^{d^+} + N_{d^+}^{u^+} + N_{u^+}^{d^+}} \right)
\]

where \(N\) (\(N'\)) denotes the number of events produced in a given target cell before (after) target polarization reversal. The superscript \(u\) (\(d\)) relates to the upstream (downstream) target cell and the subscripts \(++\) (\(+-\)) indicate the situation when beam and target
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Results and physics impact

The results for the asymmetry obtained for a polarized deuteron target [51] (data taken in 2003) are presented as a function of $Q^2$ and $x_{Bj}$ in figure 4.10 (top panels). The statistical errors are represented by vertical bars and the total systematic errors by shaded bands. The wide range in $Q^2$ covers four orders of magnitude from $3 \cdot 10^{-3}$ to 7 (GeV/c)$^2$. The domain in $x_{Bj}$ which is strongly correlated with $Q^2$, varies from $5 \cdot 10^{-5}$ to about 0.05. For the whole kinematical range the $A_1^\rho$ asymmetry measured by COMPASS is consistent with zero. The large systematic errors at high $Q^2$ and $x_{Bj}$ arises from the non-exclusive background estimation.

Our result is also compared to the result obtained by the HERMES collaboration using a deuteron target [53] (lower panels). Note that the lowest $Q^2$ and $x_{Bj}$ HERMES points, referred to as ‘quasi-photo-production’, come from measurements where the kinematics of the small-angle scattered electron was not measured but estimated from a MC simulation. This is in contrast to COMPASS, where scattered muon kinematics is measured even at the smallest $Q^2$. The results from both experiments are consistent within errors. The kinematical range covered by the present analysis extends further towards small values of $Q^2$ and $x_{Bj}$ by almost two orders of magnitude. In each of the two experiments $A_1^\rho$ is measured at different average $W$, which is equal to about 10 GeV for COMPASS and 5 GeV for HERMES. Thus, no significant $W$ dependence is observed for $A_1^\rho$ on an isoscalar nucleon target.

In the Regge approach [54] a longitudinal double spin asymmetry $A_1^\rho$ originates from the interference of amplitudes for exchange in the $t$-channel of Reggeons with natural parity (Pomeron, ρ, ω, f, $A_2$) with amplitudes for Reggeons with unnatural parity ($\pi$, $A_1$). No significant asymmetry is expected when only a non-perturbative Pomeron is exchanged because it has small spin-dependent couplings as found from hadron-nucleon data for cross sections and polarizations. Our data disfavor the exchange of unnatural parity object since no significant asymmetry is observed.

The $x_{Bj}$ dependence of the measured $A_1^\rho$ is also compared to a theoretical prediction, which was based on the description of forward exclusive $\rho^0$ lepto-production and inclusive inelastic lepton-nucleon scattering by the off-diagonal Vector Meson Dominance model [52], applied to the case of polarized lepton and nucleon. At $x_{Bj} < 0.2$, with additional assumptions [53], $A_1^\rho$ can be related through the optical theorem to the $A_1$ asymmetry for inclusive inelastic lepton scattering at the same $x_{bj}$:

$$A_1^\rho \approx \frac{2A_1}{1 + (A_1)^2}$$

The prediction is obtained using a fit of $A_1(x)$ to the world data from polarized deuteron targets including COMPASS (see [55] and references therein). Within the present accuracy the results on $A_1^\rho$ are consistent with this prediction.

More recently another pQCD-inspired model involving GPDs has been proposed by
Figure 4.10: Longitudinal double spin asymmetry $A_1^p$ as a function of $Q^2$ and as a function of $x_{Bj}$. The top graphs show the result obtained by COMPASS; the shaded band shows the systematic error. The bottom graphs show the comparison with the results of the HERMES experiment along with the prediction obtained from VMD mentioned in the text[53].

Goloskokov and Kroll [56]. In this model a non-leading twist asymmetry arises from the interference between the dominant GPD $H_g$ and the helicity-dependent GPD $\tilde{H}_g$ and is estimated to be of the order $k_T^2 \tilde{H}_g/(Q^2 H_g)$, where $k_T$ is the transverse momentum of the quark and the anti-quark. In the domain of validity of this model ($Q^2 > 2 \text{(GeV/c)}^2$ and $x_{Bj} < 0.2$) our result implies that $\tilde{H}_g$ is small with respect to $H_g$.

4.3.2 Transverse target spin asymmetry

The cross section of the exclusive $\rho^0$ production off a transversely polarized nucleon is a function of the usual kinematical variable $(x_{Bj}, Q^2, t)$ and of two angles: $\phi_h$ is the azimuthal angle between the leptonic and the hadronic planes and $\phi_S$ is the azimuthal angle of the target spin vector around the virtual photon direction as shown in figure 4.11. Data were taken using transversely polarized deuteron and proton targets in 2004 and 2007 respectively. From this data, one can measure an azimuthal asymmetry around the direction of polarization. This observable called Transverse Target Spin Asymmetry is sensitive to the GPD $E$ provided that the factorization domain is reached.
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Figure 4.11: Definition of the angles relevant to the description of the exclusive $\rho^0$ production off a transversely polarized target (taken from ref. [58]).

Formalism

We moved from the Schilling-Wolf formalism to the recently developed formalism proposed by M. Diehl and S. Sapeta[58]. Note that unfortunately the variable names describing the angles have changed and one should now refer to the definitions given in figure 4.11($\Phi \to -\phi$, $\phi \to \varphi$, $\theta \to \vartheta$). In this formalism, the spin-dependent photo-absorption cross section and interference terms, $\sigma^{ij}_{mn}$, can be expressed in terms of the amplitudes $A^i_m$ and $A^j_n$ for the interaction of a photon of helicity $m$ ($n$) and a nucleon of helicity $i$ ($j$):

$$\sigma^{ij}_{mn}(x_{Bj}, Q^2, t) \propto \sum_{\text{spins}} (A^i_m)^* A^j_n$$

The only leading-twist observables are the longitudinal cross section $\sigma^{++}_{00}$ and the interference term $\sigma^{+-}_{00}$ which can be related to the Compton Form Factors [59]. For the longitudinal cross section, we have:

$$\frac{d\sigma^{++}_{00}}{dt} = (1 - \xi^2) |\mathcal{H}_M|^2 - (\xi^2 + \frac{t}{4M_p^2}) |\mathcal{E}_M|^2 - 2\xi^2 \text{Re}(\mathcal{E}_M^* \mathcal{H}_M)$$

In the COMPASS domain, $\xi = x_{Bj}/(2 - x_{Bj})$ is of the order of a few $10^{-2}$ and $t$ is smaller than $M_p$ therefore only the first term has a sizable value and $\frac{d\sigma^{++}_{00}}{dt}$ is mainly sensitive to $|\mathcal{H}_M|^2$. And for the interference term, we have:

$$\frac{d\sigma^{+-}_{00}}{dt} = -\sqrt{1 - \xi^2} \frac{\sqrt{t_0 - t}}{M_p} \text{Im}(\mathcal{E}_M^* \mathcal{H}_M)$$
which shows explicit sensitivity to $E_M$.

The lepton photon 5-fold differential cross section for a transversely polarized target has a complex harmonic structure depending upon linear combinations of the angles $\phi$ (the angle between the leptonic and hadronic planes) and $\phi_S$ (the angle between the leptonic plane and the polarization vector) and $\theta_\gamma$ (the angle between the virtual photon and the incoming lepton):

\[
\frac{1}{2}(\sigma_{++}^+ + \sigma_{-+}^-) + \epsilon \sigma_{00}^{++} - \epsilon \cos(2\phi) \Re \sigma_{++}^{++} - \sqrt{1 + \epsilon} \cos\phi \Re(\sigma_{00}^{++} + \sigma_{00}^{--})
\]

\[
\frac{d\sigma}{dx_B dQ^2 d\phi d\phi_S} = (4.16)
\]

\[
\frac{1}{2} \left[ \cos\theta_\gamma \left( \sin(\phi - \phi_S) \sin^2(\phi - \phi_S) + \frac{1}{2} \sin(\phi + \phi_S) \right) + \sin(2\phi - \phi_S) \sin(\phi - \phi_S) \sin^2(\phi - \phi_S) + \frac{1}{2} \sin(3\phi - \phi_S) \right]
\]

\[
+ \text{terms dependent on the lepton polarization } P_t.
\]

Therefore, measuring the angular distribution for exclusive $\rho^0$ production in a complete set of angles allows to fully describe the process. The magnitude of the $\sin(\phi - \phi_S)$ modulation of the angular distribution is:

\[
A_{UT}^{\sin(\phi - \phi_S)}(\phi, \phi_S) \sim \frac{\text{Im}(\sigma_{++}^{++} + \epsilon \sigma_{00}^{--})}{\frac{1}{2}(\sigma_{++}^{++} + \sigma_{-+}^-) + \epsilon \sigma_{00}^{++}}
\]

It has some sensitivity to $\sigma_{00}^{++}$ and $\sigma_{00}^{--}$ and is a good case for exploratory measurements using the COMPASS data taken with a transversely polarized target.

**Experimental procedure**

The data were taken with target cells polarized in opposite directions simultaneously. The number of registered events in the upstream ($N_u$) and downstream ($N_d$) cells can be written:

\[
N_u^i(\phi - \phi_S) = F_{n_u} a_u^i(1 + f \cdot P_t \cdot A_{UT} \sin(\phi - \phi_S))
\]

\[
N_d^i(\phi - \phi_S) = F_{n_d} a_d^i(1 - f \cdot P_t \cdot A_{UT} \sin(\phi - \phi_S))
\]
where the arrow refers to the polarization of the target cell, $F$ is the beam flux, $n_{u,d}$ is the number of scattering centers in the upstream and downstream cells, $a_{u,d}$ is the acceptance for the exclusive $\rho$ production from the upstream and downstream cells, $f$ is the dilution factor and $P_t$ is the target polarization. The number of scattering centers in a given cell is assumed to be constant and the flux in the two target cells can be equalized by applying selection criteria on the incoming beam tracks. Target polarization is also assumed to be constant for the sake of legibility. Therefore only the effects of acceptance remains. After a polarization reversal the number of events can be expressed as:

$$N^\uparrow_u(\phi - \phi_S) = F' n_u a_u^\uparrow (1 - f \cdot P_t \cdot A_{UT} \sin(\phi - \phi_S))$$

$$N^\uparrow_d(\phi - \phi_S) = F' n_d a_d^\uparrow (1 + f \cdot P_t \cdot A_{UT} \sin(\phi - \phi_S))$$

where we have allowed the flux to be different. If one further makes the reasonable assumption that the ratio of acceptance between the upstream and downstream cell remains constant after the polarization is reversed:

$$\frac{a_u^\uparrow}{a_d^\uparrow} = \frac{a_u^\downarrow}{a_d^\downarrow}$$

Then the ”double ratio” of counting rates allows to directly access the transverse target spin asymmetry, $A_{UT}$, without having to estimate the acceptance:

$$\frac{N^\uparrow_u N^\downarrow_d}{N^\uparrow_d N^\downarrow_u} = \left[ \frac{1 - f \cdot P_t \cdot A_{UT} \sin(\phi - \phi_S)}{1 + f \cdot P_t \cdot A_{UT} \sin(\phi - \phi_S)} \right]^2$$

The results obtained on $A_{UT}$ for deuterons and protons [57] are shown in figure 4.12 as a function of $Q^2$ and $x_{bj}$ and are found to be compatible with 0. The interpretation and comparison with the HERMES data will be discussed at the end of this chapter.

### 4.4 Improvements in the analysis

The ultimate goal of the analysis of the exclusive production of $\rho^0$ is to separate the longitudinal and transverse contributions and hence to single out the longitudinal cross section $\sigma_{00}^{++}$ and the interference $\sigma_{00}^{+-}$. It was demonstrated by Diehl and Sapeta that the $\cos \theta$ angular distribution (after integration over $\varphi$, the azimuthal angle of the pions with respect to the hadronic plane) of each $\sigma_{mn}^{ij}$ can be decomposed into a longitudinal and a transverse $\rho$ polarization components:

$$\frac{d\sigma_{mn}^{ij}(\gamma^*p \rightarrow \rho p)}{d(\cos \theta)} = \frac{3 \cos^2 \theta}{2} \sigma_{mn}^{ij}(\gamma^*p \rightarrow \rho_L p) + \frac{3 \sin^2 \theta}{4} \sigma_{mn}^{ij}(\gamma^*p \rightarrow \rho_T p)$$

(4.17)
Figure 4.12: Transverse target spin asymmetry in exclusive $\rho^0$ production off the deuteron (top) and off the proton (bottom) as a function of $Q^2$ and $x_{Bj}$. 
If in additional s-channel helicity conservation is valid then we have:

\[ \sigma_{ij}^{ij}(\gamma^* p \rightarrow \rho_L p) = \sigma_{00}^{ij} \]

and the terms \(\sigma_{00}^{++}\) and \(\sigma_{00}^{+-}\) can be extracted from the data. To perform this measurement, an estimation of the multi dimension acceptance function in the angular variables \((\cos \theta, \phi, \phi_S)\) is mandatory.

This work along with the estimation of the non-exclusive background, has been the core subject of the thesis of G. Jegou [42] and is described here.

### 4.4.1 Study of acceptance

The multi dimension acceptance was estimated using the DIPS event generator and the Geant simulation program of the COMPASS experiment. The acceptance is determined as a function of 8 variables:

\[ \cos \theta, \phi, \phi_S, \varphi, x_{bj}, Q^2, p_T^2, z_{\text{vertex}} \]

with between 2 and 8 bins in each variable resulting in up to 400 000 bins. The acceptance function includes geometric effects, detector efficiency and smearing due to detectors resolution. The generated sample is re-weighted such that the MC distribution reproduces best the data. This re-weighting is performed using the \(x_{bj}, Q^2, p_T^2\) distributions and guarantees that smearing effects are treated correctly. The quality of the reproduction is shown in figure 4.13 as a function of the azimuthal angle of the outgoing meson with respect to the beam axis, \(\phi_{\text{vert}}\).

After the re-weighting has been performed, the acceptance functions are extracted from the Monte-Carlo. In figure 4.14, we have represented the variations of the acceptance for the pair of variables \((\varphi, \phi)\). For instance, it shows that the acceptance is minimum for \(\phi = -\varphi \mod \pi\) corresponding to configurations were the muon and the pions are in the same plane and that variations of the order of 20% are observed.

Figure 4.13: Comparison of data and Monte-Carlo distributions in the angle \(\phi_{\text{vert}}\) for 2004 (left) and 2007 (right).
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Figure 4.14: Acceptance function versus $\phi_{\text{vert}}$ for 2004 (left) and 2007 (right) and 2-D variations of the acceptance for the pair of variables $(\varphi, \phi)$.

It demonstrates that the multi-variable acceptance determination is important even if variables are integrated out in the extraction of physics observables as it is the case for $\varphi$. One should also note that this correlation tends to disappear in 2007 after the large acceptance magnet was installed.

The quality of the acceptance determination can be estimated by comparing the result of the transverse target spin asymmetry $A_{UT}$ obtained with the fit of the angular to the one obtained with the "double ratio" method (see figure 4.15). Both results are found to agree to a precision much better than the statistical precision.

4.4.2 Study of the non-exclusive background

The non-exclusive background contribution varies noticeably over the kinematical domain of the experiment and on the experimental set-up. In figure 4.17, we have represented the $E_{\text{miss}}$ distributions in bins of $Q^2$ and $p_T^2$ for 2007 data. The exclusive signal is parametrized with a Gaussian distribution centered at 0:

$$D_{\text{excl}} = \alpha_{\text{excl}} \cdot e^{-\frac{E_{\text{miss}}^2}{2\sigma_{\text{excl}}^2}}$$

and the resolution, $\sigma_{\text{excl}}$, is fitted on the Monte-Carlo. The aim of these studies is to determine the amount of background under the exclusive peak in the region $-2.5 < E_{\text{miss}} < 2.5$ GeV, where they obviously cannot be disentangled on an event-by-event basis. In the first analysis, a crude method using a polynomial fit on the sideband was performed but was abandoned since it had no physics grounds.

The background was then studied using Monte-Carlo simulations. A set of unbiased deep inelastic scattering events was generated using the PYTHIA event generator [39] and the process involved was recorded. In PYTHIA, exclusive production of mesons and diffractive dissociation are also parametrized but the yields are different than the data and were not considered in this study. The events are then propagated in the COM-
PASS Geant simulation program and reconstructed using the standard reconstruction program. Then, they undergo the same selection criteria as the real data.

The shape of the $E_{\text{miss}}$ distribution of DIS tagged background events is fitted on the Monte-Carlo using an ad-hoc parametrization composed of two Fermi functions, one describing the rising part of the distribution and one for the falling part:

$$D_{\text{non-excl}}(E_{\text{miss}}) = \alpha_{\text{non-excl}} \left[ 1 - \frac{1}{\sqrt{1 + e^{-\frac{E_{\text{miss}} - \mu_1}{\sigma_1}}}} \right] \cdot \left[ 1 + \frac{1}{\sqrt{1 + e^{-\frac{E_{\text{miss}} - \mu_2}{\sigma_2}}}} \right]$$

(4.19)

where the parameters $\mu_1$, $\sigma_1$, $\mu_2$, $\sigma_2$ are determined for each bin separately. Example of these fits are shown for bins of $Q^2$ (and for a given $p_t^2$ interval) in figure 4.16. In the analysis performed it is needed to estimate the background shape in 3-dimension bins and there is a limitation due to MC statistics. Furthermore, the systematic error from the background subtraction is not an easy task since it is based on physics models. A systematic uncertainty of 5% for the 2-dimension background estimation is assumed.

The $E_{\text{miss}}$ distribution presents a tail for negative values which could not be reproduced by resolution effects. It was demonstrated that these events, which represent 10% of the data, are due to a wrong assignment of the beam momentum to the beam track. Under these assumptions the beam momentum is randomly drawn in the normal beam momentum distribution. It is then modeled as the convolution of the exclusive
Figure 4.16: $E_{\text{miss}}$ distribution of Monte-Carlo DIS tagged background events as a function of $Q^2$ and fitted using the ad-hoc parametrization described in the text.

and background distributions convoluted by the beam profile of width $\sigma_E \simeq 5$ GeV:

$$D_{\text{mom}}(E_{\text{miss}}) = \alpha_{\text{mom}} \left[ \alpha_{\text{non-excl}} D_{\text{non-excl}}(E_{\text{miss}}) + \alpha_{\text{excl}} D_{\text{excl}}(E_{\text{miss}}) \right] \otimes e^{-\frac{E_{\text{miss}}^2}{2\sigma_E^2}}$$  \hspace{1cm} (4.20)

It receives contribution from both signal and background and although the fraction of signal could have been derived it was preferred not to retain it in the exclusive sample.

The total function which is fitted on the data is then:

$$D(E_{\text{miss}}) = \alpha_{\text{non-excl}} D_{\text{non-excl}}(E_{\text{miss}}) + \alpha_{\text{excl}} D_{\text{excl}}(E_{\text{miss}}) + \alpha_{\text{mom}} D_{\text{mom}}(E_{\text{miss}})$$  \hspace{1cm} (4.21)

The contribution of diffractive dissociation could not be included in the fit function due to convergence problems. Studies have shown that it contributes mostly to the exclusive peak and more work is required to take it properly into account.

The quality of the background subtraction procedure can be evaluated using the extraction of the spin density matrix elements. In figure 4.18, we have represented the value of the combination $v_{+0}^{00} + \epsilon v_{00}^{00} \equiv r_{00}^{04}$ as a function of $Q^2$ for various sets of data with and without background subtraction. It shows that, before background subtraction, the results for this observable for 2004 and 2007 are incompatible because data were taken with different set-ups (blue and red squares). After background subtraction (blue and red circles), the two data sets are compatible within statistical errors over the full range $Q^2$.

### 4.4.3 Results

In figure 4.19 (top row), we have represented the result obtained for the transverse target spin asymmetry $A_{UT}$ as a function of $Q^2$ and $p_t^2$. Our result points towards small values of the asymmetry for both deuteron (2004 data set) and proton (2007 data set) targets. At transfer $t = 0$, the GPD $E$ is related to the anomalous magnetic moment of the proton or the neutron as a consequence of equation 1.42:

$$\int E^p(x, \xi = 0, t = 0) = \kappa^p = 1.79$$  \hspace{1cm} (4.22)
4.4. IMPROVEMENTS IN THE ANALYSIS

Figure 4.17: $E_{\text{miss}}$ distributions in bins of $Q^2$ and $p_T^2$. The filled histogram is the data and the black curve is the fit to the data. The red curve is the exclusive signal, the blue curve is the non-exclusive background and the green curve is the misidentification of the muon momentum.
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Figure 4.18: Measurement of the combination spin density matrix elements: \( u_{++}^{00} + \epsilon u_{00}^{00} (\equiv r_{04}) \) as a function of \( Q^2 \) for various sets of data with and without background subtraction.

\[
\int E^m(x, \xi = 0, t = 0) = \kappa^n = -1.91
\]  

(4.23)

Then the integral of the GPD \( E \) for the deuteron is of the order of \( \kappa^u + \kappa^n \) and is expected to be small as observed in the data.

To understand the proton results one can make the assumption that only \( u \) and \( d \) quarks contribute. In this case, the equations 4.22 and 4.23 imply that \( E^u \sim -E^d \). Due to the \( \rho \) meson wave function (see equation 1.53), the asymmetry for the proton is sensitive to:

\[
\frac{2}{3} E^u + \frac{1}{3} E^d \sim \frac{1}{3} E^u
\]

and is also expected to be small.

The second and third rows of figure 4.19 show our results on the separation of longitudinal and transverse polarization components. For these, one has to use 3-dimension estimations of the non-exclusive background for which the systematic error is higher and shows the present limitation of our method. To overcome this issue, it would be needed to simulate an order of magnitude more events than is presently done. The method would also benefit from a parametrization of this 3-D background which would allow to smooth out the statistical fluctuations. Ultimately, data taking with a recoil detector allowing to tag the proton in the final state will allow to apply further selection criteria to ensure better exclusivity. This program is part of the proposal of future COMPASS measurements.

The results are compared to a prediction using the model of exclusive mesons production of Goloskokov and Kroll [60]. This model is based on the double distribution
ansatz for the GPDs and transverse momentum effects as well as gluons contributions are taken into account. The asymmetry predicted in this model is close to 0 in agreement with our measurement. This model predicts also a much bigger asymmetries for the production of \( \omega \) and \( \rho^+ \) (\( \omega : \frac{2}{3}E^u - \frac{1}{3}E^d \) and \( \rho^+ : E^u - E^d \)) but these channels could not be accessed either due to a high non-exclusive background or due to statistics.

The result on the same observable as obtained by the HERMES collaboration is represented in figure 4.20. It is in agreement with our measurement and the statistical precision on \( A_{UT} \) is similar. Nevertheless, HERMES extraction of the longitudinal and transverse contribution suffers less uncertainty and a value consistent with 0 is obtained for both contributions.
Figure 4.19: Results of $A_{UT}$ from COMPASS on a deuteron target (2004 data set) and on a proton target (2007 data set) and separation of the longitudinal and transverse components.
Figure 4.20: Results of the HERMES experiment for $A_{UT}$ on a proton target and separation of the longitudinal and transverse components.
Chapter 5

Future DVCS measurement at COMPASS

In this chapter, we describe the future experiment which could be performed using the COMPASS spectrometer at the CERN SPS [61] in order to measure the generalized parton distributions through the Deeply Virtual Compton Scattering process\(^1\). We will first review the decomposition of the cross section of the exclusive photon muon production and show how data taken with positive and negative incoming lepton charge can be combined to measure Compton form factors. We present all the observables and the projection of errors using GPD models and a simulation of the experimental set-up equipped with a recoil detector. Then, we will present the experimental studies which were conducted in order to demonstrate the feasibility of the DVCS measurement program at COMPASS.

5.1 Experimental considerations

The experimental set-up of the COMPASS experiment provides solid grounds for the measurement of the DVCS process as well as hard exclusive meson production. Given the energy of 160 GeV of the muon beam it opens a wide range in the \(x_{bj}-Q^2\) domain as shown in figure 5.1. COMPASS can then explore a region from \(x_{bj}\sim 0.005\) where the gluons and sea quarks are dominating up to \(x_{bj}\sim 0.1\) where contributions from valence quarks take over. This domain is presently uncharted and COMPASS will allow to bridge the gap between high energy collider experiments such as ZEUS and H1 [64] and lower energy fixed target published experiments (HERMES [66], JLab-CLAS [67], JLab-Hall A [68]) and future projects (JLab 12 GeV upgrade [62]). The range in \(Q^2\) which can be accessed is limited by the luminosity and reaches from 8 to 10 (GeV/c)\(^2\) with the current beam intensity in order to collect enough statistics for DVCS study. The experiment will use the maximum available beam intensity of \(4.10^8\) muons per SPS spill with a cycle length of 48 seconds. The COMPASS set-up needs to be complemented in order to perform the DVCS measurement. The scattering will take

\(^1\)of course at the same time, Hard Exclusive Meson Production will be also investigated
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Figure 5.1: Kinematical domain in $x_{bj}$ and $Q^2$ accessible by the COMPASS experiment.

place in a 2.5 meter long liquid hydrogen target surrounded by a recoil proton detector composed of two concentric barrels of plastic scintillators. The scattered muons will be detected in the spectrometer trackers and the outgoing photon in the electromagnetic calorimeters. The calorimeter coverage will have to be extended at large polar angle by an additional calorimeter in order to enlarge the $x_{bj}-Q^2$ domain accessible, to flatten the acceptance and to better detect photons from a possible exclusive $\pi^0$ contamination. In the projections of errors of future measurements, we consider a standard two-year running period with a global efficiency of 10%. This standard running period includes 1/4 of positive muon running and 3/4 of negative muon running which can be done with only 1/3 of the positive muon intensity. The efficiency includes detectors and tracking efficiencies, SPS and COMPASS availabilities and DAQ and veto dead-times.

5.2 Exclusive photon cross section

The process of exclusive muo-production of one photon off a proton, $\mu P \rightarrow \mu P \gamma$, receives contributions from the Deeply Virtual Compton Scattering (DVCS) and from the Bethe-Heitler (BH) processes as shown in figure 5.2. The cross section for this
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**Figure 5.2:** Processes contributing to exclusive photon production: Deeply Virtual Compton Scattering (left) and Bethe-Heitler (right). In the case of Bethe-Heitler, the photon can also be radiated by the incoming lepton line.

![Diagram of exclusive photon production processes](image)

**Figure 5.3:** Definition of the angle $\phi$ between the leptonic and hadronic planes.

The process is then the sum of the pure BH and DVCS contributions and of their interference since both processes have the same final state:

$$d\sigma(\mu P \rightarrow \mu P\gamma) \propto |T_{BH}|^2 + |T_{DVCS}|^2 + T^*_{DVCS}T_{BH} + T_{DVCS}T^*_{BH}$$  \hspace{1cm} (5.1)

In the case of COMPASS, as envisaged in this study, the muon beam is polarized and the target is unpolarized (at a later stage we are also considering using a transversely polarized target). The cross section can be expressed in terms where the sensitivity to the beam charge, $e_{\mu}$, and beam polarization, $P_{\mu}$, are mentioned explicitly:

$$\frac{d^4\sigma(\mu p \rightarrow \mu p\gamma)}{d\xi_B dQ^2 d|t| d\phi} = d\sigma_{BH} + [d\sigma_{DVCS}^{\text{unpol}} + P_{\mu} d\sigma_{DVCS}^{\text{pol}}] + e_{\mu}[\Re I + P_{\mu} \Im I]$$  \hspace{1cm} (5.2)

It is important to note that the contribution of the interference term changes sign when the charge of the beam is changed. This property will permit to isolate the interference term unambiguously. Further decomposition can be performed [18] using the dependence of the different contributions with respect to the azimuthal angle between the leptonic and the hadronic planes, $\phi$, as described in figure 5.3. The pure
Bethe-Heitler term reads:

\[ d\sigma_{BH} = \frac{\Gamma(x_{bj}, Q^2, t)}{P_1(\phi)P_2(\phi)} \left( c_0^{BH} + c_1^{BH} \cos \phi + c_2^{BH} \cos 2\phi \right) \]  

(5.3)

where the function \( \Gamma(x_{bj}, Q^2, t) \) depends on the nucleon form factors and \( P_1(\phi) \) and \( P_2(\phi) \) are kinematical terms representing the well known BH propagators involving \( \cos n\phi \) terms. The coefficients \( c_i^{BH} \) are related to helicity amplitudes which can also be calculated in QED. Then, the unpolarized and polarized DVCS terms read

\[ d\sigma_{DVCS}^{unpol} = \frac{e^6}{y^2Q^2} \left( c_0^{DVCS} + c_1^{DVCS} \cos \phi + c_2^{DVCS} \cos 2\phi \right) \]  

(5.4)

\[ d\sigma_{DVCS}^{pol} = \frac{e^6}{y^2Q^2} \left( s_1^{DVCS} \sin \phi \right) \]  

(5.5)

where the terms enclosed in brackets are either higher-twist or higher-order effects.

Finally, the interference terms involving the real and imaginary part of the DVCS amplitude are:

\[ \Re I = \frac{e^6}{x_{Bj}y^2tP_1(\phi)P_2(\phi)} \left( c_0' + c_1' \cos \phi + c_2' \cos 2\phi + c_3' \cos 3\phi \right) \]  

(5.6)

\[ \Im I = \frac{e^6}{x_{Bj}y^2tP_1(\phi)P_2(\phi)} \left( s_1^I \sin \phi + s_2^I \sin 2\phi \right) \]  

(5.7)

Using this harmonic decomposition and equation 5.2, it is possible to construct observables which will permit to isolate the different contributions. With the M2 muon beam available at COMPASS the most favorable configuration is to reverse both the charge and the polarization of the beam. This allows to reach high intensities keeping the same beam-line settings (apart from changing the sign of the field in the dipoles). Data will be taken in these two configurations and from the data sets one can construct two quantities. First, the «Beam Charge and Spin Difference», :

\[ D_{CS,U} = \sigma(+, -) - \sigma(-, \rightarrow) = 2\Re I - 2\mu d\sigma_{DVCS}^{pol} \]

where only the real part of the interference term (which has a \( \cos n\phi \) dependence (Eq 5.6)) and the polarized DVCS term (which has a \( \sin \phi \) dependence (Eq 5.5)) remain. This properties allows to extract the real part of the DVCS amplitude and hence to obtain information concerning mainly the GPD \( H \). The second observable of interest is the «Beam Charge and Spin Sum»:

\[ S_{CS,U} = \sigma(+, -) + \sigma(-, \rightarrow) = 2d\sigma_{BH} + 2d\sigma_{DVCS}^{unpol} - 2\mu \Im I \]

For this quantity, the various contributions have also different harmonic structure and can be isolated. This allows to extract the imaginary part of the DVCS amplitude and to measure the unpolarized DVCS cross section which can be related to nucleon
transverse size through its $t$-distribution. We will now examine these cases in more
details.

5.3 Beam charge and spin sum

We have shown that the «beam charge and spin sum» is sensitive to :

$$S_{CS,U} = \sigma(+) + \sigma(-) = 2d\sigma_{BH} + 2d\sigma_{DVCS}^{unpol} - 2P_\mu \text{Im} I$$

Using the harmonic decomposition and neglecting higher twist terms it can be expressed as :

$$S_{CS,U} = \frac{2\Gamma(x_{Bj}, Q^2, t)}{P_1(\phi)P_2(\phi)} (c_0^{BH} + c_1^{BH} \cos \phi + c_2^{BH} \cos 2\phi)$$

$$+ \frac{e^6}{y^2Q^2} (c_0^{DVCS})$$

$$+ 2c_\mu P_\mu \frac{e^6}{x_{Bj}y^3tP_1(\phi)P_2(\phi)} (s_1^I \sin \phi)$$

**Pure DVCS cross section**

The Bethe-Heitler term in this expansion is calculable and can be therefore subtracted. The
interference term has a $\sin \phi$ dependence but is divided by $P_1(\phi)$ and $P_2(\phi)$ which
are even functions of $\phi$. Hence, after integrating over $\phi$ the contribution of the inter-
ference cancels and only the pure DVCS contribution $c_0^{DVCS}$ remains (this is also true
if higher twists are not neglected). The variation of the DVCS cross section has an
exponential $t$-dependence which can be determined experimentally through a fit of the
functional form :

$$\frac{d\sigma^{DVCS}(x_{bj}, t)}{dt} \propto e^{-B(x_{bj})t}$$

The slope of the distribution, $B(x_{bj})$, can be extracted independently of models. In the
dipole model, it is related to the transverse size $r_\perp$ of the nucleon at a given $x_{bj}$ :

$$B(x_{bj}) \sim \frac{1}{2} \left< r_\perp^2(x_{bj}) \right>$$

**Interference term**

From the unintegrated $\phi$-distribution, the amplitude of the $\sin \phi$ modulation can be
extracted. It is related to the Compton form factors through :

$$s_1^I \propto \text{Im}(F_1\mathcal{H} + \xi(F_1 + F_2)\tilde{\mathcal{H}} - \frac{t}{4M^2} F_2\mathcal{E})$$

At COMPASS kinematics, the second term can be neglected because $\xi \approx x_{bj}/2 \ll 1$.
Furthermore, the proposed experiment will be performed at low transfer $t$ and hence
the third term involving the CFF $\mathcal{E}$ is small. Therefore, we have:

$$s_1^I \propto \mathcal{I}(F_1 \mathcal{H})$$

and then the $\sin \phi$ modulation in the cross section after subtraction of the Bethe-Heitler will allow to single out the contribution of the imaginary part of the Compton form factor $\mathcal{H}$ which itself is related to the GPD $H$ for $x = \pm \xi$ (see Eq. 1.51).

**Sensitivity to models and comparison with previous experiments**

The projected errors of the measurement of the slope of the $t$-distribution is shown as a function of $x_{bj}$ in figure 5.4. This study was done using the FFS model [63] including a simple ansatz where the slope of the $t$-distribution follows the relation:

$$B(x_{bj}) = B_0 + 2\alpha' \log\left(\frac{x_{bj}}{\mu}\right).$$

The errors presented include statistical and systematic errors (right bar of each point). The comparison between the top and bottom projection of errors shows the importance of the adjunction of a calorimeter at large angle (ECAL0).

With such a calorimeter the lever arm will be sufficient to observe a shrinkage of the nucleon size for increasing $x_{bj}$ values. Moreover, it will complement the measurements performed by the H1 and Zeus experiments which have already constrained the size of the nucleon in the gluon sector to be $\sqrt{<r_\perp^2>} = 0.64 \pm 0.02$ fm [64].

Figure 5.4: Projection of errors for the slope of the $t$-distribution for a 2-year running period and comparison with Zeus and H1 measurements. The first error bar (on the left of each point) includes only statistical uncertainty while the second error bar (on the right) includes a systematic uncertainty of 3% in the estimation of the Bethe-Heitler contribution which is subtracted. It is done for a setup without (top) and with (bottom) the adjunction of a large angle calorimeter (ECAL0).
5.4 Beam charge and spin difference and asymmetry

The difference of cross section when both the beam charge and spin are reversed is sensitive to the real part of the interference and to the polarized DVCS contributions:

\[ D_{CS,U} = \sigma(\uparrow, \leftarrow) - \sigma(\downarrow, \rightarrow) = 2\Re \langle 2P_\mu \delta \sigma_{DVCS}^{pol} \rangle \]

Using the harmonic decomposition and neglecting higher twist terms it reduces to:

\[ D_{CS,U} = e^6 \frac{1}{x_b y^3 t P_1(\varphi) P_2(\varphi)} \left( c_0^I + c_1^I \cos \varphi \right) \]

It allows to evaluate the coefficient \( c_1^I \) which is related to the Compton form factors through the following expression:

\[ c_1^I \propto \Re(F_1 \mathcal{H} + \xi(F_1 + F_2) \tilde{\mathcal{H}} - \frac{t}{4M^2} F_2 \mathcal{E}). \]

Again, under COMPASS kinematics and experimental conditions, it provides a measurement of the real part of the Compton form factor \( \mathcal{H} \):

\[ c_1^I \propto \Re(F_1 \mathcal{H}). \] (5.8)

The measurement of both the real and imaginary part will also allow to test the validity of the dispersion relations that link one with the other. Furthermore, from the difference and the sum, one can also construct a beam charge and spin asymmetry defined as:

\[ A_{CS,U} = \frac{D_{CS,U}}{S_{CS,U}} \]

Sensitivity to models and comparison with previous experiments

The projected error for a measurement of the beam charge and spin difference is shown on figure 5.5 (for one of the \( \sim 12 \) bins available). For this task we have developed a fast MC program based on an event generator [22] using the VGG parametrization [23] of the GPDs and assuming a Reggeized (x,t) correlation [? ] (black line). The geometry of the experimental setup was modeled and realistic detector resolutions as well as multiple scattering were taken into account. The error on each point is statistical and the grey band along the points represents the systematic error arising from beam charge dependent effects as described in the following section. The expectation for a factorized (x,t)-dependence as determined in the VGG parametrization displays a small value (blue line). The green curves represent the results of the fit on the world data [65] including JLAB Hall A data (dashed line) or not (dotted line).

The sensitivity of the measurement is better estimated using the coefficients of the harmonic decomposition of the beam charge and spin difference. Albeit, for the sake of comparison with HERMES data, one can examine the amplitude of the \( \cos \varphi \)
modulation term in the beam charge and spin asymmetry. The precision expected on this quantity is shown on figure 5.6 as a function of the transfer $t$ and for six possible $x_{bj}$ bins. It shows that in the region of overlap with HERMES, COMPASS can provide a competitive measurement.

The asymmetry amplitude $A_{CS,U}$ is related via the coefficient $c_1$ to the real part of the CFF $\mathcal{H}$ (Eq. 5.8). This real part was found positive at Hera and negative at Hermes and JLab. The kinematic domain of Compass, in particular the region $0.005 < x_{bj} < 0.03$, is expected to allow the determination of the $x_{bj}$ position of the node of this function, which is important input for the fitting procedure since no data exist in this region and since it is out of reach of planned future experiments proposed for the JLab upgrade to 12 GeV.

## 5.5 Systematic errors

The two observables $S$ and $D$ require to combine data taken with $\mu^+$ and $\mu^-$. The normalization of these two sets of data constitute a major challenge from a systematic point of view. For example, changing the beam charge implies to change the polarity of the spectrometer magnets and the low energy charged particle background will be displaced introducing local effects. Also, data in the two configurations will be taken at different beam intensities and at different times where environmental factor such as
temperature and pressure will be different and where detector performances may also differ due to malfunctioning of some equipments. To evaluate the effect, one can write the number of Single Exclusive Photon events detected for each beam charge setting as:

\[
N^+ = \sigma(\mu^+) F^+ \varepsilon^+(\mu) \varepsilon^+(\mu') \varepsilon^+(\gamma) \varepsilon^+(p) \\
N^- = \sigma(\mu^-) F^- \varepsilon^-(\mu) \varepsilon^-(\mu') \varepsilon^-(\gamma) \varepsilon^-(p)
\]

where \( F \) is the flux of beam particles, the \( \varepsilon() \) are the efficiencies to detect the particles of the reaction (incoming muon(\( \mu \)), scattered muon(\( \mu' \)), photon(\( \gamma \)) and proton(\( p \))) and the (+/−) subscripts denote the beam-line and spectrometer configurations (i.e. \( \mu^+ \) or \( \mu^- \)). We have considered a priori that all these normalization factors are different for the two charge configurations. Considering the fact that they appear as a product and supposing that they are uncorrelated it appears that they will have a similar impact on the observables and will have to be monitored at the same level of precision. For completeness, the DAQ live-time needs also to be taken into account and is folded into the flux factor.

Case of the Beam Charge and Spin difference

In the case of the Beam Charge and spin cross section difference the observable is calculated from the number of events of the two configurations and knowing the normalization factors:
\[ D = \sigma(\mu^+) - \sigma(\mu^-) = \frac{N^+}{F^+\varepsilon^+(\mu)\varepsilon^+(\mu')\varepsilon^+(\gamma)\varepsilon^+(p)} - \frac{N^-}{F^\varepsilon^-(\mu)\varepsilon^-(\mu')\varepsilon^-(\gamma)\varepsilon^-(p)} \]

Any of the parameter will have to be estimated for the two charge states of the muon beam and has uncertainties arising from the statistics precision to which it is measured and from systematic effects which can themselves be decomposed into charge independent and charge dependent contributions. For simplicity we group all efficiencies in a single factor \( a \) which is similar to an acceptance. Then, the estimated value for \( a \) has the following form for each of the configuration:

\[
a_{est}^+ = a^+ + \Delta a_{slat}^+ + \Delta a_{syst} + \Delta a_{syst}^+
\]

\[
a_{est}^- = a^- + \Delta a_{slat}^- + \Delta a_{syst} + \Delta a_{syst}^-
\]

The statistical precision can in principle be made much smaller than the systematic errors and will be neglected although we have to ensure experimentally that it is the case. If it is not the case it will then contribute on the same footing as a charge dependent systematic error. Going back to the measurement of the observable \( D \), we can write:

\[
D_{meas} = \frac{N^+}{a^+ + \Delta a_{syst} + \Delta a_{syst}^+} - \frac{N^-}{a^- + \Delta a_{syst} + \Delta a_{syst}^-}
\]

\[
= \left( \frac{N^+}{a^+} - \frac{N^-}{a^-} \right)(1 - \Delta a_{syst}/a) - \frac{N^+}{a^+} \frac{\Delta a_{syst}^+}{a^+} + \frac{N^-}{a^-} \frac{\Delta a_{syst}^-}{a^-}
\]

The overall impact of charge dependent effects is maximum when the individual effects are opposite, i.e. \( \Delta a_{syst}^+/a^+ = -\Delta a_{syst}^-/a^- = \Delta a_{syst}^q/a \). Then, we have:

\[
D_{meas} = D(1 - \Delta a_{syst}/a) - \Delta a_{syst}^q/a \left( \frac{N^+}{a^+} + \frac{N^-}{a^-} \right)
\]

\[
= D \times \left( 1 - \Delta a_{syst}/a \right) - S \times \Delta a_{syst}^q/a
\]

From this expression one can draw two conclusions. First, the charge independent systematic error \( \Delta a_{syst} \) acts as a scaling factor on the observable \( D \). Given the statistical precision that one wants to reach (see figure 5.5) a 10% overall effect on efficiencies can be accepted. In other words, it implies that the absolute normalization needs to be known at a precision of 10% in the scope of the Beam Charge and Spin Difference. Nevertheless, the 5 factors described previously enter this error and each of them will have to be controlled to 10%/\( \sqrt{5} = 4\% \). Second and more important, the charge dependent systematic effect is multiplied by the sum (S). To keep it at an acceptable level we consider that it has to be less than the statistical precision. With the present binning the best statistical precision in a given bin is of the order of 3% of the sum S. Therefore charge dependent effects have to be controlled to this level of precision.

Some of the difficulties have already been identified. At 160 GeV, the beam intensity...
for the negative muon beam is 1/3 of the intensity of the positive beam and the impact on the reconstruction efficiency has to be known. The steering of the beam will be important for the detection of photons close to the acceptance edges of the ECAL2 calorimeter. Then, time variation of the detector performances have to be monitored for the two configurations.

The charge dependent effect can be studied with different reactions than the low-rate DVCS. For instance, inclusive deep inelastic scattering, \( \mu p \rightarrow \mu X \), has a cross section 3 orders of magnitude higher than DVCS. Given the topology of such events, they will allow to study the behavior of the product of the terms \( F_\varepsilon (\mu) \varepsilon (\mu') \). The semi-inclusive production of \( \pi^0 \) (decay into 2 photons) can be used to evaluate calorimeter edge effects and elastic scattering off the protons can allow to determine proton detection efficiency variations. Data was taken in 2009 to quantify the level of precision which can be reached.

**Case of the beam charge and spin sum**

Using the description for the charge dependent and independent errors used in the previous paragraph, we obtain for the Beam Charge and Spin sum the following effect:

\[
S_{\text{meas}} = \frac{N^+}{a^+ + \Delta a_{\text{syst}} + \Delta a^Q_{\text{syst}}} + \frac{N^-}{a^- + \Delta a_{\text{syst}} - \Delta a^Q_{\text{syst}}}
\]

\[
= S \times (1 - \Delta a_{\text{syst}}/a) - D \times \Delta a^Q_{\text{syst}}/a
\]

The charge dependent error appears to be multiplied by the beam charge and spin difference and hence can be neglected. An then, for counting rates measurement it will only remain a scaling error arising from the charge independent errors. In the extraction of cross section or of the slope of the \( t \)-distribution the contribution of the Bethe-Heitler process has to be subtracted. It has been assumed that it can be measured with 3% precision over the whole acceptance. In kinematical regions where it is dominant the impact on the DVCS cross section is amplified (low \( x_{Bj} \) points in figure 5.4) and this effect is dominating the systematic error. Experimentally it requires that the measured event rates are corrected for acceptance. This task has to be done using extensive Monte-Carlo simulation of the apparatus. The quality of the simulation can be evaluated at the low \( x_{bj} \) and low \( Q^2 \) region of the accessible kinematical domain where the Bethe-Heitler is 10 to 40 times more abundant than DVCS. At high \( x_{bj} \) it can be also checked through the use of GPD models for DVCS although less precisely.

### 5.6 The recoil proton detector

#### 5.6.1 Description

The recoil detector foreseen is shown in figure 5.7. It comprises two rings of scintillating counters of 24 elements each read at both sides by photomultiplier tubes. The inner
Figure 5.7: View of the recoil proton detector foreseen for the future DVCS experiment. The overall diameter is about 3 m and the length is 4.2 m.

ring (i.e. ring A) is at a radius of 25 cm from the target axis and the outer ring (i.e. ring B) is at a radius of 110 cm. The momentum of recoiling particles will be determined from the time-of-flight measurement and from the impact points measured on each scintillator element. With a 300 ps time resolution, the distance of flight (~ 85 cm) guarantees that the proton momentum be measured with a precision from 4% (at 260 MeV/c up to 10% (at 700 MeV/c). The ring A elements have a length of 280 cm and a width of 6 cm. The thickness is chosen to be 4 mm with the constrain of low momentum protons detection (down to 260 MeV/c) and of a sufficient number of photons produced for good timing resolution. The ring B elements have a length of 360 cm and a width of 30 cm. For this outer layer, the thickness is chosen to ensure proton-pion separation up to momenta of 600 MeV/c.

5.6.2 Monte Carlo Simulations

A Geant based program was developed to estimate the reconstruction efficiency using the recoil detector as designed for future measurements. The goal of this studies was to evaluate the feasibility of the detection in the presence of a high pile-up environment. The realistic geometry for the future set-up was used. The DVCS event kinematics are generated and the vertex is placed within the target and particles are propagated in the target volume and in the RPD. When reaching an active volume (i.e. scintillating material) the energy loss by the particle is converted into photo-electrons using atten-
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uation and quantum efficiency of the photomultiplier tube (PMT) and the time of the hit is modified by the propagation time from the interaction to the PMT. Then, the photo-electron information are transformed into a waveform reflecting the signal seen at the output of the PMT. A software analysis of the waveform is performed: the time is taken from a constant fraction discrimination and the energy loss from the integration over 50 ns.

The proton momentum range of interest of DVCS is 250MeV-1GeV and it produces variations of the time of flight from 3 to 80 nanoseconds. Light propagation over the length of the scintillator can add up to 30 ns (13 cm/ns over 4 m) and finally waveform signals from the same events are spread over 120 ns. The muon beam intensity at which the experiment is planned is $4 \times 10^8$ muons in a 10 s spill and an average of 5 muons is passing through the target for each time window. There is $1.5 \, \delta$-ray electron with enough energy to reach ring A scintillator produced by each muon in the target. Therefore almost half of the PMTs of the RPD will have sizable signals in the 120 ns time window. The occupancy in the RPD elements for a typical DVCS event including pile-up is represented in figure 5.8. This has three implications:

1. Fast triggering using NIM logic modules appears non-feasible. This can be overcome with a trigger on the scattered muon only for which DIS kinematics are favored provided that the rate is acceptable. This implies a modification of the existing trigger system for which the coverage can be optimized.

2. Sampling and recording of all PMT waveforms is mandatory. The system should be able to sample the signal with a frequency of 1GHz with 10-12 bits resolution.

3. External information from the muons tracks and timing are required to disentangle the DVCS proton from background electrons.

4. A cross check of the rates in ring A and B with real data is required.

The feasibility of the detection of the DVCS proton was then estimated in these conditions. For each event, each scintillator is examined and from each pair of upstream-downstream PMT a «hit» is defined by a position and a time deduced. Hits are discarded when the reconstructed position is out of the physical volume of the scintillator. Each pair of «hit» of a ring A and a facing ring B element is used to determine a «pseudo-track». The velocity $\beta$ is determined for each track using the position and the time-of-flight and tracks with unphysical $\beta$ are discarded. Finally, a cut is applied on the time difference between the RPD track and the muon vertex (figure 5.9 left) at $|\Delta t| < 6$ ns. The time resolution arises from the relatively modest resolution of the beam detectors (Sci-Fi). In practice a cut could also be applied on the position difference (figure 5.9 right) but we have chosen to use this as a mean to evaluate the fraction of signal in the selection of events.

This exercise was done under different instantaneous beam intensities and the results obtained are summarized in the table 5.1. The efficiency is defined as the probability that the DVCS proton is identified provided that at least one Ring A-Ring B coincidence
Figure 5.8: Occupancy in the RPD elements for a DVCS event including pile-up. Each plot represents the output of a PMT over a 120 ns time window. Each pair corresponds to the upstream and downstream PMT signals of a given counter. Red plots indicate in which elements the DVCS proton was generated. The left half of the plots (or the top plots if your rotate the page) correspond to ring A elements. The right (bottom) plots correspond to ring B elements.
Figure 5.9: Position and time difference between the RPD track and the vertex defined by the incoming and the scattered muons. A cut at $|\Delta t| < 6\text{ ns}$ was applied.

<table>
<thead>
<tr>
<th>$I$ ($\mu s^{-1}$)</th>
<th>Efficiency</th>
<th>$S/(S+B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I = 0\mu s^{-1}$</td>
<td>0.97</td>
<td>0.83</td>
</tr>
<tr>
<td>$I = 2.10^7\mu s^{-1}$</td>
<td>0.91</td>
<td>0.80</td>
</tr>
<tr>
<td>$I = 4.10^7\mu s^{-1}$</td>
<td>0.90</td>
<td>0.74</td>
</tr>
<tr>
<td>$I = 8.10^7\mu s^{-1}$</td>
<td>0.87</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 5.1: Efficiency and purity of the RPD reconstruction algorithm for different instantaneous beam intensity ($I = 4.10^7\mu s^{-1}$ is the nominal intensity).

was found. It shows a slowly decreasing behavior and at the nominal intensity ($I = 4.10^7\mu s^{-1}$) the efficiency is 90%. Also presented is the fraction of signal which shows that the purity of the sample is degrading with increasing intensity and that at nominal intensity it is still better than 74%.

These GEANT Monte-Carlo studies have shown that the background produced by additional beam muons has an important impact on the detection scheme. It has triggered the development of a high standards electronics board to realize the 1 GHz sampling of the PMT signals along with the integration in the COMPASS DAQ system (GANDALF project - Freiburg University).

5.6.3 Murex Prototype (2006)

Experimental studies of the Recoil Proton Detector were conducted in order to validate the detection concept. The characteristics and performances of the ring A and ring B tested elements are summarized in table 5.2 and are compared to the RPD built for the COMPASS hadron program. The performances were measured using a cosmic
<table>
<thead>
<tr>
<th></th>
<th>L (cm)</th>
<th>l (cm)</th>
<th>t (cm)</th>
<th>$\lambda_{att}$</th>
<th>$\sigma_t$ (ps)</th>
<th>$\sigma_{pos}$ (cm)</th>
<th>PMT</th>
<th>Scintillator</th>
</tr>
</thead>
<tbody>
<tr>
<td>muReX: A</td>
<td>284</td>
<td>6</td>
<td>0.4</td>
<td>2.0</td>
<td>270</td>
<td>3.5</td>
<td>XP20H0</td>
<td>BC 408</td>
</tr>
<tr>
<td>muReX: B</td>
<td>400</td>
<td>29</td>
<td>5</td>
<td>4.0</td>
<td>200</td>
<td>2.5</td>
<td>XP4512</td>
<td>BC 408</td>
</tr>
<tr>
<td>RPD: A</td>
<td>50</td>
<td>6</td>
<td>0.5</td>
<td>0.7</td>
<td>180</td>
<td>2.3</td>
<td>EMI9813B</td>
<td>BC 404</td>
</tr>
<tr>
<td>RPD: B</td>
<td>106</td>
<td>20</td>
<td>1</td>
<td>4.0</td>
<td>200</td>
<td>3.8</td>
<td>EMI9813B</td>
<td>IHEP</td>
</tr>
</tbody>
</table>

Table 5.2: Characteristics of the ring A and ring B of the muReX prototype and of the RPD built for the COMPASS hadron program.

Figure 5.10: Left panel: view of muReX, a prototype of recoil proton detector tested at CERN on the muon beam line. Right panel: measurement of energy loss in the ring B elements as a function of the measured velocity of the particle.

Ray muons test bench and they fulfill the requirements in terms of position and time resolution as well as attenuation length. The photo-detection was further optimized by studying the geometry of the light guides, the optical coupling between light guides and scintillator and the wrapping of the scintillators [69].

In a second stage, a mechanical support was built and the detector was assembled in a configuration similar to the future detector covering a 30 degree azimuthal angle (see left panel of figure 5.10). The detector was placed on the COMPASS beam line downstream of the experiment and a set of polyethylene (CH2) targets were used as a mock-up of the future hydrogen target. A sharp proton signal was observed as seen in the right panel of figure 5.10. It shows the energy loss by the particle in the ring B scintillator as a function of the velocity measured using the timing information. The protons observed are the one which are stopped in the B scintillator ($\beta < 0.4$). At higher velocities, the protons cross the scintillator and the energy deposition depends on the velocity and the angle of the trajectory which blurs the signal. A faint deuteron signal is also observed as well as a signal corresponding to $\delta$-ray electrons. These tests have validated most of the points in the detection concept except pile-up effects.
5.7. Analysis of the 2008 and 2009 DVCS test runs

5.7.1 Experimental conditions

At the end of the 2008, we took data with the 160 GeV muon beam impinging on the liquid hydrogen target. The goal was to demonstrate the detectability of the exclusive photon production in the COMPASS condition. The test period was planned to last 8 days including 3 days of installation. Unfortunately, due to the accident on LHC it was shorten to 2 days and important components such as the «Beam Momentum Station» and the trigger based on the scattered muon kinematics could not be installed. The experimental set-up used is shown on figure 5.11. The Recoil Proton Detector developed for the Hadron program of COMPASS was fully operational and the calibration could be taken from previous hadron beam data. The calorimeters ECAL1 and ECAL2 were also operational and could be used in this analysis.

5.7.2 Detectability of exclusive photon production

The events are first filtered according to the topology of the reaction to be detected:

\[ \mu P \rightarrow \mu P \gamma \]

The selection of event is performed on the reconstructed tracks in the spectrometer, the energy clusters in the calorimeters and the particles seen in the RPD through the following «topological» conditions:
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5.7.3 Vertex resolution

The correlation between the muon vertex and the RPD information is shown in figure (5.12). The left plot shows the difference of the incoming muon time and the RPD time extrapolated at the vertex using the reconstructed momentum of the particle. The level of random noise in the 30 ns window is found to be less than 2% and a Gaussian fit gives a time resolution of 1 ns. The right plot shows the difference between the longitudinal position of the vertex reconstructed using the incoming and the scattered muons and the position reconstructed using the RPD. It shows a peak of 3 cm resolution and a tail in the left part of the distribution. This tail is given by non exclusive events and cuts performed later in the analysis will discard these events. Since the random noise is very low, no cuts are applied on these differences.

5.7.4 Event selection

Exclusivity can be insured by comparing kinematical quantities. In the data taken in 2008, the beam momentum station could not be re-installed and only the beam direction could be measured. The beam energy spread is 5 GeV and forbids any tight exclusivity condition on missing mass or missing energy. Putting aside beam momentum, quantities in the plane transverse to the beam particle direction can be used. From the scattered muon and emitted photon one can construct a fictive «missing» particle which we can...
correlate to the measured proton in the RPD. The comparison of the momentum and the azimuthal angle of these two particles are shown in figure 5.13. The transverse momentum distribution has a width of the order of 100 MeV/c and a cut at ±200 MeV/c is applied (left panel). Concerning the azimuthal angle (right panel), a clean correlation is observed and a cut at ±36 degrees is applied by keeping event in the band shown in black.

The correlation between the energy loss by the recoiling particle in the outer scintillator and the $\beta$ of the particle is used to perform identification (Figure 5.14). The identification can only be performed for particle with $\beta < 0.4$. This limit is due to the small thickness of the outer scintillator (1 cm). Increasing this value to 5 cm will allow for identification up to $\beta = 0.6$. Furthermore, the angle between the virtual photon and the real photon, $\theta_{\gamma^*\gamma}$, can be used to check whether the identification of the reaction is correct. Indeed, this variable can be either determined using the muons tracks and the photon or using the muon tracks and the recoiling proton and kinematical relations of the reactions, $\mu p \rightarrow \mu p \gamma$:

$$\cos \theta_{\gamma^*\gamma} = \frac{1}{\sqrt{1 + 4M_{\mu}^2x_{Bj}/Q^2}} \left( 1 + \frac{2M_{\mu}^2x_{Bj}}{Q^2} \frac{t + Q^2}{t + Q^2/x_{Bj}} \right)$$

The difference of the two estimations is shown in figure 5.14 where the solid line shows the distribution for all events. The red-filled (grey) distribution shows events that are rejected by exclusivity cuts on transverse momentum and azimuthal angle. It cuts events mostly on the tail of the distribution leaving the exclusive photon production peak intact. This result implies that the non-exclusive background is much smaller than the exclusive signal.
Figure 5.14: Energy loss in ring B as a function of $\beta$ for particle fulfilling the exclusivity criteria (left). Difference of real photon polar angle measured either with the photon or with the proton (right). The solid line represents the distribution for all events and the red (grey) area represents the events that were discarded by the exclusivity conditions.

Figure 5.15: Impact point of the scattered muons at $z=40$ m. Left panel: geometry of the various trigger hodoscopes elements. Right panel: 2008 data, all events showing that only the top part of the Middle Trigger was activated (black dots). The red (resp. blue) dots are events for $\mu^-$ (resp. $\mu^+$) beam for which the RPD trigger have fired.

5.7.5 Trigger issues

The trigger scheme of the future DVCS experiment relies on the inclusive triggers which were developed for the COMPASS muon program. Because of the lack of time in the preparation of the beam test only the upper part of the ”Middle Trigger” was operational (figure 5.15). Although, the RPD trigger system developed for the COMPASS hadron program was also used with the veto condition and a prescaling factor applied. For $\mu^+$ running, a prescaling factor of 6 was applied to RPD trigger to cope for the higher intensity and trigger rate. The reconstructed position of the scattered muon in the transverse plane at the position of the H4 hodoscopes ($z=40$ m) is shown on figure 5.15. It shows that for this data taking period only the top part of the Middle Trigger was activated (black dots). The red (resp. blue) dots are events for $\mu^-$ (resp. $\mu^+$) beam for which the RPD trigger have fired. They are homogeneously spread and show the optimal coverage required for future trigger systems.
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<table>
<thead>
<tr>
<th>trigger</th>
<th>( \mu^- )</th>
<th>( \mu^+ )</th>
<th>( \mu^+ ) corr</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPD only</td>
<td>21</td>
<td>16 (prescaled by 6)</td>
<td>96</td>
<td>117</td>
</tr>
<tr>
<td>MT only</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MT &amp; RPD</td>
<td>3</td>
<td>11</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>27</td>
<td>107</td>
<td>131 +/−25</td>
</tr>
<tr>
<td>Flux (10^{11}\mu)</td>
<td>0.73</td>
<td>2.55</td>
<td>2.55</td>
<td>3.3</td>
</tr>
<tr>
<td>evts / (10^{11}\mu)</td>
<td>33</td>
<td>42</td>
<td></td>
<td>40</td>
</tr>
</tbody>
</table>

Table 5.3: Number of single exclusive photon events for different triggers conditions.

The sharing between the different triggers is shown in the table below for \( \mu^+ \) and \( \mu^- \). It shows a relative enhancement of the MT\&RPD trigger for \( \mu^+ \) which is a consequence of the prescaling of the RPD trigger mentioned above. The third column of numbers contains the number of events corrected for this factor. The overall statistical error has to incorporate this correction and the total number of events estimated is 131 +/− 25 for an integrated flux of 3.3 \(10^{11}\mu\).

5.7.6 Expected rates and FOM

We have measured a number of events for a given muon flux. This figure can be used to evaluate the efficiency of detection of the exclusive photon production using the present COMPASS set-up. For this task, two “fast” Monte-Carlo simulation programs were used and the expected number of events has been cross-checked to 3% making the reasonable assumption that events come mostly from the Bethe-Heitler process. A way to tag this process is to look at the distribution of the angle between the leptonic and the hadronic plane. The Bethe-Heitler process which should dominate our sample presents a peak when this angle is close to 0. The observed distribution is shown on figure 5.16 along with the prediction from the Monte-Carlo simulation. The shape of the observed distribution is compatible with the Bethe-Heitler process [70].

The detection efficiency is deduced from the normalization of the two distributions. The result is: \( \epsilon = 0.38 \pm 0.15 \). It is the product of the efficiency of detection of the muons, the scattered photon and the recoiling protons. The muon vertex reconstruction efficiency is estimated to be 80% and has been measured by Monte-Carlo simulations [38]. Inefficiency for photon detection arise from the absorption in the material crossed before entering the calorimeters and is of the order of 40%. Efficiency for scintillator based recoil detectors [71] are of the order of 80% and accounts for nuclear interaction in the target and in the scintillators as well as space between the strips. From these considerations, the estimated efficiency is in agreement with the measured value.

The global efficiency has to incorporate other effect such as availability of the SPS and of the spectrometer and also realistic trigger efficiencies and veto live-time. All this items can be evaluated from either previous running or dedicated studies and they amount to an additional \( \epsilon = 0.40 \) factor. Finally, we obtain a global efficiency for exclusive photon detection of \( \epsilon = 0.16 \pm 0.06 \). The value used in the predictions for
future experiments, $\varepsilon_{\text{global}} = 10\%$ is confirmed by this first observation of exclusive photon production. Improvements in the accelerator complex are underway and could result in a higher availability of the SPS. Nevertheless, the increased target length of future experiments may impair the RPD efficiency and future simulations will help clarify this issue.

5.7.7 Observation of exclusive $\pi^0$ production

The selection of events can be modified to keep events with 2 photons in the calorimeter. Assuming that they originate from the primary vertex one can construct the invariant mass of the $2\gamma$ system. A clean way to disentangle $\pi^0$ from background is to correlate the invariant mass with respect to the polar angle of one of the photon, $\theta_\gamma$, in the rest frame of the $\pi^0$. Since the $\pi^0$ has spin 0 the decay should be isotropic in the rest frame and the distribution should be flat in $\cos \theta_\gamma$. This correlation is shown in figure 5.17 for events passing the exclusivity selection (open circle). We observe an accumulation of events at the mass of the $\pi^0$ (135MeV) which also populates the whole $\cos \theta_\gamma$ domain. A background component is also seen for small values of the mass and for $|\cos \theta_\gamma| < 0.2$ or $|\cos \theta_\gamma| > 0.8$. Out of this region, a clear $\pi^0$ signal is observed. The solid points in figure 5.17 represent the events with $Q^2 > 1$ (GeV/$c$)$^2$. For these events, only the contribution in the background region remains and no $\pi^0$ can be observed although the statistics is very limited.
5.7. ANALYSIS OF THE 2008 AND 2009 DVCS TEST RUNS

Figure 5.17: Polar angle of the photon emission in the $\pi^0$ rest frame as a function of the invariant mass of the 2 gammas. The open circle represents all events fulfilling the exclusivity criteria. The full circle is the sub-sample of these events with $Q^2 > 1 \text{(GeV/c)}^2$.

5.7.8 2009 DVCS signal

The tests were continued in 2009 for a 1-week data taking period. One of the main goals of the DVCS test run performed in 2009 was to provide a first evaluation of the relative contributions of the $|\text{DVCS}|^2$ and $|\text{BH}|^2$ terms, and of the DVCS-BH interference term at Compass kinematics. In comparison to the shorter 2008 test run, the 2009 test run was improved in several aspects: longer run (8 days) and beam nominal intensity (increased by a factor of three), use of the full set of inclusive triggers, beam momentum station reinstalled to measure the momentum of the incoming muon. The selection of exclusive single-photon production events and the use of the precise photon timing were performed as for the 2008 data analysis. The $\phi$ distribution of the exclusive photon production events with $Q^2 > 1 \text{GeV/c}^2$ are represented in figure 5.18 for three bins in $x_{bj}$. Superimposed on these graphs are the pure BH contribution ($|\text{BH}|^2$, dashed line) and the coherent sum of BH and DVCS ($|\text{BH} + \text{DVCS}|^2$, solid line) obtained from the Monte-Carlo simulation presented before and normalized on the low-$x_{bj}$ bin where the BH is highly dominant. In the high-$x_{bj}$ bin, this study suggests a significant contribution of DVCS events (about 44 events out of 54 events observed in this bin) [72].
Figure 5.18: $\phi$ distributions of the exclusive photon production events with $Q^2 > 1 \text{ GeV}^2/c^2$ for three bins in $x_{bj}$. Superimposed on these graphs are the pure BH contribution ($|\text{BH}|^2$, dashed line) and the coherent sum of BH and DVCS ($|\text{BH} + \text{DVCS}|^2$, solid line) obtained from the Monte-Carlo simulation presented before and normalized on the low-$x_{bj}$ bin where the BH is highly dominant. In the high-$x_{bj}$ bin, this study suggests a significant contribution of DVCS events.
Conclusions and prospects

More than 20 years after the EMC experiment, we have a better understanding of the nucleon structure. The strange quarks do not contribute to the charge and magnetization distributions in the nucleon. The nucleon spin puzzle is progressing and the contribution of gluons to the nucleon spin has been measured through the measurement of charmed mesons and high transverse momentum hadrons. This contribution seems small and it rules out the "axial anomaly" as a possibility to explain why the quark contribution to the nucleon spin is much lower than the expectation based on relativistic quarks parton models.

The formalism of Generalized Parton Distribution has emerged as a framework for understanding form factors measured in elastic scattering and structure functions measured in deep inelastic scattering as the daughters of the same parent distributions. The GPDs are related to the angular momentum of the partons in the nucleon through the Ji Sum Rule and they can be accessed through the measurement of simple exclusive processes such as Deeply Virtual Compton Scattering \((l + p \rightarrow l + p + \gamma)\) and hard exclusive meson production \((l + p \rightarrow l + p + V)\). These processes have been studied at the HERA collider by the ZEUS, H1 and HERMES experiments and at Jefferson Lab. We joined the effort and have started the study of hard exclusive \(p^0\) production using COMPASS data taken with a polarized target and only partial exclusivity. Experimental techniques for determining the acceptance and the background contributions were developed. Results off deuteron and proton targets were presented.

Our main goal was to study the feasibility and the impact of a possible DVCS experiment using the COMPASS apparatus. The results of these studies are positive in all aspects. The sensitivity of the physics observables should allow to make a significant step forward in the determination of the Compton Form Factors and should be an important constrain for GPD models. Taking advantage of the recoil detector built for the COMPASS hadron program, beam tests have demonstrated the detectability of the DVCS process.

The COMPASS II proposal [61] has just been submitted (May 17, 2010) to the SPS Committee and presents this GPD program to complement the description of the nucleon structure in term of the transverse position distributions of partons. It is also proposed to study the transverse momentum distribution through the study of the Drell-Yan process.
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Abstract

We have measured the parity-violating electroweak asymmetry in the elastic scattering of polarized electrons from the proton. The result is $A = -15.05 \pm 0.98 \text{(stat)} \pm 0.56 \text{(syst)}$ ppm at the kinematic point $(\theta^e_{cm}) = 12.3^\circ$ and $(Q^2) = 0.477 \text{ (GeV/c)}^2$. Both errors are a factor of two smaller than those of the result reported previously. The value for the strange form factor extracted from the data is $G_S^{15} = (0.392 \pm 0.032) G^{\pi}_S$, which is consistent with the strange quark contribution. It is well known that strange quarks and antiquarks are present in the nucleon. An important open question is the role of these quarks in polarizing the nucleon. For example, do strange quarks contribute to the charge radius or magnetic moment of the proton? If so, the strange form factors $G_S$ and $G_M$ are relevant. A number of papers have suggested that indeed these form factors may be large [1–10]. Others models suggest small contributions [11–14].

Strange form factors can be isolated from up and down quark form factors by measuring the parity-violating asymmetry $A = (\sigma_- - \sigma_+)/\sqrt{\sigma_+ + \sigma_-}$ in the elastic scattering of polarized electrons from protons [15,16]. The experiments are challenging since $A \approx \alpha_\pi M_p = 1 \text{ parts per million (ppm)}$. Here $\alpha_\pi = (G_F M_p^2)/(2\sqrt{2} M_\pi^2) = 136.7 \text{ ppm}$, where $G_F$ is the Fermi constant for muon decay and $M_p$ is the proton mass. Also $r = Q^2/M_p^2$ where $Q^2$ is the square of the four-momentum transfer. Nevertheless, several experiments have recently published results for
A [17–19]. In this Letter, we present the most precise measurement to date for A of the proton and determine new limits for the possible contribution of strange form factors.

Measurements of elastic electromagnetic and electroweak nucleon scattering provide three sets of vector form factors. From this information, the form factors for each flavor may be determined [20]: \( G^{E,M}_{E,M} \), \( G^{E,M}_{E,M} \), and \( G^{E,M}_{E,M} \). A convenient alternate set, which is directly accessible in experimental measurements, is the electromagnetic form factors \( G^{E,M,P} \) and \( G^{E,M,P} \), plus \( G^{E,M} \).

Here
\[
G^{E,M,P} = \frac{1}{2}(G^{E} + G^{M} + G^{P}),
\]
\[
G^{E,M,P} = \frac{2}{3}G^{E} - \frac{1}{3}G^{M} - \frac{1}{3}G^{P},
\]
\[
G^{E,M} = \frac{2}{3}G^{E} - \frac{1}{3}G^{M} + \frac{1}{3}G^{P},
\]
where the last expression assumes charge symmetry.

\( G^{E} \) cannot be accessed in electromagnetic scattering and thus represents new information on nucleon dynamics that can be accessed only via measurements of the weak neutral current amplitude.

The theoretical asymmetry in the Standard Model has a convenient form in terms of \( G^{E,M} \):
\[
A_{th} = -\frac{4}{3}E \int_{0}^{\frac{1}{2}} \frac{d^{2}P}{dP^{2}} \sin^{2}(\theta_{W})
\]
\[
\times \left( \frac{G^{E,M}_{E,M} - G^{E,M}_{E,M} - G^{E,M}_{E,M}}{G^{E,M}_{E,M} + G^{E,M}_{E,M} + G^{E,M}_{E,M}} \right),
\]
where \( \mu_{P} = 0.9879 \) and \( \epsilon^2_0 = 1.0029 \) include the effect of electroweak radiative corrections [24], and \( \sin^{2}(\theta_{W}) = 0.2314 \). If, in addition to \( G^{E,M}_{E,M} \), the proton and neutron electromagnetic form factors \( G^{E,M}_{E,M} \) and \( G^{E,M}_{E,M} \) are known, the strange form factors may be determined from
\[
G^{E,M}_{E,M} = G^{E,M}_{E,M} - G^{E,M}_{E,M} - G^{E,M}_{E,M}.
\]

This experiment took place in Hall A at the Thomas Jefferson National Accelerator Facility. An approximately 35 \( \mu \)A beam of 67–76% polarized electrons with an energy of 3.3 GeV scattered from a 15 cm liquid hydrogen target. Elastic events were detected by integrating the signal in total-absorption counters located at the focal plane of a pair of high-resolution magnetic spectrometers [18,25].

It is important that the signal be purely elastic, since background processes may have large asymmetries. For example, the production of the prominent \( \Delta \) resonance is calculated to have 3 times the asymmetry of elastic scattering [20]. To measure the rejection of unwanted events by our system, we measured the response of the detector, both in counting and integrating mode, as a function of the mismatch between the spectrometer setting and the momentum of elastic events. The result, shown in Fig. 1, is that the integrated response drops many orders of magnitude as the momentum mismatch increases. Based on these data, we determined that only 0.2% of our signal arises from inelastic backgrounds.

Photoelectron production from the Al target windows contributed 1.5% to the measured signal. The net effect of all the backgrounds is listed in Table 1.

A new feature of the experiment is that the beam polarization \( P_{b} \approx 70\% \). This was achieved by using circularly polarized light impinging on a “strained” GaAs crystal. A plot of the polarization versus time for part of the run is given in Fig. 2. The starred points are from Møller scattering and the dots are preliminary data from the recently commissioned Compton polarimeter. The errors in the Møller data have been reduced by a factor of two from those of Ref. [18] by improving our knowledge of the polarization of the electrons in the magnetized foil target and our understanding of rate effects in the Møller spectrometer. The Compton device continuously monitored the polarization of the beam on target and ruled out possible significant variations in polarizations between the daily Møller measurements. Both devices have an overall systematic error \( \Delta P_{b}/P_{b} \approx -3.2\% \).

To study possible systematic errors in our small asymmetry, we sometimes inserted a second half-wave plate in the laser beam at the source to reverse the sign of the helicity. Data were obtained in sets of 24–48 hour duration, and the state of the \( \lambda/2 \) plate was reversed for each set. The resulting asymmetries are shown in Fig. 3(a). The asymmetry reverses as expected but otherwise behaves statistically.

The strained GaAs crystal, in contrast to the bulk GaAs used for our previous work [18], has a large analyzing power for linearly polarized light [26]. The consequence was a tendency for much larger helicity-correlated differences in the beam position. We found that an additional half-wave plate in the laser beam reduced this problem to a manageable level. In addition, the intensity asymmetry of the beam in another experimental hall was nulled to prevent beam loading in the accelerator from inducing position correlations in our beam. The remaining position and energy differences were measured with precision microwave monitors. One example of monitor data is shown in Fig. 3(b). The effect of these beam differences on the asymmetry was measured by calibrating the apparatus with beam correction coils and an energy vernier. The resultant correction, shown in Fig. 3(c), proved to have an average of 0.02 ± 0.02 ppm.

![Fig. 1. Fraction of energy deposited in the detector as a function of spectrometer mismatch. The inset shows the 33 factor for 39 degrees of freedom.](image1)

![Fig. 2. Electron beam polarization for part of the run. The statistical errors on the Møller data are smaller than the points.](image2)

![Fig. 3. (a) Raw asymmetry versus data set. Solid (open) circles are from the left (right) spectrometer. The step pattern is due to the insertion of the half-wave plate. The x-axis is 33 for 39 degrees of freedom. (b) Helicity-correlated horizontal position difference measured near the target. (c) Correction to left spectrometer data due to all of the beam parameter differences. The corrections for the right spectrometer are smaller.](image3)
The experimental asymmetry, corrected for the measured beam polarization, is $A_{\text{exp}} = -15.1 \pm 0.7\%$ for the 1999 data. We also include the previously reported 1998 data [18], which gives $A_{\text{exp}} = -14.7\%$ when extrapolated to the same $Q^2$ value but with approximately twice the statistical and systematic errors. In addition, three small corrections based on subsequent data analysis were made to the 1998 data: (i) the background correction was included; (ii) the measured beam polarization was reduced by 1.5%; and (iii) the $Q^2$ value was determined to be 0.474 (GeV/c$^2$) instead of 0.479 (GeV/c$^2$). An increase of 1% in $Q^2$ is expected to increase the magnitude of the asymmetry by 1.5%. The errors for the full data set are given in Table 1. Systematic errors in the beam polarization and in the measurement of the spectrometer angle were the most significant sources. The combined result is $A_{\text{exp}} = 15.05 \pm 0.98(\text{stat}) \pm 0.56(\text{sys})$ ppm at the average kinematics $Q^2 = 0.477$ (GeV/c$^2$) and $\theta = 12.3\%$. This is the average asymmetry over the finite solid angle of the spectrometers; we estimate the value at the center of acceptance is smaller by 0.7%.

By using Eq. (1) and the theoretical value for $A_2$ [21,22], we obtain $G^s_M + \beta G^E_M / G^p_M (\mu_p) \approx 1.527 \pm 0.048 \pm 0.027 \pm 0.011$. Here the first error is statistical, the second systematic, and the last error is due to the uncertainty from $A_2$. For our kinematics $\beta = 0.392$. The sensitivity to $\eta_p$ is negligible. To determine the contribution due to strange form factors, we use Eq. 2 and data for the electromagnetic form factors. The values we use [27–34] are summarized in Table 2. Thus we have $G^s_M + \beta G^E_M \approx 0.025 \pm 0.020 \pm 0.014$, where the first error is the error in $G^2$ combined in quadrature and the second due to the electromagnetic form factors. This value is consistent with the hypothesis that the strange form factors are negligible.

We note that there are data for $G^s_E$ [35] that are less precise but at variance with those of Ref. [29]. Our result for $G^s_M + \beta G^E_M$ would increase by 0.020 if the data from Ref. [35] were used. New data for both $G^s_E$ and $G^s_M$ are in the early stages of analysis and will be important both for validating our choices and also for interpreting future data on strange form factors.

In Fig. 4, we plot the above value for $G^s_M + \beta G^E_M$ as a band with the errors added in quadrature. The dots represent the predictions from those models that apply at our value of $Q^2$. Our result restricts significantly the possible "parameter space" for strangeness to be an important degree of freedom in nucleon form factors. However, our data are compatible with several models that predict large strange form factors, including two with $G^s_M \approx -0.39 G^E_M$ [6,8], and one where the prediction happens to cross zero near our $Q^2$ value [5]. Our collaboration has two new experiments approved at JLab for a kinematic point at $Q^2 \approx 0.1$ (GeV/c$^2$). One, using a hydrogen target, will measure the same combination of strange form factors at a low $Q^2$ [36] and the other, using a $^3$He target, will be sensitive to $G^s_E$ but not $G^s_M$ [37]. Thus these experiments might detect the presence of strange form factors that cannot be excluded by the present result.
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Table 2

<table>
<thead>
<tr>
<th>Form factor</th>
<th>Value</th>
<th>Ref.</th>
<th>$\delta A_2/A_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^s_E G^p_M / G^p_E$</td>
<td>0.99 ± 0.02</td>
<td>[27,28]</td>
<td>3%</td>
</tr>
<tr>
<td>$G^s_M G^p_M / G^p_E$</td>
<td>0.16 ± 0.03</td>
<td>[30–34]</td>
<td>4%</td>
</tr>
<tr>
<td>$G^s_M G^p_M / (G^p_E)^2$</td>
<td>1.05 ± 0.02</td>
<td>[29]</td>
<td>2%</td>
</tr>
</tbody>
</table>

Fig. 4. Plot of $G^s_E$ versus $G^s_M$ at $Q^2 = 0.477$ (GeV/c$^2$). The band is the allowed region derived from our results. The width of the band is computed by adding the errors in quadrature. The points are various estimates from models that make predictions at our value of $Q^2$. The numbers in the brackets are the reference of the models. Ref. [9] is plotted twice due to an ambiguity in the predicted sign.
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The published measurements [1–5] of the strange electric and magnetic form factors of the nucleon scattering, mediated by photon exchange and electromagnetic amplitudes, are the coefficients $A_{LL}^{S}$ and $A_{TT}^{S}$, where the $x$-dependence of the $4$-momentum transfer $Q^2$ is quantified as $A_{LL}^{S}(Q^2) = A_{LL}^{S}(0) - \frac{Q^2}{M^2_{NN}} (A_{CL}^{S} + A_{CT}^{S} + A_{CL}^{S} + A_{CT}^{S})$, where $A_{CL}^{S}$ and $A_{CT}^{S}$ are the cross sections for incident right- and left-handed electrons. Averaging from the interference of the weak and electromagnetic amplitudes, $A_{LL}^{S}(Q^2)$ increases with $Q^2$. Four experimental programs have been designed to access the $Q^2$ range of $0.1$ to $1$ GeV$^2$, where the $A_{LL}^{S}$ expectation ranges from a few to tens of parts per million (ppm). The published measurements [6–12] are also sufficiently consistent, except for the $Q^2$ range from 3 to 30 GeV$^2$. The measured asymmetries under control at this level, the laser optics and its control surpassed all previous benchmarks, as summarized in Table I. 

The data collection took place over 55 days ($300 \times 19$ hours) and 36 days ($300 \times 19$ hours). A half-wave ($\lambda/2$) plate was periodically inserted into the laser optical path which passively reverses the sign of the electron beam polarization. With rough equal statistics in each state, many systematic effects were suppressed. There were 121 ($198$) and 41 ($198$) raw asymmetries. The data set between two successive $A$ reversals is referred to as a “slug.”

Loose requirements were imposed on beam quality to remove periods of instability, leaving about $95\%$ of the data sample for further analysis. No helicity-dependent cuts were applied. The final data sample consisted of 351,000 ($483,000$) $He$ ($He$) and 26,410 ($30,410$) $He$ pairs. The right-left helicity asymmetry in the integrated detector response normalized to the beam intensity, was computed for each pair to form the total asymmetry $A_{LL}^{S}$. The dependence of $A_{LL}^{S}$ on fluctuations in the five correlated beam parameter differences $A_{LL}^{S}$ is quantified as $A_{LL}^{S} = \sum_{i=1}^{5} A_{LL}^{S} \cdot \chi_{i}$, where the coefficients $\chi_{i}$ quantify the $A_{LL}^{S}$ beam parameter sensitivity. The electron-electron physics of the signal and background is contained in $A_{LL}^{S} = A_{LL}^{S} - \chi_{i}$.
A dent methods to calculate two magnets and an accelerating cavity. Differences in the effects were small and randomized over the time period of indicating that any residual beam-related systematic error of the excellent control of beam parameter differences.

Each set of roughly 400 average statistical errors for typical 1 h runs, consisting of about 50 k averages and statistical errors. When averaged over all detector segments, the coefficients that the data behaved statistically, were much smaller than those for individual detector segments with helicity-correlated beam asymmetries. Another important validation was to use two independent methods to calculate the corrected discussed above, scaled by $K_{\text{B/A}}$.

A powerful feature of the apparatus is the spectrometers' ability to focus the elastically scattered electrons into a compact region. Indeed, much less than 1% of the flux intercepted by the detectors originated from inelastic scattering in the target oxygen. Figure 1 shows charged particle spectra obtained with dedicated low-intensity runs and measured by drift chambers in front of the detectors. The dominant background was quasielastic (QE) scattering from target windows, separately measured using an equivalent aluminum target and computed to be 1.8 ± 0.2% (lab) and 0.76 ± 0.25% (BEH).

An electron must give up more than 19 MeV to break up the $^4$He nucleus and undergo quasielastic scattering off nucleons. Figure 1 shows that the quasielastic threshold lies beyond the edge of the detectors. A limit of 0.15 ± 0.15% on this background was placed by detailed studies of the low-intensity data. For $^4$He, the $Q$ threshold is greater than the plot; direct background from inelastic scattering is thus negligible.

Background from rescattering in the spectrometer apertures was studied by varying the spectrometer momentum in dedicated low-current runs to estimate statistical and systematic uncertainties. The other needed calibration data in which the beam was modulated, by amounts large compared to inelastic beam fluctuations, using steering magnets and an accelerating cavity. Differences in the two $A_{\text{corr}}$ calculations were always much smaller than corresponding $A_{\text{raw}}$ statistical errors.

The physics asymmetry $A_{\text{phys}}$ is formed from $A_{\text{corr}}$:

$$A_{\text{phys}} = \frac{K}{Q} A_{\text{corr}} = \frac{K}{Q} \sum_{i} A_{\text{corr}}^i$$

The acceptances of the spectrometers were calculated using the beam modulation technique summarized in Table II. Because of the excellent control of beam parameter differences $A_{\text{corr}}$, values are unbiased according to Table I. $A_{\text{corr}} - A_{\text{raw}}$ values are the order of, or much smaller than, the corresponding statistical errors. Under 4/2 reversal, the absolute values of $A_{\text{corr}}$ are consistent within statistical errors. The reduced $Q$ for $A_{\text{corr}}$ "slag" averages is close to 1 in every case, indicating that any residual beam-related systematic effects were small and randomized over the time period of 4/2 reversals (typically 5 to 10 h). The final limits on the $A_{\text{corr}}$ are $A_{\text{corr}} = 0.525 ± 0.19(\text{stat}) ± 0.05(\text{syst})$ ppm and $A_{\text{corr}} = -1.42 ± 0.11(\text{stat}) ± 0.02(\text{syst})$ ppm.

### Table I. Corrections to $A_{\text{corr}}$ and systematic errors.

**Correction factors**

<table>
<thead>
<tr>
<th>Ratio</th>
<th>$A_{\text{corr}}$</th>
<th>$A_{\text{raw}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brane</td>
<td>$0.87 ± 0.02$</td>
<td>$1.00 ± 0.01$</td>
</tr>
<tr>
<td>Target</td>
<td>$1.13 ± 0.10$</td>
<td>$1.00 ± 0.01$</td>
</tr>
<tr>
<td>Recoil</td>
<td>$20.6 ± 1.0$</td>
<td>$2.0 ± 0.1$</td>
</tr>
<tr>
<td>Scale factor</td>
<td>$0.56$</td>
<td>$0.56$</td>
</tr>
</tbody>
</table>

### Table II. Raw and corrected asymmetries (in ppm) and reduced $Q^2$($p_i^2$), broken up by 4/2 reversals. The differences between $A_{\text{corr}}$ and $A_{\text{corr}}$ result from corrections for energy, position, and angle differences.

<table>
<thead>
<tr>
<th>$Q^2$</th>
<th>$p_i^2$</th>
<th>$A_{\text{corr}}$</th>
<th>$A_{\text{corr}}$</th>
<th>$A_{\text{corr}}$</th>
<th>$A_{\text{corr}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
</tr>
<tr>
<td>0</td>
<td>0.1</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
<td>$0.32 ± 0.03$</td>
</tr>
</tbody>
</table>

The theoretical predictions $A_{\text{H}}$ and $A_{\text{He}}$ with $G' = 0$ were estimated using the formalism in [4] and described in our previous publications [11,12]. The electroweak radiative corrections, calculated using the SM renormalization scheme, introduced negligible uncertainties. Assuming a pure isoscalar $B 	o G$ transition, $A_{\text{He}}$ is completely independent of nuclear structure and determined purely by electroweak parameters. $D$-state and isospin admixtures and meson exchange currents are negligible at the level of the experimental fractional accuracy of ~3% [13]. For our kinematics ($E_1 = 2.75$ GeV, $Q^2 = 0.077$ GeV$^2$) we obtain $A_{\text{He}} = 6.37$ ppm.

Electromagnetic form factors from a phenomenological fit to the world data at low $Q^2$ [14] were used to calculate $A_{\text{He}}$, with uncertainties governed by data near $Q^2 = 0.1$ GeV$^2$. The value used for $G_\mu^p = 0.037$, with a 10% relative uncertainty based on new data from the BLAST experiment [15]. For our kinematics ($E_1 = 3.18$ GeV,

$$Q^2 \leq 0.1 \text{GeV}^2$$

$2\sigma$ C.L. constraints on the $G_{\text{B/C}}$ plane from data are shown in Figure 2. Various theoretical predictions are plotted with published uncertainty bands, when available. The 1-$\sigma$ bands is calculated from statistical and systematic errors and central values (dashed lines) from the new results alone are also shown.
(Q^2) = 0.109 GeV^2 we obtain Δδ^2 = −1.66 ± 0.05 ppm. This includes a contribution from the axial form factor G_A and associated relative corrections [16], of −0.037 ± 0.018 ppm.

Comparing our results with the theoretical expectations, we extract G_S = 0.002 ± 0.014 ± 0.007 at Q^2 = 0.077 GeV^2 and G_V = 0.096 ± 0.007 ± 0.011 ± 0.004 ± 0.005 (PP) at Q^2 = 0.109 GeV^2, where the uncertainties in the nuclear electromagnetic form factors govern the last error. Figure 2 displays the combined result for these and our previous measurements [11,12], taken with (Q^2) between 0.077−0.109 GeV^2. The requisite small extrapolation to a common Q^2 = 0.1 GeV^2 was made assuming that G_S = G_V and that G_S is constant. The values G_S = −0.005 ± 0.019 and G_V = 0.18 ± 0.27 (correlation coefficient = −0.87) are obtained. The results are quite insensitive to variations in G_S, as evidenced by the negligible change induced by an alternate fit similar to that in [17], where G_S is constrained by other Aq data.

Figure 2 also displays predictions from selected theoretical models [18–21]. Those that predict little strange sea quark dynamics in the vector form factors are favored [22,23]. A global fit to all low-Q^2 measurements of G_V and G_S, similar to that performed in [17], finds that other measurements [9,10] which had suggested nonzero strangeness effects are consistent, within quoted uncertainties, with our results at Q^2 = 0.1 GeV^2. Because of the improved statistical precision and lower G_V sensitivity of our result, adding these other measurements in a global fit does not alter our conclusions.

In summary, we have reported the most precise constraints on the strange sea form factors at Q^2 = 0.1 GeV^2. The results, consistent within errors with other Aq measurements, leave little room for observable nucleon strangeness dynamics at low Q^2. Theoretical uncertainties, especially regarding the assumption of charge symmetry [24], preclude significant improvement to the measurements reported here. While future experiments will pursue the search for nonzero strangeness at higher Q^2, it now becomes a challenge for various theoretical approaches to reconcile these results and enhance our understanding of nucleon structure.
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Abstract

A major advance in accurate electron beam polarization measurement has been achieved at Jlab Hall A with a Compton polarimeter based on a Fabry–Perot cavity photon beam amplifier. At an electron energy of 4.6 GeV and a beam current of 40 nA, a total relative uncertainty of 1.5% is typically achieved within 40 min of data taking. Under the same conditions monitoring of the polarization is accurate at a level of 1%. These unprecedented results make Compton polarimetry an essential tool for modern purity-violation experiments, which require very accurate electron beam polarization measurements.

Keywords: Compton polarimeter; Optical cavity; Polarized beams

1. Introduction

The Continous Electron Beam Accelerator Facility (CEBAF) at the Jefferson Laboratory (JLab) is a new particle accelerator which makes extensive use of its highly polarized electron beam for the study of nucleons and nuclei. The polarization is measured at the injector with a 3 MeV Mott polarimeter and in the Hall A beam line with a Møller polarimeter and a Compton polarimeter. Mott and Møller polarimeters require solid targets and operate respectively at low energy and at low intensity ($\approx 1\mu$A). Because of its thin "photon target", only Compton backscattering polarimetry provides an essential tool for accurate measurement and monitoring of the beam polarization under the same conditions as the running experiment. However, the mean Compton analyzing power ($A_\exp$) depends strongly on the beam energy — $A_\exp = 0.4\%$ at 4.6 GeV — while the total cross-section is approximately constant at 0.6 barn. Therefore, the typical beam conditions provided by CEBAF, an energy of several GeV and a beam intensity up to 100 $\mu$A, require a high laser power to provide the required interaction luminosity. The design of the Compton polarimeter was challenging [1,2]. The photon density is amplified with a Fabry–Perot cavity of very high finesse which provides a power of 1700 W of IR light at the Compton interaction point. This performance, unequalled in a particle accelerator environment, results in a statistical accuracy for a polarization measurement below 1% within an hour at 4.6 GeV [3]. This number scales with the inverse of the beam energy.

In Section 2, we briefly summarize the experimental set-up of the Compton polarimeter. Section 3 describes its operational properties achieved during two polarized experiments, $N - A$ [4,5] and GEp [6,7]. Next, we describe a new analysis method developed to restrain systematic uncertainties in the polarization measurement with a high confidence level. We explain in detail the sources of these systematic errors and present longitudinal electron polarization measurement results. Finally, we give for the first time at JLab a measurement of the polarization difference between the two helicity states of the electron beam.

2. Compton polarimeter at JLab

Compton scattering of polarized electrons off a circularly polarized photon beam shows an asymmetry of the counting rates $n^+ - n^-$ for different orientations of the electron polarization [8]

$$A_\exp = \frac{n^+ - n^-}{n^+ + n^-} = P_\exp A_s$$

where the asymmetry $A_s$ is calculated from QED. Measurements of the experimental asymmetry $A_\exp$ and of the circular photon polarization $P_\exp$ give access to the mean longitudinal electron polarization $P_e$. The electron beam polarization is flipped at a 30 Hz rate to minimize systematic effects.

The Compton polarimeter is composed of a magnetic chicane of four identical dipoles connected in series and installed in the Hall A beam line. The Compton interaction takes place at the center of a symmetric Fabry–Perot cavity in which photons, originating from a 230 mW IR laser ($\lambda = 1064$ nm) interfere. The laser frequency is locked to one of the resonant frequencies of the cavity using the Pound-Drever feedback technique [9]. The maximum power inside the cavity reaches 1700 W, with a coupling to the fundamental mode of 92%. The detectors are installed between the third and the fourth dipoles of the chicane. The backscattered photons go through the gap of the third magnet in a calorimeter consisting of 25 PbWO$_4$ crystals ($2 \times 2 \approx 23$ cm$^2$) and the scattered electrons are detected in 4 planes of silicon strips (650 $\mu$m wide), segmented along the dispersive axis. The data acquisition can be triggered by either electrons, photons, or both (in coincidence). Typical running conditions at CEBAF during data taking in 2000 were an electron energy of $E = 4$ GeV and a beam current of $I_e = 40 \mu$A. The Compton backscattered photons’ energy range is from 0 to 340 MeV under these conditions.

3. Data taking

We describe here how the Compton polarimeter data-acquisition system works, and the strategy used to minimize false asymmetries.

3.1. Acquisition

The data acquisition is driven by the 30 Hz electron beam polarization flip. Two milliseconds...
after each reversal, the trigger system is activated and events are taken from the photon and/or electron detectors, according to the trigger configuration determined by the user. The trigger system is inhibited a few ms before the next reversal.

Each detector has its own trigger logic. The photon calorimeter trigger system generates an event when the signal of one of the photo-multiplier tubes exceeds a given threshold. This signal is then integrated over a period of 150 ms. The electron detector triggers when signals are detected in coincidence on a given number of the silicon strip planes, at the same dispersive position. A specific logic is used to take care of cases where both detectors fire in coincidence.

The data-acquisition system can read out photon and electron events at a rate greater than 100 kHz with a dead time of only a few percent. These data are read by either a custom-built buffer card for the electron detector signals, or 10 bits buffered ADCs for the photon calorimeter. Calibration signals from a LED can be used to monitor the gain variation of the photon detector.

All these raw data are read through VME block transfer by two Power PC CPU cards working alternatively at each electron polarization reversal. At the end of each polarization period, the CPU card that has read out the data, reads values from scaler cards which provide summary information of that period (counting rates, number of triggers, dead time, average value of electron and photon beams parameters, etc.). This CPU then transfers control of the VME crate to the other CPU, produces on-line calculations and sends a data block to a workstation where these data are stored. The goal of these on-line calculations is to reduce the huge amount of data coming from both detectors by producing computed values and histograms (in particular the energy spectra of the scattered photons). Only a small fraction of the raw data, controlled by prescaler factors, is kept for monitoring purposes. Thus, the data block stored at the end of each electron polarization state consists of the scalers’ summary values, the result of the on-line calculations (computed values and histogram), and pre-scaled photon, electron and coincidence raw data.

3.2. Photon polarization reversal

Helicity-correlated differences in the electron beam parameters (charge, position and angle) lead to false asymmetries $b_i$ which add to the experimental asymmetry

$$A_{exp} = P_eP_gA + \sum b_i$$

where $i$ runs over the different sources of false asymmetries. The charge asymmetry is corrected to first order by normalizing the counting rates to the beam current. The remaining systematic effects from position and angle are independent of the photon beam polarization state. Hence, in changing the sign of the photon polarization the major part of this type of false asymmetries is canceled. This defines the procedure for data taking as a sequence of alternating right and left laser circular polarization, as illustrated in Fig. 1. Moreover, between two photon polarization states, the cavity is unlocked in order to measure the background. Thanks to a high quality vacuum in the beam pipe and the control of the beam envelope using quadrupoles upstream the magnetic chicane a signal over background ratio of 20 is routinely achieved.

4. Experimental asymmetry

For a given circular photon polarization, right (R) or left (L), we can calculate the asymmetry of integrated event numbers for two consecutive windows of opposite electron helicity states, as

$$A_p^{R,L} = \frac{n_{R,L} - n_{R,L}}{n_{R,L} + n_{R,L}}$$

where $n_{R,L}$ refers to the normalized numbers of photons with a deposited energy greater than a given threshold. These are defined as

$$n_{R,L} = \sum_{i=1}^{N_G} \frac{N_e^{R,L}}{I_i}$$

where $I_i$ is the electron beam intensity, $I^{R,L}$ is the acquisition live time, $N_e^{R,L}$ is the number of detected events in the $i$th ADC bin and $i_1$ is the threshold corresponding to the lower edge of the bin. The normalized counting rates $N_e^{R,L}/I^{R,L}$ are shown in Fig. 2 versus the energy in ADC bin units. The threshold $i_1$ is a software threshold applied to the total charge deposited and not to the maximum amplitude reached by the signal. It can be varied off line in order to obtain the optimal value that maximizes the statistical accuracy and minimizes the effect of false asymmetries. This operating point is found to be between the 6th and the 9th bin (see Section 6). For a typical 40 min run, a raw
asymmetry $A_{\text{raw}}^{\text{R/L}}$ is defined as the average of all pulse-to-pulse asymmetries $A_{\text{raw}}^{\text{R/L}}$. The distribution of these asymmetries is shown in Fig. 3, for both right and left photon polarizations. We can see that the pulse-to-pulse asymmetry distributions follow a Gaussian law. The raw asymmetry has to be corrected for background according to

$$A_{\text{corr}}^{\text{R/L}} = \frac{1 + B_{\text{corr}}^{\text{R/L}}}{S} A_{\text{raw}}^{\text{R/L}}$$  \hspace{1cm} (5)

where $(B/S)^{\text{R/L}}$ is the background to signal ratio for each photon polarization and $A_{\text{R}}$ is the background asymmetry. $(B/S)$ is of the order of 0.06 with a threshold set to the $8^{\text{th}}$ energy bin ($\approx 230 \text{ MeV}$), and $A_{\text{R}}$ is found to be compatible with zero at the $10^{-4}$ level.

Finally, the mean experimental asymmetry is computed as

$$<A_{\text{exp}}> = \frac{\int_{-\infty}^{\infty} P(k) \frac{\partial}{\partial k} A(k) \, dk}{\int_{-\infty}^{\infty} P(k) \, dk}$$  \hspace{1cm} (6)

where $\partial_{k}$ corresponds to the statistical weight of each experimental asymmetry.

The mean experimental asymmetries measured above the software threshold for $E = 4.6 \text{ GeV}$ are around 6% and can be measured with a relative statistical accuracy of 0.65% in one hour at $I = 40 \mu\text{A}$.

5. Analysing power

The second part of this analysis concerns the determination of the analysing power. In order to account for detection effects, we define the response function of the calorimeter $\mathcal{R}(ADC,k)$ as the ADC spectrum for a set of photons with a given energy $k$. From this response function the probability to detect photons of energy $k$ above a given ADC threshold $ADC_0$ is

$$P(k) = \frac{\int_{ADC_0}^{\infty} \mathcal{R}(ADC,k) \, d\text{ADC}}{\int_{ADC_0}^{\infty} \mathcal{R}(ADC,k) \, d\text{ADC}}$$  \hspace{1cm} (7)

Using this probability one can then calculate the analysing power of the polarimeter defined as the average of the Compton asymmetry weighted by the Compton cross section

$$<A_s> = \frac{\int_{k_{\text{thr}}}^{\infty} P(k) \frac{\partial}{\partial k} A(k) \, dk}{\int_{k_{\text{thr}}}^{\infty} P(k) \, dk}$$  \hspace{1cm} (8)

5.1. Determination of the response function $\mathcal{R}(ADC,k)$

The calorimeter response function depends mostly on the intrinsic properties of the calorimeter. It is measured during dedicated runs where data are taken in photon-electron coincidence mode on an event-by-event basis.

Thanks to its very fine pitch the electron detector functions as an energy tagger of the incident photons. The distribution of the photon detector functions as an energy tagger of the incident photons. The distribution of the photon detector strips which fired. The Gaussian response function is described by two Gaussians and a 4th degree polynomial $P(x)$.

The electron detector cannot be put closer than a few mm to the beam axis and thus restricts the range over which the response function can be determined. For instance, only photon energies between 150 and $340 \text{ MeV}$ (Compton edge) could be explored with a 4.6 GeV beam. The determination of the calorimeter response function is well controlled inside this energy range but the extrapolation to lower energy induces larger systematic errors (see Section 6).

5.2. Calibration and analyzing power

The response function measured during a specific reference run has to be corrected for mean gain variations when used to analyze a later run. To this end a calibration coefficient $\lambda$ is introduced which accounts for gain corrections

$$\mathcal{R}(ADC,k) = \frac{\lambda}{\lambda ADC_0}$$  \hspace{1cm} (9)

where $A$, $ADC_0$ and $\sigma_{\text{R/L}}$ are Gaussian parameters, and $\eta$, $\delta$ denote proportional amplitudes $P_0(0)/A$ and $P_0(x_0)/A$, as described in Fig. 4. $A$ is fixed by normalizing the integral of the response function to 1 in the denominator of Eq. (7). The remaining five parameters are functions of the scattered photon energy $k$, fitted to data from all electron detector strips which fired. The Gaussian widths $\sigma_{\text{R/L}}$ are corrected for smearing due to the width of the electron strips ($\sigma_E \approx 5 \text{ MeV}$).

The electron detector cannot be put closer than a few mm to the beam axis and thus restricts the range over which the response function can be determined. For instance, only photon energies between 150 and $340 \text{ MeV}$ (Compton edge) could be explored with a 4.6 GeV beam. The determination of the calorimeter response function is well controlled inside this energy range but the extrapolation to lower energy induces larger systematic errors (see Section 6).

The response function measured during a specific reference run has to be corrected for mean gain variations when used to analyze a later run. To this end a calibration coefficient $\lambda$ is introduced which accounts for gain corrections

$$\mathcal{R}(ADC,k) = \frac{\lambda}{\lambda ADC_0}$$  \hspace{1cm} (10)

$\lambda$ is fitted to the experimental spectrum of each run (Fig. 5) using the convolution of the unpolarized Compton cross-section $d\sigma_0(k)/dk$ with the response function

$$dN(\text{ADC}) = \int_{k_{\text{thr}}}^{\infty} d\text{ADC}_0 \frac{d\text{ADC}}{d\text{ADC}_0} \mathcal{R}(\text{ADC}_0, k) \, d\text{ADC}_0.$$  \hspace{1cm} (11)

The probability of photon detection is deduced from Eq. (7), where the lower integration boundary $ADC_0$, is replaced by $ADC_0/\lambda$. The analyzing
power is then calculated from Eq. (8) for each data run (with \( i = 8 \)). An overview is given in Fig. 6 and shows relative variations of up to 10%. Most of the observed steps in the analyzing power originate from a retuning of the photon detection gain (PMT high voltage or gain of the amplifier). Reference runs are repeated every few hours to check the consistency of the extracted response function.

6. Systematic uncertainties

6.1. Experimental asymmetry

The largest source of systematic error in the experimental asymmetry is the false asymmetry related to the electron beam position, since the Compton luminosity is determined by the overlap of the electron and laser beams. If one assumes a Gaussian intensity profile for these two beams, the luminosity is also a Gaussian function of the distance between the two beam centroids. Since the optical axis of the cavity is fixed by the monolithic mechanic of the mirror holder, the position variation of the electron beam directly affects the Compton luminosity with a sensitivity equal to the derivative of this Gaussian function. In order to minimize this effect, two position-feedback systems were used, one at high frequency to reduce the jitter (down to 20 \( \mu \)m) and one at low frequency to lock the mean position at the point corresponding to the maximum of the Gaussian overlap curve, where the sensitivity to beam position goes to zero. Finally, averaging over several photon polarization reversals cancels out most of these false asymmetries provided that the statistical weights of right and left circularly photon polarization are similar. In practice, these statistical weights \( w_R \) and \( w_L \) are not exactly equal, and some residual effects must be taken into account.

So, in agreement with Eqs. (2) and (6), we have:

\[
\Delta A_{\text{exp}} = \text{res}(b_i) = \frac{o_l b^L_i - o_R b^R_i}{o_R + o_L}.
\]

Studies of the four beam parameters \( (x, y, \theta_x, \theta_y) \) show that their correlations tend to reduce the total false asymmetry. As a safe and simpler estimate of the error we assume them to be uncorrelated. The final error quoted in Table 1 should be read as a typical run-to-run error. It corresponds to the width of the distribution of all \( \text{res}(b_i) \) which turns out to be centered at zero. For each individual run one can also choose to correct for \( \text{res}(b_i) \) and its error. When averaging the polarization over a sufficient number of runs \( N \), the two approaches are equivalent and the systematic error reduces as \( 1 / \sqrt{N} \).

6.2. Analyzing power

There are four main sources of uncertainties in the analyzing power. The first comes from the dependence of the response function on the parameterization used to describe it. To compute the systematic error we look at the variation of the analyzing power for a set of parameterizations with equivalent \( \chi^2 \) and try to define an envelope (Fig. 7). For a threshold taken around ADC = 400 \((i = 8, E = 230 \text{ MeV})\) the effect is less than 0.45%. Note that below the electron cut, located around channel 260 in Fig. 7, the systematic errors increase steeply. The second source of uncertainty arises from the momentum calibration of the electron detector which is used as an energy tagger in the determination of the response function (Section 5). This calibration error is due to the position resolution of the electron detector (200 \( \mu \)m). The impact of this effect on the analyzing power is shown in Fig. 8 as a function of the ADC threshold. For a threshold taken at ADC = 400 the effect is 0.6%. The third uncertainty is due to pile-up when two events are detected within the same acquisition gate (\( \sim 150 \) ns) and are recorded as a single event of higher energy. The Compton spectrum is then shifted to higher energies. This modifies not only the experimental asymmetry but also the analyzing power via the calibration coefficient \( l \). Monte-Carlo simulations [11] were performed for a measured pile-up rate of 0.9%. They show a relative effect of 0.45% for an ADC threshold \( i = 8 \). The fourth systematic uncertainty is due to the radiative corrections in real Compton scattering. The interfering process \( e^+ \gamma \rightarrow e^+ \gamma \)

![Fig. 6. Analysing power for each Compton run during the Ge experiment.](image)

![Fig. 7. Relative effects on analyzing power due to modeling of response function parameters, versus ADC threshold.](image)

<table>
<thead>
<tr>
<th>Type</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>0.05</td>
</tr>
<tr>
<td>Dead time</td>
<td>0.1</td>
</tr>
<tr>
<td>Beam intensity</td>
<td>0.1</td>
</tr>
<tr>
<td>Events cut</td>
<td>0.1</td>
</tr>
<tr>
<td>Position</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>Total on ( &lt;A_{\text{exp}} &gt; )</strong></td>
<td><strong>0.35</strong></td>
</tr>
</tbody>
</table>

Table 1 Run to run systematic uncertainties applied to Compton experimental asymmetry.
causes a deviation of the analyzing power by about 0.26\% at an electron beam energy of 4.6 GeV. We decided not to correct for this effect and include it in the error budget. Systematic uncertainties on the analyzing power are summarized in Table 2.

### 6.3. Photon polarization

The circular photon polarization is measured at the exit of the Fabry-Perot cavity using an analysis device composed of a quarter-wave plate, a Wollaston prism and two integrating spheres. This device allows a complete polarization measurement through the four Stokes parameters by rotating the quarter-wave plate. In production mode the quarter-wave plate angle is fixed and the spheres only monitor the time variations of the degree of circular polarization (DOCP). The polarization at the center of the cavity where the Compton interaction takes places is deduced from the Stokes parameters, knowing the optical transport matrix of the exit line. This matrix is determined before the installation of the cavity using a dedicated setup where polarization measurements are performed for various orientations of the elliptic polarization of the light. With this method a precision of 0.4\% is reached including both the modelisation of the transport and the measurement errors. After the cavity is installed, additional effects coming from mirror transmission, birefringence and optical alignment of photon beam must be taken into account. Since in production mode only the DOCP is measured, we use the observed variations and the transport matrix to determine the envelope of possible variations of the polarization inside the cavity. This results in a 0.4\% systematic error. All uncertainties are summarized in Table 3. The mean value of the DOCP for both laser polarization states is

\[
P_L = \frac{P_{L} - P_{R}}{P_{L} + P_{R}}
\]

where we took to first order \( P_{L} = P_{R} \).

### 7. Results and discussions

#### 7.1. General results

A review of the uncertainties is given in Table 4. The last column shows the accuracy of the monitoring of the electron beam polarization for which all normalization errors cancel. A summary graph of all polarization measurements performed during the \( N-A \) experiment is shown in Fig. 9 (300 measurements in 60 days). The jumps in the beam polarization are directly correlated with operations at the polarized electron source when the laser spot is displaced to illuminate a different spot on the photocathode in order to increase the beam current. These significant variations in the beam polarization demonstrate that the Compton polarimeter is an ideal and a mandatory tool to provide a meaningful polarization measurement over long data-taking periods.

#### Table 2

<table>
<thead>
<tr>
<th>Syst. error (%)</th>
<th>0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response function</td>
<td>0.6</td>
</tr>
<tr>
<td>Pile up</td>
<td>0.45</td>
</tr>
<tr>
<td>Radiative corrections</td>
<td>0.26</td>
</tr>
<tr>
<td>Total on ( &lt;A_{i}&gt; )</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Fig. 8. Relative deviation of the analyzing power due to the calibration error of the electron detector.

#### Table 3

| Time fluctuations | 0.4 |
| Polarization transport | 0.4 |
| Mirrors transmission | 0.14 |
| Birefringence | 0.05 |
| Alignment | 0.1 |
| Total on \( p_{L}^{R} \) | 0.60 |

#### Table 4

<table>
<thead>
<tr>
<th>Absolute Measurement</th>
<th>Monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental asymmetry</td>
<td>0.50</td>
</tr>
<tr>
<td>Analyzing power</td>
<td>0.95</td>
</tr>
<tr>
<td>Photon polarization</td>
<td>0.60</td>
</tr>
<tr>
<td>Total systematic</td>
<td>1.23</td>
</tr>
<tr>
<td>Statistical error</td>
<td>0.80</td>
</tr>
<tr>
<td>Total</td>
<td>1.47</td>
</tr>
</tbody>
</table>

Fig. 9. Electron polarization measurements during \( N-A \) experiment. Vertical dash lines show laser spot moves on AsGa crystal at the polarized electron source.
7.2. Determination of $\Delta P_e$

Most of the polarized physics experiments in Hall A are only sensitive to the mean longitudinal electron polarization defined as

$$P_e = \frac{|P^+| + |P^-|}{2} \tag{15}$$

where $P^+$ and $P^-$ denote the electron polarization in each electron spin configuration (parallel or anti-parallel). However, some experiments, such as the $N\pi$ experiment, are sensitive to

$$\Delta P_e = \frac{|P^+| - |P^-|}{2} \tag{16}$$

One way to measure this quantity is to use the photon polarization reversal, sacrificing the cancellation of helicity-correlated effects. Experimental asymmetries are thus computed from counting asymmetries are independent of the backscattered photon’s energy, variation of the Compton asymmetry with respect to energy allows one to isolate $\Delta P_e$. An example is shown in Fig. 10 where the sum of both experimental asymmetries $A^+$ and $A^-$ is fitted with a function such as

$$f(E) = \Delta P_e \cdot P_g \cdot A_c(E) + cst. \tag{17}$$

For a set of left/right photon reversals over several days, we assess $\Delta P_e$ for the first time at JLab and find it statistically compatible with zero at a level of 0.3%.

8. Conclusion

We have continuously measured the CEBAF electron beam polarization over two periods of 30 days at an electron energy of 4.6 GeV and an average current of 40 \mu A. The use of a highly segmented electron detector in coincidence with the photon detector was a key element to reduce the systematic errors. By using 40 min runs a total relative systematic error of 1.2% was achieved. Thanks to our high-gain optical cavity and a double beam position feedback, a statistical accuracy of 1% could be reached within 25 min. In the relative variations of the beam polarization from one run to another the correlated errors cancel out and the systematic error is reduced to 0.7%. Because most of the recent experiments in Hall A take advantage of the highly polarized and intense electron beam available at JLab, the Compton polarimeter has been routinely operated over the last three years to monitor the beam polarization. Its performance are crucial for the upcoming parity experiments [13–15] which aim for a very accurate measurements ($\pm 2\%$) in an energy range of 0.85 to 3.00 GeV. Such a precision remains challenging and require detectors and laser upgrades which are under study. At higher energy (6 GeV), sub-percent measurements are feasible with only minor upgrades of the present apparatus.
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Double spin asymmetry in exclusive $\rho^0$ muonproduction at COMPASS

Abstract

The longitudinal double spin asymmetry $A_1^\parallel$ for exclusive leptoproduction of $\rho^0$ mesons, $p + N \rightarrow \mu + N + \rho$, is studied using the COMPASS 2002 and 2003 data. The measured reaction is incoherent exclusive $\rho^0$ production on polarised deuterons. The $Q^2$ and $x$ dependence of $A_1^\parallel$ is presented in a wide kinematical range $3 \cdot 10^{-3} < Q^2 < 7$ (GeV/c)$^2$ and $5 \cdot 10^{-5} < x < 0.05$. The presented results are the first measurements of $A_1^\parallel$ at small $Q^2$ ($Q^2 < 0.1$ (GeV/c)$^2$) and small $x$ ($x < 3 \cdot 10^{-3}$). The asymmetry is in general compatible with zero in the whole kinematical range.
1 Introduction

In this paper we present results on the longitudinal double spin asymmetry $A_T^L$ for exclusive incoherent $\rho^0$ production in the scattering of high energy muons on nucleons. The experiment was carried out at CERN by the COMPASS collaboration using the 160 GeV muon beam and the large $^6$LiD polarised target.

The studied reaction is

$$\mu + N \rightarrow \mu' + \rho^0 + N',$$

where $N$ is a quasi-free nucleon from the polarised deuterons. The reaction (1) can be described in terms of the virtual photoproduction process

$$\gamma^* + N \rightarrow \rho^0 + N'.$$

The reaction (2) can be regarded as a fluctuation of the virtual photon into a quark-antiquark pair (in partonic language), or an off-shell vector meson (in Vector Meson Dominance model), which then scatters off the target nucleon resulting in the production of an on-shell vector meson. At high energies this is a predominantly diffractive process and plays an important role in the investigation of Pomeron exchange and its interpretation in terms of multiple gluon exchange.

Most of the presently available information on the spin structure of reaction (2) stems from the $\rho^0$ spin density matrix elements, which are obtained from the analysis of angular distributions of $\rho^0$ production and decay [1]. Experimental results on $\rho^0$ spin density matrix elements come from various experiments [2-6] including the preliminary results from COMPASS [7].

The emerging picture of the spin structure of the considered process is the following. At low photon virtuality $Q^2$ the cross section by transverse virtual photons $\sigma_T$ dominates, while the relative contribution of the cross section by longitudinal photons $\sigma_L$ rapidly increases with $Q^2$. At $Q^2$ of about 2 (GeV/c)^2 both components become comparable and at a larger $Q^2$ the contribution of $\sigma_L$ becomes dominant and continues to grow, although at lower rate than at low $Q^2$. Approximately, the so called $s$-channel helicity conservation (SCHC) is valid, i.e. the helicity of the vector meson is the same as the helicity of the virtual photon. The data indicate that the process can be described approximately by the exchange in the $t$-channel of an object with natural parity $P$. Small deviations from SCHC are observed, also at the highest energies, whose origin is still to be understood. An interesting suggestion was made in Ref. [8] that at high energies the magnitudes of various helicity amplitudes for the reaction (2) may shed a light on the spin-orbital momentum structure of the vector meson.

A complementary information can be obtained from measurements of the double spin cross section asymmetry, when the information on both the beam and target polarisation is used. The asymmetry is defined as

$$A_T^L = \frac{\sigma_{L12} - \sigma_{L32}}{\sigma_{L12} + \sigma_{L32}}$$

where $\sigma_{L3/2}$ stands for the cross sections of the reaction (2) and the subscripts denote the total virtual photon-nucleon angular momentum component along the virtual photon direction. In the following we will also use the asymmetry $A_{LL}$, which is defined for reaction (1) as the asymmetry of muon-nucleon cross sections for antiparallel and parallel beam and target longitudinal spin orientations.
In the Regge approach [9] the longitudinal double spin asymmetry $A_2^L$ can arise due to the interference of amplitudes for reaction in the $t$-channel of Reggeons with natural parity (Pomeron, $\rho$, $\omega$, $f$, $A_2$) with amplitudes for Reggeons with unnatural parity ($\pi$, $A_1$). No significant asymmetry is expected when only a non-perturbative Pomeron is exchanged because it has small spin-dependent couplings as found from hadron-nucleon data for cross sections and polarisations.

Similarly, in the approach of Fraas [10], assuming approximate validity of SCHC, the spin asymmetry $A_2^L$ arises from the interference between parts of the helicity amplitudes for transverse photons corresponding to the natural and unnatural parity exchanges in the $t$ channel. While a measurable asymmetry can arise even from a small contribution of the unnatural parity exchange, the latter may remain unmeasurable in the cross sections. A significant unnatural-parity contribution may indicate an exchange of certain Reggeons like $\pi$, $A_1$ or in partonic terms an exchange of $qq$ pairs.

In the same reference a theoretical prediction for $A_2^L$ was presented, which is based on the description of forward exclusive $\rho^0$ leptoproduction and inclusive inelastic lepton-nucleon scattering by the off-diagonal Generalised Vector Meson Dominance (GVMD) model, applied to the case of polarised lepton-nucleon scattering. At the values of Bjorken variable $x < 0.2$, with additional assumptions [11], $A_2^L$ can be related to the $A_1$ asymmetry for inclusive inelastic lepton scattering at the same $x$ as

$$A_2^L = \frac{2A_1}{1 + (A_1)^2}.$$  

This prediction is consistent with the HERMES results for both the proton and deuteron targets, although with rather large errors.

In two-body QCD, there exists a general proof of factorisation [12] for exclusive vector meson production by longitudinal photons. It allows a decomposition of the full amplitude for reaction (2) into three components: a hard scattering amplitude for the exchange of quarks or gluons, a distribution amplitude for the meson and the non-perturbative description of the target nucleon in terms of the generalised parton distributions (GPDs), which are related to the internal structure of the nucleon. No such proof of factorisation exists for transverse virtual photons, and as a consequence the interpretation of $A_2^L$ in perturbative QCD is not possible at leading twist. However, a model including higher twist effects proposed by Martin et al. [13] describes the behaviour of both $\sigma_T$ as well as of $\sigma_\perp$ reasonably well. An extension of this model by Ryskin [14] for the spin dependent cross sections allows to relate $A_2^L$ to the spin dependent GPDs of gluons and quarks in the nucleon. The applicability of this model is limited to the range $Q^2 \geq 4 \text{ (GeV/c)}^2$. More recently another pQCD-inspired model involving GPDs has been proposed by Goloskokov and Kroll [15, 16]. The non-leading twist asymmetry $A_{1L}$ results from the interference between the dominant GPD $H_1$ and the helicity-dependent GPD $H_2$. The asymmetry is estimated to be of the order $k_T^2 H_2/(Q^2 H_1)$, where $k_T$ is the transverse momentum of the quark and the antiquark.

Up to now little experimental information has been available on the double spin asymmetries for exclusive leptoproduction of vector mesons. The first observation of a non-zero asymmetry $A_2^L$ in polarised electron–proton deep-inelastic scattering was reported by the HERMES experiment [11]. In the deep inelastic region ($0.8 < Q^2 < 3 \text{ (GeV/c)}^2$) the measured asymmetry is equal to $0.23 \pm 0.14 \text{ (stat)} \pm 0.02 \text{ (syst)}$ [17], with little dependence on the kinematical variables. In contrast, for the ‘quasi-real photoproduction’ data, with $(Q^2) = 0.13 \text{ (GeV/c)}^2$, the asymmetry for the proton target is consistent with zero. On the other hand the measured asymmetry $A_2^L$ for the polarised deuteron target and the asymmetry $A_2^L$ for exclusive production of $\phi$ meson either on polarised protons or deuterons are consistent with zero both in the deep inelastic and in the quasi-real photoproduction regions [17].

The HERMES result indicating a non-zero $A_2^L$ for the proton target differs from the unpublished result of similar measurements by the SMC experiment [18] at comparable values of $Q^2$ but at about three times higher values of the photon-nucleon centre of mass energy $W$, i.e. at smaller $x$. The SMC measurements of $A_{1L}$ in several bins of $Q^2$ are consistent with zero for both proton and deuteron targets.

2. The experimental set-up

The experiment [19] was performed with the high intensity positive muon beam from the CERN M12 beam line. The $\mu^+$ beam intensity is $2 \times 10^8$ per spill of 4.8 s with a cycle time of 16.8 s. The average beam energy is 160 GeV and the momentum spread is $\sigma_{p}/p = 0.05$. The momentum of each beam muon is measured upstream of the experimental area in a beam momentum station consisting of several planes of scintillator strips or scintillating fibres with a dipole magnet in between. The precision of the momentum determination is typically $\Delta p/p \leq 0.003$. The $\mu^+$ beam is naturally polarised by the weak decays of the parent hadrons. The polarisation of the muon varies with its energy and the average polarisation is $-0.76$.

The beam traverses the two cells of the polarised target, each 60 cm long, 3 cm in diameter and separated by 10 cm, which are placed one after the other. The target cells are filled with $^{6}$LiD which is used as polarised deuteron target material and is longitudinally polarised by dynamic nuclear polarisation (DNP). The two cells are polarised in opposite directions so that data from both spin directions are recorded at the same time. The typical values of polarisation are about 0.50. A mixture of liquid $^{3}$He and $^{4}$He, used to refrigerate the target, and a small amount of heavier nuclei are also present in the target. The spin directions in the two target cells are reversed every 8 hours by rotating the direction of the magnetic field in the target. In this way fluxes and acceptances cancel in the calculation of spin asymmetries, provided that the ratio of acceptances of the two cells remains unchanged after the reversal.

The COMPASS spectrometer is designed to reconstruct the scattered muons and the produced hadrons in wide momentum and angular ranges. It is divided in two stages with two dipole magnets, SM1 and SM2. The first magnet, SM1, accepts charged particles of momenta larger than 0.4 GeV/c, and the second one, SM2, those larger than 4 GeV/c. The angular acceptance of the spectrometer is limited by the aperture of the polarised target magnet. For the upstream end of the target it is $\pm 70$ mrad.

To match the expected particle flux at various locations in the spectrometer, COMPASS uses various tracking detectors. Small-angle tracking is provided by stations of scintillating fibres, silicon detectors, micromesh gaseous chambers and gas electron multiplier chambers. Large-angle tracking devices are multiwire proportional chambers, drift chambers and straw detectors. Muons are identified in large-area mini drift tubes and drift tubes placed downstream of hadron absorbers. Hadrons are detected by two large iron-scintillator sampling calorimeters installed in front of the absorbers and shielded to avoid electromagnetic contamination. The identification of charged particles is possible with a RICH detector, although in this paper we have not utilised the information from the RICH.

The data recording system is activated by various triggers indicating the presence of
a scattered muon and/or an energy deposited by hadrons in the calorimeters. In addition to the inclusive trigger, in which the scattered muon is identified by coincidence signals in the trigger hodoscopes, several semi-inclusive triggers were used. They select events fulfilling the requirement to detect the scattered muon together with the energy deposited in the hadron calorimeters exceeding a given threshold. In 2003 the acceptance was further extended towards high $Q^2$ values by the addition of a standalone calorimetric trigger in which no condition is set for the scattered muon. The COMPASS trigger system allows us to cover a wide range of $Q^2$, from quasi-real photoproduction to deep inelastic interactions.

A more detailed description of the COMPASS apparatus can be found in Ref. [19].

3 Event sample

For the present analysis the whole data sample taken in 2002 and 2003 with the longitudinally polarised target is used. For an event to be accepted for further analysis it is required to originate in the target, have a reconstructed beam track, a scattered muon track, and only two additional tracks of oppositely charged hadrons associated to the primary vertex. The fluxes of beam muons passing through each target cell are equalised using appropriate cuts on the position and angle of the beam tracks.

The charged pion mass hypothesis is assigned to each hadron track and the invariant mass of two pions, $m_{\pi\pi}$, calculated. A cut on the invariant mass of two pions, $0.5 < m_{\pi\pi} < 1$ GeV/c$^2$, is applied to select the $\rho^0$. As slow recoil target particles are not detected, in order to select exclusive events we use the cut on the missing energy, $-2.5 < E_{\text{miss}} < 2.5$ GeV, and on the transverse momentum of $\rho^0$ with respect to the direction of virtual photon, $p_T^\rho < 0.5$ (GeV/c). Here $E_{\text{miss}} = (M_X^2 - M_{\rho^0}^2)/2M_X$, where $M_X$ is the missing mass of the unobserved recoiling system and $M_{\rho^0}$ is the proton mass. Coherent interactions on the target nuclei are removed by a cut $p_T^\rho > 0.15$ (GeV/c). To avoid large corrections for acceptance and misidentification of events, additional cuts $\nu < 30$ GeV and $E_{\nu} > 20$ GeV are applied.

The distributions of $m_{\pi\pi}$, $E_{\text{miss}}$ and $p_T^\rho$ are shown in Fig. 1. Each plot is obtained applying all cuts except those corresponding to the displayed variable. On the left top panel of Fig. 1 a clear peak of the $\rho^0$ resonance, centred at 770 MeV/c$^2$, is visible on the top of the small contribution of background of the non-resonant $\pi^+\pi^-$ pairs. Also the skewing of the resonance peak towards smaller values of $m_{\pi\pi}$, due to an interference with the non-resonant background, is noticeable. A small bump below 0.4 GeV/c$^2$ is due to assignment of the charged pion mass to the kaons from decays of $\phi$ mesons. The mass cuts eliminate the non-resonant background outside of the $\rho^0$ peak, as well as the contribution of $\phi$ mesons.

On the right top panel of the figure the peak at $E_{\text{miss}} \approx 0$ is the signal of exclusive $\rho^0$ production. The width of the peak, $\sigma \approx 1.1$ GeV, is due to the spectrometer resolution. Non-exclusive events, where in addition to the recoil nucleon other undetected hadrons are produced, appear at $E_{\text{miss}} > 0$. Due to the finite resolution, however, they are not resolved from the exclusive peak. This background consists of two components: the double-diffractive events where additionally to $\rho^0$ an excited nucleon state is produced in the nucleon vertex of reaction (2), and events with semi-inclusive $\rho^0$ production, in which other hadrons are produced but escape detection.

The $p_T^\rho$ distribution shown on the bottom panel of the figure indicates a contribution from coherent production on target nuclei at small $p_T^\rho$ values. A three-exponential fit to this distribution was performed, which indicates also a contribution of non-exclusive background increasing with $p_T^\rho$. Therefore to select the sample of exclusive incoherent $\rho^0$ production, the aforementioned $p_T^\rho$ cuts, indicated by arrows, were applied.

After all selections the final sample consists of about 2.44 million events. The distributions of $Q^2$, $x$ and $W$ are shown in Fig. 2. The data cover a wide range in $Q^2$ and $x$ which extends towards the small values by almost two orders of magnitude compared to the similar studies reported in Ref. [17]. The sharp edge of the $W$ distribution at the low $W$ values is a consequence of the cut applied on $\nu$. For this sample ($W$) is equal to 10.2 GeV and $(\nu^2) = 0.27$(GeV/c)$^2$.

4 Extraction of asymmetry $A^\rho_L$

The cross section asymmetry $A_{LL} = (\sigma_{\parallel\parallel} - \sigma_{\perp\perp})/\sigma_{\parallel\parallel} + \sigma_{\perp\perp}$ for reaction (1), for antiparallel ($\uparrow\downarrow$) and parallel ($\uparrow\uparrow$) spins of the incoming muon and the target nucleon, is related to the virtual-photon nucleon asymmetry $A^\rho_L$ by

$$A_{LL} = D (A^\rho_L + \eta A^\rho_T),$$

(5)

where the factors $D$ and $\eta$ depend on the event kinematics and $A^\rho_T$ is related to the interference cross section for exclusive production by longitudinal and transverse virtual photons. As the presented results extend into the range of very small $Q^2$, the exact formulae for the depolarisation factor $D$ and kinematical factor $\eta$ [20] are used without neglecting terms proportional to the lepton mass squared $m^2$. The depolarisation factor is given by

$$D(y, Q^2) = \frac{y[(1 + \gamma^2)/2(2 - y) - 2\gamma^2 m^2/Q^2]}{y^2(1 - 2m^2/Q^2)[(1 + \gamma^2) + 2(1 + R)(1 - y - \gamma^2 y^2/4)],}$$

(6)
where \( R = \sigma_L/\sigma_T, \sigma_L,\sigma_T \) is the cross section for reaction (2) initiated by longitudinally (transversely) polarised virtual photons, the fraction of the muon energy lost \( y = e/E_\mu \) and \( \gamma^2 = Q^2/\nu^2 \). The kinematical factor \( \eta(y,Q^2) \) is the same as for the inclusive asymmetry.

The asymmetry \( A^i_T \) obeys the positivity limit \( A^i_T < \sqrt{R} \), analogous to the one for the inclusive case. For \( Q^2 \leq 0.1 \) (GeV/c)^2 the ratio \( R \) for the reaction (2) is small, cf. Fig. 3, and the positivity limit constrains \( A^i_T \) to small values. Although for larger \( Q^2 \) the ratio \( R \) for the process (2) increases with \( Q^2 \), because of small values of \( \eta \) the product \( \eta \sqrt{R} \) is small in the whole \( Q^2 \) range of our sample. Therefore the second term in Eq. 5 can be neglected, so that

\[
A^i_T \approx \frac{1}{\sqrt{R}} A^{\perp LL}.
\]  

and the effect of this approximation is included in the systematic uncertainty of \( A^i_T \).

The number of events \( N_i \) collected from a given target cell in a given time interval is related to the spin-independent cross section \( \sigma \) for reaction (2) and to the asymmetry \( A^i_T \) by

\[
N_i = \alpha_i \phi_i \eta_i \sigma (1 + P_B P_T f D A^i_T),
\]  

where \( P_B \) and \( P_T \) are the beam and target polarisations, \( \phi_i \) is the incoming muon flux, \( \alpha_i \) the acceptance for the target cell, \( \eta_i \) corresponding number of target nucleons, and \( f \) the target dilution factor. The asymmetry is extracted from the data sets taken before and after a reversal of the target spin directions. The four relations of Eq. 8, corresponding to the two cells (a and d) and the two spin orientations (1 and 2) lead to a second-

order equation in \( A^i_T \) for the ratio \( (N_{a1}N_{d2}/N_{d1}N_{a2}) \). Here fluxes cancel out as well as acceptances, if the ratio of acceptances for the two cells is the same before and after the reversal [21]. In order to minimise the statistical error all quantities used in the asymmetry calculation are evaluated event by event with the weight factor \( w = P_B f D \). The polarisation of the beam muon, \( P_B \), is obtained from a simulation of the beam line and parameterised as a function of the beam momentum. The target polarisation is not included in the event weight \( w \) because it may vary in time and generate false asymmetries. An average \( P_T \) is used for each target cell and each spin orientation.

The ratio \( R \), which enters the formula for \( D \) and strongly depends on \( Q^2 \) for reaction (2), was calculated on an event-by-event basis using the parameterisation

\[
R(Q^2) = a_0(Q^2) + a_1,
\]  

with \( a_0 = 0.66 \pm 0.05 \), and \( a_1 = 0.61 \pm 0.09 \). The parameterisation was obtained by the Fermilab E665 experiment from a fit to their \( R \) measurements for exclusive \( \rho^0 \) muoproduction on protons [3]. These are shown in Fig. 3 together with the fitted \( Q^2 \)-dependence. The preliminary COMPASS results on \( R \) for the incoherent exclusive \( \rho^0 \) production on the nucleon [7], which cover a broader kinematic region in \( Q^2 \), agree reasonably well with this parameterisation. The uncertainty of \( a_0 \) and \( a_1 \) is included in the systematic error of \( A^i_T \).

The dilution factor \( f \) gives the fraction of events of reaction (2) originating from nucleons in polarised deuterons inside the target material. It is calculated event-by-event using the formula

\[
f = C_1 \cdot f_0 = C_1 \cdot \frac{n_D}{n_D + \Sigma_A n_A (\sigma_A/\sigma_D)}.
\]  

Here \( n_D \) and \( n_A \) denote numbers of nucleons in deuteron and nucleus of atomic mass \( A \) in the target, and \( \sigma_D \) and \( \sigma_A \) are the cross sections per nucleon for reaction (2) occurring on the deuteron and on the nucleus of atomic mass \( A \), respectively. The sum runs over all nuclei present in the COMPASS target. The factor \( C_1 \) takes into account that there are two polarised deuterons in the \(^4\)LiD molecule, as the \(^4\)Li nucleus is in a first approximation composed of a deuteron and an \( \alpha \) particle.

The measurements of the \( \sigma_A/\sigma_D \) for incoherent exclusive \( \rho^0 \) production come from the NMC [2], E665 [22] and early experiments on \( \rho^0 \) photoproduction [23]. They were
fitted in Ref. [24] with the formula:

$$\bar{\sigma}_A = \sigma_p \cdot A^\alpha(Q^2) - 1,$$

where $\sigma_p$ is the cross section for reaction (2) on the free proton. The value of the fitted parameter $Q^2$ is equal to $9 \pm 3$ (GeV/c)$^2$. The measured values of the parameter $\alpha$ and the fitted curve $\alpha(Q^2)$ are shown on the left panel of Fig. 4 taken from Ref. [24]. On the right panel of the figure the average value of $f$ is plotted for the various $Q^2$ bins used in the present analysis. The values of $f$ are equal to about 0.36 in most of the $Q^2$ range, rising to about 0.38 at the highest $Q^2$.

The radiative corrections (RC) have been neglected in the present analysis, in particular in the calculation of $f$, because they are expected to be small for reaction (1). They were evaluated [25] to be of the order of 6% for the NMC exclusive $p^\rho$ production analysis. The small values of RC are mainly due to the requirement of event exclusivity via cuts on $E_{\text{miss}}$ and $p_T^\rho$, which largely suppress the dominant external photon radiation. The internal (infrared and virtual) RC were estimated in Ref. [25] to be of the order of 2%.

### 5 Systematic errors

The main systematic uncertainty of $A_E^\rho$ comes from an estimate of possible false asymmetries. In order to improve the accuracy of this estimate, in addition to the standard sample of incoherent events, a second sample was selected by changing the $p_T^\rho$ cuts to

$$0 < p_T^\rho < 0.5 \text{ (GeV/c)}^2,$$

and keeping all the remaining selections and cuts the same as for the ‘incoherent sample’. In the following it will be referred to as the ‘extended $p_T^\rho$ sample’. Such an extension of the $p_T^\rho$ range allows one to obtain a sample which is about five times larger than the incoherent sample. However, in addition to incoherent events such a sample contains a large fraction of events originating from coherent $p^\rho$ production. Therefore, for the estimate of the dilution factor $f$ a different nuclear dependence of the exclusive cross section was used, applicable for the sum of coherent and incoherent cross sections [2]. The physics asymmetries $A_E^\rho$ for both samples are consistent within statistical errors.

Possible, false experimental asymmetries were searched for by modifying the selection of data sets used for the asymmetry calculation. The grouping of the data into configurations with opposite target-polarisation was varied from large samples, covering at most two weeks of data taking, into about 100 small samples, taken in time intervals of the order of 16 hours. A statistical test was performed on the distributions of asymmetries obtained from these small samples. In each of the $Q^2$ and $x$ bins the dispersion of the values of $A_E^\rho$ around their mean agrees with the statistical error. Time-dependent effects which would lead to a broadening of these distributions were thus not observed. Allowing the dispersion of $A_E^\rho$ to vary within its two standard deviations we obtain for each bin an upper bound for the systematic error arising from time-dependent effects

$$\sigma_{\text{false, time}} < 0.56 \sigma_{\text{stat}}.$$  (13)

Here $\sigma_{\text{stat}}$ is the statistical error on $A_E^\rho$ for the extended $p_T^\rho$ sample. The uncertainty on the estimates of possible false asymmetries due to the time-dependent effects is the dominant contribution to the total systematic error in most of the kinematical region.

Asymmetries for configurations where spin effects cancel out were calculated to check the cancellation of effects due to fluxes and acceptances. They were found compatible with zero within the statistical errors. Asymmetries obtained with different settings of the microwave (MW) frequency, used for DNP, were compared in order to test possible effects related to the orientation of the target magnetic field. The results for the extended $p_T^\rho$ sample tend to show that there is a small difference between asymmetries for the two MW configurations. However, because the numbers of events of the data samples taken with each MW setting are approximately balanced, the effect of this difference on $A_E^\rho$ is negligible for the total sample.

The systematic error on $A_E^\rho$ also contains an overall scale uncertainty of 6.5% due to uncertainties on $P_T^\rho$ and $P_T^\pi$. The uncertainty of the parameterisation of $R(Q^2)$ affects the depolarisation factor $Y$. The uncertainty of the dilution factor $f$ is mostly due to uncertainty of the parameter $\alpha(Q^2)$ which takes into account nuclear effects in the incoherent $p^\rho$ production. The neglect of the $A_E^\rho$ term mainly affects the highest bins of $Q^2$ and $x$.

Another source of systematic errors is due to the contribution of the non-exclusive background to our sample. This background originates from two sources. First one is due to the production of $p^\rho$ accompanied by the dissociation of the target nucleon, the second one is the production of $p^\rho$ in inclusive scattering. In order to evaluate the amount of background in the sample of exclusive events it is necessary to determine the $E_{\text{miss}}$ dependence for the non-exclusive background in the region under the exclusive peak (cf. Fig. 1). For this purpose complete Monte Carlo simulations of the experiment were used, with events generated by either the PYTHIA 6.2 or LEPTO 6.5.1 generators. Events generated with LEPTO come only from deep inelastic scattering and cover the range of $Q^2 > 0.5$ (GeV/c)$^2$. Those generated with PYTHIA cover the whole kinematical range of the experiment and include exclusive production of vector mesons and processes with diffractive excitation of the target nucleus or the vector meson, in addition to inelastic production.

The generated MC events were reconstructed and selected for the analysis using the same procedure as for the data. In each bin of $Q^2$ the $E_{\text{miss}}$ distribution of the MC was normalised to the corresponding one for the data in the range of large $E_{\text{miss}} > 7.5$ GeV. Then the normalised MC distribution was used to estimate the number of background events under the exclusive peak in the data. The fraction of background events in the sample of incoherent exclusive $p^\rho$ production was estimated to be about 0.12$\pm$0.06 in most...
of the kinematical range, except in the largest $Q^2$ region, where it is about $0.24 \pm 0.12$. The large uncertainties of these fractions reflect the differences between estimates from LEPTO and PYTHIA in the region where they overlap. In the case of PYTHIA, the uncertainties on the cross sections for diffractive photon- and electroproduction of vector mesons also contribute. For events generated with PYTHIA the $E_{\text{max}}$ distributions for various physics processes could be studied separately. It was found that events of $\rho^0$ production with an excitation of the target nucleon into $N^*$ resonances of small mass, $M < 2 \text{ GeV}/c^2$, cannot be resolved from the exclusive peak and therefore were not included in the estimates of number of background events.

An estimate of the asymmetry $A_{L}^{\nu}$ for the background was obtained using a non-exclusive sample, which was selected with the standard cuts used in this analysis, except the cut on $E_{\text{max}}$, which was modified to $E_{\text{max}} > 2.5 \text{ GeV}$. In different high-$E_{\text{max}}$ bins $A_{L}^{\nu}$ for this sample was found compatible with zero.

Because no indication of a non-zero $A_{L}^{\nu}$ for the background was found, and also due to a large uncertainty of the estimated amount of background in the exclusive sample, no background corrections were made. Instead, the effect of background was treated as a source of systematic error. Its contribution to the total systematic error was not significant in most of the kinematical range, except for the highest $Q^2$ and $x$.

The total systematic error on $A_{L}^{\nu}$ was obtained as a quadratic sum of the errors from all discussed sources. Its values for each $Q^2$ and $x$ bin are given in Tables 1 and 2. The total systematic error amounts to about 40% of the statistical error for most of the kinematical range. Both errors become comparable in the highest bin of $Q^2$.

## 6 Results

The COMPASS results on $A_{L}^{\nu}$ are shown as a function of $Q^2$ and $x$ in Fig. 5 and listed in Tables 1 and 2. The statistical errors are represented by vertical bars and the total systematic errors by shaded bands.
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Figure 5: $A_{L}^{\nu}$ as a function of $Q^2$ (left) and $x$ (right) from the present analysis. Error bars correspond to statistical errors, while bands at the bottom represent the systematical errors.

The wide range in $Q^2$ covers four orders of magnitude from $3 \times 10^{-3}$ to $7 \text{ GeV}/c^2$. The domain in $x$ which is strongly correlated with $Q^2$, varies from $5 \times 10^{-3}$ to about $0.05$ (see Tables for more details). For the whole kinematical range the $A_{L}^{\nu}$ asymmetry measured by COMPASS is consistent with zero. As discussed in the introduction, this indicates that the role of unnatural parity exchanges, like $\pi$- or $A_1$-Reggeon exchange, is small in that kinematical domain, which is to be expected if diffraction is the dominant process for reaction (2).

In Fig. 6 the COMPASS results are compared to the HERMES results on $A_{L}^{\nu}$ obtained on a deuteron target [17]. Note that the lowest $Q^2$ and $x$ HERMES points, referred to as ‘quasi-photoproduction’, come from measurements where the kinematics of the small-angle scattered electron was not measured but estimated from a MC simulation. This is in contrast to COMPASS, where scattered muon kinematics is measured even at the smallest $Q^2$.
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Figure 6: $A_{L}^{\nu}$ as a function of $Q^2$ (left) and $x$ (right) from the present analysis (circles) compared to HERMES results on the deuteron target (triangles). For the COMPASS results inner bars represent statistical errors, while the outer bars correspond to the total error. For the HERMES results vertical bars represent the quadratic sum of statistical and systematic errors. The curve represents the prediction explained in the text.

The results from both experiments are consistent within errors. The kinematical range covered by the present analysis extends further towards small values of $x$ and $Q^2$ by almost two orders of magnitude. In each of the two experiments $A_{L}^{\nu}$ is measured at different average $W$, which is equal to about 10 GeV for COMPASS and 5 GeV for
two orders of magnitude down with respect to the existing data from HERMES.

The asymmetry $A_y^p$ is compatible with zero in the whole $x$ and $Q^2$ range. This may indicate that the role of unnatural parity exchanges like $\pi$- or $A_1$-Reggeon exchange is small in that kinematical domain.

The $x$ dependence of measured $A_y^p$ is consistent with the prediction of Ref. [11] which relates $A_y^p$ to the asymmetry $A_1$ for the inclusive inelastic lepton–nucleon scattering.
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Part I
Introduction

1 Theoretical Motivation

The ultimate goal of this analysis is to determine the Transverse Target Spin Asymmetry $A_{UT}^{\sin(\phi-\phi_s)}$ for exclusive incoherent $\rho^0$ production in the scattering of high energy muons on nucleons. The experiment is carried out at CERN by the COMPASS collaboration using the 160 GeV muon beam and the transversely polarised $^6$LiD target (for 2004 data) and transversely polarised NH$_3$ target (for 2007 data).

The studied reaction is

$$\mu + N \rightarrow \mu' + \rho^0 + N'$$

where $N$ is a quasi-free nucleon from the polarised material (proton or neutron for $^6$LiD and only proton for NH$_3$). The reaction (1) can be described in terms of the virtual photoproduction process

$$\gamma^* + N \rightarrow \rho^0 + N'$$

Exclusive vector meson production has played an important role in studying strong interaction and gained a renewed interest, as it can give access to Generalized Parton Distributions (GPDs) and thus to a wealth of information on the nucleon structure. Moreover it was pointed out that vector meson production on a transversely polarised target is sensitive to the nucleon helicity-flip GPD $E$ [2, 3]. This GPD offers unique views on the orbital angular momentum carried by partons in the proton [4] and on the correlation between polarisation and spatial distribution of partons [5].

In the limit of large $Q^2$ at fixed $x_B$ and small momentum transfer $t$, the $\gamma^* p$ amplitude factorizes into the convolution of a hard-scattering subprocess with GPDs in the nucleon and the light-cone distribution amplitude of the produced mesons. The factorization theorem [6, 7] shows that the leading transitions in the large $Q^2$ limit have both the virtual photon and the produced meson longitudinally polarised, all other transitions being suppressed by at least one power of $1/Q$.

The longitudinally polarised vector meson channels $\rho^{0,\pm}, \omega, \phi,...$ are sensitive only to the GPDs $H$ and $E$ while the pseudo-scalar channels $\pi^{0,\pm}, \eta, ...$ are sensitive only to $H$ and $E$. Quark and gluon GPDs contribute both for the meson production as the GPDs for gluons enter at the same order in $\alpha_s$ as those for quarks. Decomposition on flavor quark and gluon contributions can be illustrated...
as follows:

\[ H_{\phi} = \frac{1}{\sqrt{2}} \left( \frac{2}{3} H^x + \frac{3}{8} H^y \right) \quad H_{\phi'} = \frac{1}{\sqrt{2}} \left( \frac{2}{3} H^x - \frac{3}{8} H^y \right) \quad H_{\theta} = \frac{1}{3} \left( H^x - \frac{1}{8} H^y \right) \]

The relative production of these three meson \( \rho, \omega, \phi \) will give ratios as 9:1:2 in the region where the gluon GPDs dominate over those for quarks. Evidence for substantial gluon contribution for values of \( x_B \) around 0.1 has been given in Ref. [8]. These properties make the hard meson production reactions complementary to the DVCS process as it provides an additional tool or filter to disentangle the different GPDs.

2 Cross section and asymmetry

The references [9, 10] provide a very detailed framework to our study which is summarized here. The cross section of the reaction (1) on transversely polarised nucleon is a function of the following kinematic variables \( x_B, Q^2, t, \phi \) and \( \phi_S \). \( \phi \) is the azimuthal angle between the lepton plane and the hadron plane and \( \phi_S \) is the azimuthal angle of the the target spin vector \( S_T \) w.r.t. the virtual photon direction (see Fig. 1). Note, that the target transverse polarisation w.r.t. the lepton beam direction will be denoted by \( P_T \).

The spin dependent photoabsorption cross sections and interference terms can be expressed in terms of the amplitudes \( A^\mu \) for the subprocess of the reaction (2) with the target nucleon helicity \( \lambda \) and the photon helicity \( m \):

\[ \sigma_{\mu\nu}^{\text{em}}(x_B, Q^2, t) \times \Sigma_{\text{em}}(A^\mu A^\nu)^* \]

For the sake of legibility we note the target spin states by \( \pm \) instead of \( +, - \) and the photon spin states \( +, 0, - \). We can use also the common notation \( \sigma_T = \frac{1}{2}(\sigma_1^+ + \sigma_2^+) \) and \( \sigma_L = \sigma_0^+ \) for the transverse and longitudinal virtual photon cross sections.

Below the lepton-proton differential cross section is given for a transversely polarised target with respect to the lepton beam. The dependence on \( x_B, Q^2, \phi \), and \( \phi_S \) is shown explicitly, whereas \( t \)-dependence is implied. The other used variables are: the fraction \( y \) of the energy of the initial lepton taken by the virtual photon, the virtual photon polarisation parameter \( \epsilon = \frac{1-y}{1+y} \frac{1}{Q^2 + M_\gamma^2} \), and the polar angle \( \theta \) of the virtual photon relatively to the incident lepton direction, for which \( \sin \theta = \sqrt{\frac{1 - y^2}{1+y^2}} \) with \( y = 2 x_B M_\gamma / Q \).

\[
\frac{1}{Q} \left[ \frac{\cos \theta_S}{1 - \sin \theta_S \sin \theta_S} \right]^{-1} \frac{\alpha_{\text{em}} y^2}{8 \pi^4} \frac{1 - \epsilon - x_B}{x_B} \frac{1}{Q^2} \int dx_B \frac{dQ^2}{Q^2} d\phi_S d\phi = \frac{P_T}{\sqrt{1 - \sin^2 \theta_S \sin^2 \theta_S}} \left[ \sin \phi_S \cos \theta_S \sqrt{\epsilon (1 + \epsilon)} \Im \sigma_0^+ \right.
\]

\[
+ \sin(\phi - \phi_S) \left( \cos \theta_S \Im(\sigma_1^+ + \epsilon \sigma_0^+) + \frac{1}{2} \sin \theta_S \sqrt{\epsilon (1 + \epsilon)} \Im(\sigma_0^+ - \sigma_0^-) \right)
\]

\[
+ \sin(\phi + \phi_S) \left( \cos \theta_S \epsilon \Im \sigma_2^+ + \frac{1}{2} \sin \theta_S \sqrt{\epsilon (1 + \epsilon)} \Im(\sigma_0^+ - \sigma_0^-) \right)
\]

\[
+ \sin(2\phi - \phi_S) \cos \theta_S \sqrt{\epsilon (1 + \epsilon)} \Im \sigma_1^+ + \frac{1}{2} \sin \theta_S \epsilon \Im \sigma_1^+
\]

\[
+ \sin(3\phi - \phi_S) \cos \theta_S \epsilon \Im \sigma_2^+
\]

\[
+ \text{terms dependent on the lepton polarisation } P_L.
\]
The Transverse Target Spin Asymmetry w.r.t. the virtual photon direction is defined as:

$$A_{UT}(\phi, \phi_S) = \frac{1}{2} \frac{d\sigma(\phi, \phi_S) - d\sigma(\phi, \phi_S + \pi)}{d\sigma(\phi, \phi_S) + d\sigma(\phi, \phi_S + \pi)}$$ (6)

According to the previous formula the modulation in \(\sin(\phi - \phi_S)\) will give:

$$A_{UT}^{\text{m}(\phi, \phi_S)} \propto \frac{\cos(\theta)}{2(\sigma_{++}^{++} + \sigma_{+-}^{++}) + \epsilon \sigma_{00}^{++}}.$$ (7)

The only leading-twist observables are the longitudinal cross section \(\sigma_{00}^{++}\) and the interference term \(\sigma_{00}^{+-}\). Transverse-longitudinal interference terms \(\sigma_{00}^{--}\) are at least suppressed by \(1/Q^2\) while cross sections \(\sigma_{++}^{ll}\) and interference terms \(\sigma_{++}^{l-}\) with transverse photon polarisation are suppressed by \(1/Q^2\). The leading-twist contributions can be written as:

$$\frac{1}{\Gamma} \frac{d\sigma_{++}^{ll}}{d\mu^2} = (1 - \xi^2)|H_M|^2 - \xi^2 \epsilon^{0}_{\mu}(\xi) \xi M^2 F \epsilon^{0}_{\mu}(\xi) H_M),$$ (8)

$$\frac{1}{\Gamma} \frac{d\sigma_{++}^{l-}}{d\mu^2} = -\sqrt{1 - \xi^2} \xi M^2 F \epsilon^{0}_{\mu}(\xi) H_M),$$ (9)

where \(\Gamma = \alpha_{\text{em}}/Q^6 \times x_B/(1 - x_B)\) is the skewness variable is \(\xi = x_B/(2 - x_B)\) and the minimal four-momentum transfer is \(t_0 = -4\xi^2 M^2/(1 - \xi^2)\). The quantities \(H_M\) and \(\epsilon_M\) are weighted sums of integrals over the GPDs \(H^{0}\) and \(\mathcal{E}^{0}\) respectively.

The weights depend on the contributions of quarks of various flavours and of gluons to the production of meson \(M\).

3 Angular Distribution of the \(\rho^0\) decay and SDME

For electroproduction of vector mesons one experimentally finds that the ratio \(\sigma_T/\sigma_F\) is not very large for \(Q^2\) of a few GeV\(^2\) which means that the predicted power suppression of transverse photon amplitudes is numerically not yet very effective in these kinematics. One finds also that transitions with the same helicity for photon and meson are clearly dominant over those changing the helicity. This is commonly referred as approximate s-channel helicity conservation. So the measurement of the decay angular distribution of the vector meson, \(\rho \to \pi^+\pi^-\), will help towards isolating the twist-two (longitudinal) observables. If only the dependence on the polar decay angle \(\theta\) is considered, one can separate the longitudinal and transverse polarisation:

$$\frac{d\sigma_{++}^{LL}(\gamma^* p \to \rho p)}{d\cos\theta} = \frac{3\cos^2\theta}{2} \sigma_{00}^{LL}(\gamma^* p \to \rho p) + \frac{3\sin^2\theta}{4} \sigma_{00}^{00}(\gamma^* p \to \rho p)$$ (10)

\(\sigma_{00}^{++}, \sigma_{00}^{+-}\) and \(\sigma_{00}^{--}\) are related to the spin density matrix element \(\sigma_{00}^{00}\). Note that the interference terms between longitudinal and transverse \(\rho^0\) are cancelled as the cross section is integrated over the azimuthal decay angle \(\varphi\).

4 \(t\)-dependence of the cross section

QCD factorisation relies on the fact that for \(Q^2 \to \infty\) the meson is predominantly produced by small-size hadronic components of virtual photon, whose coupling to the target is weak and can be computed perturbatively. The approach to the small size regime with increasing \(Q^2\) can be verified experimentally in a model-independent way and constitutes a crucial test of the reaction mechanism. The \(t\)-slope of the differential cross section measures the transverse area of the interaction region, reflecting the size of the target and the size of the hadronic components of the virtual photon which contribute to the produced meson. As \(Q^2\) increases, small size meson configurations become more important, and one expects the \(t\)-slope to decrease and approach a constant value. This behaviour is observed at HERA where the exponential \(t\)-slope of \(\rho^0\) and \(\phi\) production changes from a slope of 10 GeV\(^2\) at \(Q^2 = 0\) to a slope of 5 GeV\(^2\) at \(Q^2 \approx 10\) GeV\(^2\). This latter value is close to the one of \(J/\psi\) production, which is practically \(Q^2\)-independent because the \(J/\psi\) is produced by small configurations even at \(Q^2 = 0\). These observations attest to the approach to the small size regime in vector meson production at high \(Q^2\) and validate QCD factorisation. The limiting value of the \(t\)-slope for \(Q^2 \to \infty\) reflects the size of the target only and can be associated with the \(t\)-dependence of the GPDs.

5 Different steps in the analysis

The goal of this note is to present the extraction of \(A_{UT}^{\text{m}(\rho^0 \to \rho)}\). Selection of exclusive incoherent production is described. In the near future corrections for acceptance and background and separation of longitudinal and transverse virtual photon contributions will be given. At the same time the determination of SDME \(\sigma_{00}\) and the study of the \(t\)-dependence of the cross section will be performed.

For the moment only cross check for the raw asymmetry \(A_{UT}^{\text{m}(\rho^0 \to \rho)}\) on the NH\(_3\) (2007) has been performed thanks to Guillaume and Heiner (REQUEST FOR
While the next steps have been mostly realized by Guillaume for the 2004 data, they remain to be done for the 2007 data.

6 EVENT SELECTION

Part II
Event Selection and Asymmetry Calculation

6 Event Selection

The initial data sample for this analysis is based on COMPASS data, taken during the years 2004 and 2007 with the transverse target spin configuration. As this data sample is the same as for the analysis of Collins and Sivers asymmetries for unidentified hadrons, more detailed information on the basic event selection and the data quality can be found in the COMPASS notes 2006-12 [13] and 2008-10 [14]. In the following, the additional selection of exclusive $\rho^0$ events is described in detail, illustrated for both 2004 and 2007 data.

6.1 Beam and Scattered Muon

Only events with a best primary vertex are selected for the analysis. In addition, in order to ensure that the same beam flux passes through each target cell, the cut on the radial position of the vertex was applied. The maximal allowed radial distance of the vertex was 1.3 cm for 2004 data and 1.9 cm for 2007 data. The values were chosen taking into account the actual target position. Another requirement on the incident beam particle is the good fit quality of its track, which is ensured by a reduced $\chi^2_{red}$ smaller than 1.0 for a reconstructed beam track.

Since selected events have to originate in one of the target cells, the spatial coordinates of the primary vertex are checked. After applying a cut on the radial distance of the primary vertex from the beam axis, the $z$ coordinate has to be within the range of one of the target cells. The spatial distributions of the primary vertex are shown in Fig. 2 and Fig. 3.

The scattered $\mu'$ is selected with a PHAST routine. This "tagged" $\mu'$ candidate has to fulfill the same criteria regarding $\chi^2_{red}$ as the beam muon and in addition, the calculated penetration length of the $\mu'$ track, expressed in units of the radiation length, has to exceed a minimal value, i.e. $X/X_0 > 30$. Aside from the PHAST routine a additional recovering procedure is used, which is based on hit information from the Muon Wall detectors. In the case when one of the outgoing particles from the primary vertex causes more than 4 hits in MA01 or more then 6 hits in MA02,
6.2 Inclusive Scattering Variables

Inclusive scattering variables are calculated using the incident and outgoing muon tracks. To obtain a final data sample, consisting of events in the deep inelastic scattering regime, the negative four-momentum squared of the virtual photon is restricted to $Q^2 > 1.0 \text{ (GeV/c)}^2$, while the region of hadron resonances is excluded by applying a cut on the invariant mass of the final state $W > 5.0 \text{ GeV}$. Another cut is applied on the variable $y$, $0.1 < y < 0.9$, in order to remove events with large radiative corrections (large $y$) or poorly reconstructed kinematics (low $y$).

6.3 Hadrons

For the selection of exclusive events, three outgoing (final state) particles from the primary vertex are required: the scattered muon and two hadrons of opposite charge. Similar to the requirements on the $\mu$ track the tracks of the hadron candidates have to satisfy the condition $\chi^2_{\text{nd}} < 10$. Moreover, hadrons tracks have to start before $x=350 \text{ cm}$ and to stop before $x=3300 \text{ cm}$. On the other hand, hadron tracks should not pass more than 10 radiation lengths. Finally, the event is rejected if one of hadron tracks crosses the yoke of SM2 (CrossYokeSM2 function) or if the positive hadron can be a muon (CanBeMuon function).

6.4 Exclusive $\rho^0$ Sample

The invariant mass distribution of the two selected hadrons is depicted in Fig. 4 and shows clearly a peak at the expected value of about $M_{\rho} = 775.5 \text{ MeV/c}^2$. The RICH identification was not used in the present analysis and to calculate energies of both hadrons the charged pion mass was assumed. In the following we require an invariant mass of

$$-0.3 \text{ GeV/c}^2 < (M_c - M_{\rho}) < 0.3 \text{ GeV/c}^2.$$ 

With this cut the non-resonant background is reduced, and $\phi$ mesons ($\phi \rightarrow K^+K^-$) seen as a reflection at low invariant masses are removed from the sample.

As already mentioned, the final sample should be enhanced with exclusive $\rho^0$ mesons. To minimize the non-exclusive background, the missing energy

$$E_{\text{miss}} = \frac{M_H^2 - M_P^2}{2 \cdot M_P} = \frac{(p + q - \rho)^2 - M_P^2}{2 \cdot M_P}$$

(11)
is limited in the range $-2.5 \text{ GeV} < E_{\text{miss}} < 2.5 \text{ GeV}$. Here $M_p$ is the proton mass and $M_\rho$ is the mass of the undetected recoiling system. The latter is calculated from the four-momentum vectors $p$, $q$ and $\rho$ of the proton, the photon and the $\rho^0$ meson. The four-momentum vector of the meson is reconstructed via its decay particles. Fig. 5 shows the distribution of the missing energy $E_{\text{miss}}$ before applying the cut.

![Figure 5: Distribution of the missing energy $E_{\text{miss}}$ before applying the cut for the 2004 sample (left) and 2007 sample (right).](image)

To reduce the non-exclusive background and allow its simpler parametrisation as a function of $E_{\text{miss}}$, we use a cut on $E_\rho$. Fig. 6 shows the correlation between the reconstructed $\rho$ energy $E_\rho$ and $E_{\text{miss}}$. Due to kinematic constraints, if $y \geq 0.1$, $E_\rho \geq 16 \text{ GeV}$ at $p_T^2=0$. If $p_T^2$ varies up to 0.5 (GeV/c)$^2$ the $\rho$ energy stays really above 15.5 GeV. For safety all events with $E_\rho \geq 15 \text{ GeV}$ are selected.

![Figure 6: Correlation between $E_{\text{miss}}$ and $E_\rho$ (equal to the sum of energies of the two pions) with all selections except the cut on $E_\rho$. Both the 2004 data (left) and 2007 data (right) are shown.](image)

In Fig. 7 $p_T^2$ distributions are shown for 2007 data (4 upper plots) and for 2004 data (4 lower plots). In the following we will use variable $p_T^2$ rather than $t^*$ for an experimental reason. The variable $t^*$ is poorly determined and systematically biased towards larger values of $|t^*|$ for the non-exclusive events, which are a non-negligible part of our sample. The discussion of this bias and the advantage of using the variable $p_T^2$ was presented in Ref. [11]. We should also mention that for the real exclusive events in COMPASS kinematics $p_T^2$ is a good approximation for $|t^*|$.

In order to reject coherent events from Lithium, He$^4$, He$^3$ and Deuteron nuclei (2004 data) or from Nitrogen, He$^4$ and He$^3$ nucleus (2007 data), a lower limit for the transverse component $p_T^2$ of the $\rho^0$ meson momentum vector with respect to the virtual photon direction is applied. The upper limit for this variable was chosen to further minimize non-exclusive background. Therefore, the kinematically permitted range for the 2004 data is

$$0.1 \text{ (GeV/c)}^2 < p_T^2 < 0.5 \text{ (GeV/c)}^2$$

and the kinematically permitted range for the 2007 data is

$$0.05 \text{ (GeV/c)}^2 < p_T^2 < 0.5 \text{ (GeV/c)}^2$$

An evaluation of the remaining coherent contribution and of the non-exclusive background after the $p_T^2$ cuts was estimated using a fit of sum of 3 exponentials. A fitted curve as well as each individual exponentials are displayed in Fig. 7. The values of the $p_T^2$-slopes B are 52.5, 7.7, 2.3 (for 2007) and 40.9, 7.7, 2.2 (for 2004), and in the simple interpretation we identify them with coherent, incoherent and non-exclusive contributions respectively.

Using above fits one can estimate that after the cuts it remains less 5% of coherent contribution in the final sample for 2007 data and 2% for 2004 data. However, it is expected that at small $p_T^2$ the distributions for incoherent/coherent eventsdeviate from simple exponential dependences, and the largest differences occur for the nuclei with the lowest atomic mass $A$ (in particular for the deuteron). Quantitative evaluations of this effect for $\rho^0$ production on the deuteron target were obtained using Glauber Model approach and two different mechanisms of meson lepton production: VMD model and the color dipol model. The results for various cuts on $p_T^2$ were shown in Ref. [12]. According to this estimates the residual contribution of coherent events from the deuteron target with the lower $p_T^2$ cut $= 0.1 \text{ (GeV/c)}^2$ is about 8%. Therefore our conservative estimate of the residual coherent background in the final sample is 5% for 2007 data and 8% for the 2004 data.

The non-exclusive background 35% (24 %) for the 2007 (2004) sample is important and will be rejected at a further step.
6.5 summary of all the cuts applied

<table>
<thead>
<tr>
<th>topology</th>
<th>Primary Vertex reconstructed with</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 incident muon ( \mu )</td>
</tr>
<tr>
<td></td>
<td>1 outgoing muon ( \mu' )</td>
</tr>
<tr>
<td></td>
<td>2 charged tracks with opposite charge ( h^+, h^- )</td>
</tr>
<tr>
<td>vertex in the target</td>
<td>in PHAST routine ( z ) cut and</td>
</tr>
<tr>
<td></td>
<td>( \sqrt{(x - x_0)^2 + (y - y_0)^2} &lt; 1.3 ) cm (for 2004)</td>
</tr>
<tr>
<td></td>
<td>( \sqrt{(x - x_0)^2 + (y - y_0)^2} &lt; 1.9 ) cm (for 2007)</td>
</tr>
<tr>
<td>beam energy</td>
<td>( E_\mu &lt; 200 \text{ GeV} )</td>
</tr>
<tr>
<td>muon identification</td>
<td>( X/X_0(\mu') &gt; 30 )</td>
</tr>
<tr>
<td>hadron identification</td>
<td>( X/X_0(h^+) &lt; 10 ) and ( X/X_0(h^-) &lt; 10 )</td>
</tr>
<tr>
<td>quality of the tracks</td>
<td>( \chi^2_{\text{cut}} &lt; 10 ) for ( \mu, \mu', h^+, h^- )</td>
</tr>
<tr>
<td></td>
<td>( z_{\text{full}}(h^+) &lt; 350 ) cm</td>
</tr>
<tr>
<td></td>
<td>( z_{\text{full}}(h^-) &lt; 350 ) cm</td>
</tr>
<tr>
<td></td>
<td>( 350 &lt; z_{\text{full}}(h^+) &lt; 3300 ) cm</td>
</tr>
<tr>
<td></td>
<td>( 350 &lt; z_{\text{full}}(h^-) &lt; 3300 ) cm</td>
</tr>
<tr>
<td></td>
<td>( h^+, h^- ) and ( \mu' ) do not cross SM2 yoke (Phast routine)</td>
</tr>
<tr>
<td></td>
<td>( h^+ ) cannot be a muon (Phast routine)</td>
</tr>
<tr>
<td>quality of data</td>
<td>Pure ECAL trigger rejected for periods: W27-W28-W39-W40-W41-W42a</td>
</tr>
<tr>
<td>domain of analysis</td>
<td>( Q^2 &gt; 1(\text{GeV}/c)^2 )</td>
</tr>
<tr>
<td></td>
<td>( W &gt; 5 \text{ GeV}/c )</td>
</tr>
<tr>
<td></td>
<td>( 0.1 &lt; y &lt; 0.9 )</td>
</tr>
<tr>
<td></td>
<td>( 0.003 &lt; x_B &lt; 0.35 )</td>
</tr>
<tr>
<td>production of meson ( \rho )</td>
<td>( -0.3 \ (\text{GeV}/c)^2 &lt; (M_\rho - M_{\pi\pi}) &lt; 0.3 \ (\text{GeV}/c)^2 )</td>
</tr>
<tr>
<td>exclusivity</td>
<td>( -2.5 \text{ GeV} &lt; E_{\text{miss}} &lt; 2.5 \text{ GeV} )</td>
</tr>
<tr>
<td>background rejection</td>
<td>( E_{\pi^+\pi^-} \geq 15 \text{ GeV} )</td>
</tr>
<tr>
<td></td>
<td>( p_T^2 &lt; 0.5(\text{GeV}/c)^2 )</td>
</tr>
<tr>
<td>without coherent rejection</td>
<td>( p_T^2 &gt; 0.01(\text{GeV}/c)^2 )</td>
</tr>
<tr>
<td>with coherent rejection</td>
<td>( p_T^2 &gt; 0.1(\text{GeV}/c)^2 ) (for 2004)</td>
</tr>
<tr>
<td></td>
<td>( p_T^2 &gt; 0.05(\text{GeV}/c)^2 ) (for 2007)</td>
</tr>
</tbody>
</table>

6.6 Final Data Sample

The event yields of exclusive \( \rho \) mesons per year after the entire event selection is listed below:

<table>
<thead>
<tr>
<th>Year</th>
<th>( # ) Events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without coherent rejection</td>
</tr>
<tr>
<td>2004</td>
<td>153,735</td>
</tr>
<tr>
<td>2007</td>
<td>576,788</td>
</tr>
</tbody>
</table>

Rejection of coherent events was not done in the previous analysis for the 2002-2004 data presented in the COMPASS note 2007-9 [1].

The distributions of the most important kinematic variables for the full statistics of 2004 and 2007 can be found in Fig. 8, Fig. 9 and Fig. 10. The mean values for the kinematic variables \( Q^2, W, x \) and \( P_T^2 \) are given in the following table.
Figure 7: Distribution of $p_T^2$ before applying the cut is shown for 2007 (4 upper plots) and 2004 (4 bottom plots) data. For more details see the text.

Figure 8: The distributions of $x_{bj}$, $Q^2$, $p_T^2$ and $W$ for the full 2004 (left) and 2007 (right) data samples.
Figure 9: Correlations between $Q^2$ and $x_{bj}$ and between $t'$ and $p_T^2$.

Figure 10: Distributions of the kinematic variables for the full 2004 (left) and 2007 (right) data sample. In particular the angular variables $\theta$ (polar angle of the $\rho$ decay), $\phi$ (angle between the hadron plane and the lepton scattering plane) and $\phi_\nu$ (angle between lepton scattering plane and the target spin vector) (see Fig. 1).
7 Asymmetry Calculation

7.1 Calculation of the raw asymmetries

In this section the calculation of the raw asymmetries is presented shortly. The method used for the calculation of the raw asymmetries as well as the extraction of the physical asymmetry is the same as for the analysis of the Collins and Sivers asymmetries.

The numbers of events as a function of the angle $\eta = \phi - \phi_S$ between the $\rho^0$-production plane and the target spin vector (cf. Fig. 1) is given by

$$N(\eta) = F \sigma u(\eta)(1 + \epsilon \sin(\eta)),$$

where $F$ is the muon flux, $u(\eta)$ the number of target particles, $\sigma$ the spin averaged cross-section and $u(\eta)$ the product of angular acceptance and efficiency of the apparatus. In the analysis of the data it has to be taken into account that $u(\eta)$ is largely unknown and it is different for the different target cells.

To minimize acceptance effects, the double ratio method was chosen. Therefore the double ratio (DR) is calculated for 10 equidistant angular bins in $\eta$:

$$F(\eta) = \frac{N_{up}^I(\eta) \cdot N_{down}^J(\eta)}{N_{up}^J(\eta) \cdot N_{down}^I(\eta)} = \frac{(1 + \epsilon \cdot \sin(\eta))^2}{(1 - \epsilon \cdot \sin(\eta))^2},$$

or

$$F(\eta) = \frac{(N_{up}^I(\eta) + N_{down}^J(\eta)) \cdot N_{center}^J(\eta)}{(N_{up}^J(\eta) + N_{down}^I(\eta)) \cdot N_{center}^I(\eta)} = \frac{(1 + \epsilon \cdot \sin(\eta))^2}{(1 - \epsilon \cdot \sin(\eta))^2},$$

where Eq. 13 refers to the DR calculation for the two cells configurations (i.e. 2004 data) and Eq. 14 refers to the DR calculation for the three cells configurations (i.e. 2007 data). In Eq. 13 and 14, $(\uparrow(\downarrow))$ signifies up/down target polarisation, $up/down/center$ denotes the target cells. These relations are obtained with a reasonable assumption that the ratio of acceptances $\alpha_{u,d}^a(\eta)$ for each cell is the same before and after the polarisation reversal:

$$\frac{\alpha_{u}^a(\eta)}{\alpha_{d}^a(\eta)} = \frac{\alpha_{u}^d(\eta)}{\alpha_{d}^d(\eta)} = \frac{\alpha_{u}^c(\eta)}{\alpha_{d}^c(\eta)}.$$

For the three cells configuration, the upstream and downstream cells are considered as one cell. In this case the assumption is:

$$\frac{\alpha_{u}^a(\eta) + \alpha_{d}^a(\eta)}{\alpha_{d}^a(\eta)} = \frac{\alpha_{u}^d(\eta) + \alpha_{d}^d(\eta)}{\alpha_{d}^d(\eta)}.$$

The DR is plotted versus the angle $\eta = \phi - \phi_S$. From this evolution, the amplitude $\epsilon$ is determined from a fit of the DR with the adequate function 13 or 14, which provides the raw asymmetries $\epsilon$.

7.2 Transverse Target Single Spin Asymmetry

The Transverse Target Single Spin Asymmetry $A_{UT}$ is extracted from the raw asymmetry via the expression

$$A_{UT}^{\epsilon(\phi-\epsilon)} = \frac{\epsilon}{f \cdot \langle P_T \rangle},$$

where $f \sim 0.14$ is the mean value of the dilution factor evaluated in PHAST on an event-by-event basis and $\langle P_T \rangle$ is the mean target polarisation value, calculated as the average over polarisation values for one kinematic bin.
Part III
Data Analysis

8 Data Quality for the 2007 data: NH$_3$ target

The data quality criteria have been defined by the transversity group in the recent COMPASS notes 2008-10 [14] and 2009-XX [15].

So we use the 6 following periods W25, W26 with the production 1, W27 with the production 3, W28, W30, W31 with the production 2, W39, W40, W41, W42, W43 with the production 1 and we form the combinations:
- W25-W26; W27-W28; W30-W31
- W39-W40; W41-W42a; W42b-W43

9 Comparison of independent analyses performed in Freiburg and Saclay for the 6 periods

The results of the raw Transverse Target Spin asymmetries $\epsilon = f \cdot (P_T) \cdot A_{UT}^{\sin(\phi - \phi_s)}$ have been compared using the two independent analyses, label as Freiburg and Saclay in the following. Even if the two analyses apply identical cuts, there are some differences, like the numerical procedure to evaluate some physics quantities.

An almost satisfactory agreement is obtained for the two independent analyses over the 6 periods. Fig. 11 and Fig. 12 show $\epsilon = f \cdot (P_T) \cdot A_{UT}^{\sin(\phi - \phi_s)}$ as a function of $Q^2$, $x_B$ and $p_T^2$.

The quality of the agreement is determined by the distribution of differences of the measured asymmetries from Freiburg and Saclay analyses, plotted for all the 6 periods of data taking and the 3 main kinematic variables $p_T^2$ (in 4 bins), $Q^2$ (in 4 bins) and $x_B$ (in 3 bins). Fig. 13 shows this difference for the corresponding 66 entries. From this comparison, the distribution is really close to a gaussian, the reduced $\chi^2$ is 1.04 and the difference between the results for the asymmetries is of the order of 3.7% of the statistical error. This difference can be explained as the fit of the double ratio is done as a function of $\eta = \phi - \phi_S$ using the central value of the bin for $\eta$ in the Freiburg analysis and using the mean value of $\eta$ in the bin for the Saclay analysis.

The consistency over the periods seems also rather correct.

10 Comparison of the evolution of the TTSA as a function of $Q^2$, $x_B$ and $p_T^2$

The results for the Transverse Target Spin asymmetries $A_{UT}^{\sin(\phi - \phi_s)}$ are presented for the two analyses as a function of the 3 main kinematic variables $Q^2$, $x_B$ and $p_T^2$ in the following Fig. 14.

There is a rather good agreement between the 2 analyses which indicates also the good evaluation of $f$ and $(P_T)$.

The measured Transverse Target Spin asymmetries is consistent with a zero value within the statistical errors.

11 Comparison of consecutive and global determination of the TTSA

The results of two methods of the asymmetry calculation, the first considering the mean value over all the whole experiment and the second considering the mean value of all asymmetries for a consecutive couples of periods, were compared. The results are rather close (see Fig. 15) and indicate that the systematic errors are smaller than the statistical errors.

12 Approximate estimate of the effects of the non-exclusive background

There exists a systematic error due to the non-exclusive background. This background to signal ratio is always smaller than 1/2 (see Part II). The value of the corresponding asymmetry is expected to be close to zero. So the background dilutes the asymmetry and to take into account this contribution, the asymmetry and its statistical error should be enlarged by a factor $\sqrt{1+1/S}$ = 1.2. This correction is not taken into account in the Figures.
13 Final results for $A_{UT}^{\sin(\phi - \phi_s)}$ for incoherent production

Figs. 16 and 17 present $A_{UT}^{\sin(\phi - \phi_s)}$ as a function of $Q^2$, $x_B$ or $p_T^2$ for the NH$_3$ (proton) and $^4$LiD (deuteron) targets respectively (with coherent rejection).

14 Comparison to HERMES and theory

Figs. 18 present the asymmetry $A_{UT}^{\sin(\phi - \phi_s)}$ obtained by the HERMES collaboration [16] for the proton case. A further analysis for longitudinal and transverse separation has also been performed.

Theoretical predictions have been done by Goloskokov and Kroll for $A_{UT}^{\sin(\phi - \phi_s)}$. The value is predicted around $-0.02$ for $\rho$ production and around $-0.1$ for $\omega$ production [17, 18, 19] on the proton.

Figure 11: Comparison of the two different analyses for the 6 periods presented as a function of $Q^2$ (upper plot) and $x$ (lower plot). The results of the Freiburg analysis are slightly shifted on the right for convenience for each value of $Q^2$ or $x$. 
Figure 12: Comparison of the two different analyses for the 6 periods presented as a function of $p_T^2$. The results of the Freiburg analysis are slightly shifted on the right for convenience for each value of $p_T^2$.

Figure 13: Distribution of the differences of the asymmetries for the 2 analyses divided by the statistical errors.
Figure 14: Results for $A_{UT}^{\sin(\phi - \phi_s)}$ vs $Q^2$, $x_B$ and $p_T^2$ for the 2 analyses (Saclay in red, Freiburg in blue). Freiburg points are slightly shifted in abscissa on the right for better visibility.

Figure 15: Results for $A_{UT}^{\sin(\phi - \phi_s)}$ vs $Q^2$, $x_B$ and $p_T^2$ for the 2 determinations of the asymmetry (consecutive method in red, global method in blue). Points for the global method are slightly shifted in abscissa on the right for better visibility.
Figure 16: Results for $A_{UT}^{\sin(\phi-\phi_s)}$ vs $Q^2$, $x_B$, $p_T^2$ the 2007 data using the NH$_3$ target (with coherent rejection).

Figure 17: Results for $A_{UT}^{\sin(\phi-\phi_s)}$ vs $Q^2$, $x_B$, $p_T^2$ the 2004 data using the $^6$LiD target (with coherent rejection).

Figure 18: $A_{UT}^{\sin(\phi-\phi_s)}$ obtained by the HERMES collaboration [16]. For these data the longitudinal and transverse separation has been also performed (not shown here).
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Abstract

A measurement of high energy exclusive single-photon production using the COMPASS hadron setup and a 160 GeV muon beam was performed during a short test run in 2008. Photons are reconstructed with the two electromagnetic calorimeters ECAL1 and ECAL2. Recoil protons are detected using the newly constructed Recoil Proton Detector which surrounds the 40 cm long liquid hydrogen target. A statistics of about 100 exclusive single-photon events has been obtained. This measurement is a first (successful) step aimed at establishing the feasibility of measurements of Deeply Virtual Compton Scattering at COMPASS.
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1 Introduction

The study of Generalised Parton Distribution functions (GPD) using the Deeply Virtual Compton Scattering (DVCS) process is one of the topics proposed for the COMPASS future plans. The physics motivations are briefly described in a Letter of Intent (LoI) [1] submitted to the CERN/SPSC end of January 2009 describing the projected measurements.

In the LoI projected errors based on simulations are given for DVCDs which depend on many parameters from which some are still poorly known. A good knowledge of the overall Figure of Merit (FoM) of the experiment is required to quantify the final beam time request for the proposal. However, simulations are based upon rather ideal descriptions for certain equipments, also the sources and yields of background are still poorly known and should be quantified.

As shown in Fig. 1 the two main processes which contribute to the production of an exclusive photon along with a slow recoiling proton are the DVCS and Bethe-Heitler (BH) processes, where the latter can be exactly calculated in QED. Depending on the relative yields, the separation of these two processes requires accurate flux determination, a precise knowledge of the acceptance and control of overall detection efficiencies.

![Figure 1: The two main processes of exclusive photon production: DVCS and the known (QED) Bethe-Heitler.](image1)

Additionally there are background processes as exclusive \( \pi^0 \) production which can simulate DVCS. The setup presently used for the meson spectroscopy measurements with hadron beam happens to be an excellent "prototype" to perform validation measurements for DVCS.

2 Exclusive \( \gamma \) detection with the COMPASS hadron setup

A first measurement of exclusive \( \gamma \) production on a Liquid Hydrogen (LIH) target, with detection of the slow recoiling proton in the Recoil Proton Detector (RPD) has been performed during a short \((<2 \text{ days})\) test run in 2008, using 160 GeV \( \mu^+ \) and \( \mu^- \) beams.

The measurements performed use the present hadron setup which comprises a 40 cm long LIH target surrounded by a recoil proton detector, all the standard COMPASS tracking detectors, the ECAL1 and ECAL2 electromagnetic calorimeters for photon detection and appropriate triggers.

DVCS and BH have indistinguishable 3-body final states, namely one single photon produced: \( \mu + p \rightarrow \mu' + \gamma + p \). Kinematic variables and possible constraints to select this final state are described in Appendix A.1. An accurate measurement of the incoming muon momentum \( p_\mu \) is important to guarantee good exclusivity. For that purpose, it was planned to re-install the Beam Momentum Station (BMS) which is removed for hadron beam data taking to minimise the amount of material in the beam. Unfortunately the early shutdown of the North Area, consequence of the LHC incident, did not permit to re-install the BMS. Therefore there is no measurement of the incoming muon momentum, the distribution of which is determined by the M2 beam acceptance and has a relative spread \( \sigma_{p_\mu}/p_\mu \sim 4\% \).

Fig. 2 shows the principle of exclusive photon and recoiling proton detection using the COMPASS apparatus.

![Figure 2: Exclusive photon production with recoil proton detection](image2)

The full spectrometer including RPD, ECAL1 and ECAL2 has been commissioned and calibrated prior to the 2008 hadron run. The main modification to the setup was the implementation of new triggers which were commissioned before data taking with muon beam.

The RPD providing identification and momentum determination of the recoiling particle requires a dedicated and refined calibration. This involves timing calibration and also application of suitable corrections to the energy loss of the emitted low-energy proton; which uses the precise vertex determination from tracking. This calibration has been (and will be) performed with a hadron beam for which recoiling protons from elastic scattering are more abundant compared to with a muon beam. An illustration is given in Fig. 3 which shows the difference in the missing momentum component \( p_{\text{miss}} \) obtained from vertex reconstruction and RPD, as a function of \( p_{\text{miss}} \).

The status of the COMPASS electromagnetic calorimetry with ECAL1 and ECAL2 detectors was described in details in note [2] where the relevant information about the calibrations, the noisy channel suppression and the cluster reconstruction can be found. The performances of ECAL1 and ECAL2 are discussed in this analysis.

Data were taken with \( \mu^- \) and \( \mu^+ \) beams at intensities of \( 5.9 \times 10^7 \mu^-/\text{spill} \) and \( 1.54 \times 10^7 \mu^+/\text{spill} \), respectively, with a SPS spill of 9.6 s/53.6 s (width/period). The definition of the different trigger settings used and the list of runs recorded are given in Appendix A.2. Note that the RPD is in coincidence in most of the trigger components.
3 Data analysis

3.1 Preselection of $\mu p \rightarrow \mu' p \gamma$ events

Preselection of exclusive single-photon events has been performed as follows:

- there are only two charged tracks ($\mu\mu'$) at the primary vertex;
- there is only one photon with energy $\geq 5$ GeV in ECAL1 and no photon with energy $\geq 10$ GeV in ECAL2, or
- there is only one photon with energy $\geq 10$ GeV in ECAL2 and no photon with energy $\geq 5$ GeV in ECAL1,
- there is only one proton candidate in the RPD and it has a momentum $< 1$ GeV/c.

Figure 4: Left: multiplicities in the Recoil Proton Detector for proton candidates. Right: multiplicities in the ECALs for single-photon candidates.

The thresholds of 5 (10) GeV correspond to the lowest energy expected for DVCS and BH photons given the angular coverage of ECAL1 (ECAL2).

Fig. 4 (left) shows the multiplicity in the RPD for proton candidates with momentum $< 1$ GeV/c. Events with one proton track represent $\sim 75\%$ of the recorded events. Fig. 4 (right) shows the multiplicity in the ECALs for the single-photon candidates. $E_\gamma > 5$ GeV in ECAL1 and $E_\gamma > 10$ GeV in ECAL2. Events with one high energy photon represent $\sim 85\%$ of the recorded statistics. Finally 1329 events remain from this first preselection.

Figure 6: The difference $\Delta p_T = |p_{T_{\text{miss}}}| - |p_{T_{\text{rpd}}}|$ (left) and the difference $\Delta \phi = (\phi_{\text{miss}} - \phi_{\text{rpd}})$ (right).

Figure 7: Left: the correlation between $\phi_{\text{miss}}$ and $\phi_{\text{rpd}}$. Right: the $\Phi$ angle between the $\mu\mu'$ plane and the produced $\gamma p$ plane. All events (top), cut on correlated events (bottom).
The correlation between the muon vertex and the RPD information is shown in Fig. 5. The left plot shows the difference between the incoming muon time and the RPD time both properly extrapolated to the vertex. The random noise level in the 30 ns window is less than 2%, a gaussian fit gives \( \sigma \approx 1 \) ns. The right plot shows \( \Delta Z = (Z_{\mu \text{vertex}} - Z_{\text{RPD}}) \), the difference between the longitudinal position of the vertex reconstructed using the incoming and the scattered muons and the position reconstructed using the RPD. It shows a peak with a 4.5 cm width and a tail in the left part of the distribution. There is no cut applied on this distribution since most of the events in the tail will be discarded by the exclusivity cuts later in the analysis.

In the transverse plane the \( \mu\gamma \) system provides the missing momentum \( \mathbf{p}_{\text{missing}} \) sign of the possible presence of a recoil proton. On the other hand, having a selected event with one track in the RPD allows us to calculate the transverse momentum \( \mathbf{p}_{\text{RPD}} \) of the proton candidate. Fig. 6 (left) shows the difference \( \Delta \mathbf{p}_T = |\mathbf{p}_{\text{missing}}| - |\mathbf{p}_{\text{RPD}}| \). From a fit of this distribution a cut for further background suppression was determined as: \( |\Delta \mathbf{p}_T| < 0.2 \) GeV. Fig. 6 (right) shows the difference between two angles: the missing momentum azimuthal angle \( \phi \) calculated in the transverse plane from \( \mu\gamma \) system and the azimuthal angle \( \phi_{\text{RPD}} \) of the proton candidate. These highly visible correlations confirm at this very first step of analysis an indication of exclusive high energy photon production with a 3-body final state being the essential part of preselected events.

Assuming that the selected event is a pure 3-body final state \( \mu p \rightarrow \mu'\gamma p \) (\( p \) being a recoil proton) one can reconstruct the angle between the \( \mu\mu' \) plane (lepton plane) and the plane spanned by the outgoing \( \gamma \) and the recoiling proton (hadron plane). The \( \Phi \) angle distribution is expected to have a peak at \( \Phi = 0 \) for Bethe-Heitler events. Using the correlation between the azimuthal angles \( \phi \) and \( \phi_{\text{RPD}} \) one can significantly suppress the background as illustrated in Fig. 7. The upper two plots of Fig. 7 show for the preselected events the \( \phi \) vs \( \phi_{\text{RPD}} \) correlation and the \( \Phi \) distribution fitted by two Gaussian plus a constant term. The \( \Phi \) distribution is well centered and shows the behaviour expected for Bethe-Heitler events. The constant term - parameter \( p_6 \) - reflects the background contribution. The two plots in the bottom of Fig. 7 show the background suppression selecting the well correlated events in the interval \( \pm 3 \times \sigma \) (\( \Delta \phi = 36 \) deg), (\( \sigma \approx 12 \) deg) taken from the first Gaussian function - parameter \( p_2 \) - Fig. 6). In the right plot the rejected background events are shown (blue). The constant term from the fit goes down from 18 to 2.4 - parameter \( p_6 \) - and the peak of the distribution decreases from 200 to 180. These facts indicate that the distribution of background is flat over the angular range from \(-180 \) deg to \(+180 \) deg.

Using the assumption of a 3-body final state one can also exploit the polar angle \( \theta_{\gamma} \) between the virtual photon \( \gamma^* \) and the detected real photon \( \gamma \). Fig. 8 (left) shows the difference between the \( \theta \)’s calculated using the \( \mu'\gamma \) or the \( \mu\mu'p \) (\( p \) being the recoil proton) vertex informations as defined in Appendix A.1. A correlation appears, as above, in this polar angle variable. The coloured (red) curve shows the correlation for events which do not fulfill the applied exclusivity cuts in the \( \Delta \mathbf{p}_T \), \( \Delta \phi \) and \( E_{\text{miss}} \) variables. Fig. 8 (right) shows the value of \( E_{\text{miss}} \) for preselected events. Note the tail extending towards large values of \( E_{\text{miss}} \).

### 3.2 Additional clusters in ECAL1 and ECAL2

Fig. 9 shows the XY coordinates of the high energy photons in ECAL1 and ECAL2 for the single-photon events preselected as described above.

![Figure 8](image8.png)  
Figure 8: Left: \( \Delta \theta_{\gamma} \) for all events (white) and for events out of the exclusivity cuts (red). Right: \( E_{\text{miss}} \) distribution.

![Figure 9](image9.png)  
Figure 9: Left: position of single-photon events in ECAL1. Right: position of single-photon candidate events in ECAL2.

Fig. 10 (Fig. 11) shows for each preselected event having \( E_{\gamma} > 5 \) GeV in ECAL1 (\( E_{\gamma} > 10 \) GeV in ECAL2) the pattern of the additional photons in ECAL1 and ECAL2 seen below the thresholds of 5 GeV and 10 GeV, respectively. The plots show the cluster multiplicities (top), the energy distribution for the reconstructed clusters, i.e. photons (middle) and the XY coordinate of these clusters (bottom).

A large fraction of the high energy photon preselected events have additional clusters in ECAL1 and ECAL2. When comparing to the similar distribution obtained for random trigger events and shown in Fig. 12 one concludes that these additional photons belong to the selected events. Understanding the origin and/or eliminating these additional photons will be a crucial issue for the final selection of exclusive single-photon events.
Fig. 12 shows the cluster multiplicity (top), the cluster energies (middle) and the XY coordinate of these clusters (bottom) for random trigger events after application of the noisy channels suppression procedure. A probability for the noisy channels suppression of $5 \times 10^{-4}$ for ECAL1 and of $10^{-4}$ for ECAL2 was chosen. As can be seen for most events, there exists no electromagnetic cluster in the calorimeters. In the ECAL2 it is clearly visible that the parasitic clusters are due to pile-up.

3.3 Lowering ECALs thresholds in $\mu p \rightarrow \mu' p' \gamma$ preselection

The choice of the optimum threshold to eliminate events having additional photon(s) is a critical issue. Fig. 13 shows the variation of the Signal/Background (Signal and Background being the correlated and uncorrelated components as shown in the $\phi_{\text{miss}} \text{ vs } \phi_{\text{rd}}$ distribution of Fig. 7).

An optimum is seen for a set of threshold around 1(2) GeV for ECAL1(ECAL2). Note that this setting was already proposed as a good compromise to get a good separation between $\gamma$ and $\pi^0$ events [3] and also to provide a good noise rejection in the ECALs [2].
Figure 13: Signal/Background ratio for different sets of low energy threshold applied to ECAL1 and ECAL2.

For further analysis the events having additional low energy photons above 1 GeV and above 2 GeV for ECAL1 and ECAL2 respectively are rejected (new selection). Fig. 14 shows for the 990 events of this new selection the differences in timing and Z-position, Fig. 15 shows the differences $\Delta p_T$ and $\Delta \phi$ and Fig. 16 shows the correlation between the $\phi_{\text{miss}}$ and $\phi_{\text{RPD}}$ azimuthal angles and the $\Phi$ angle distribution.

Figure 14: New selection: timing (left) and Z position (right) differences between the reconstructed $\mu\mu'\gamma$ vertex and the single proton position detected in RPD.

Figure 15: New selection: the difference $\Delta p_T = |p_{T\text{missing}}| - |p_{T\text{RPD}}|$ (left) and the difference $\Delta \phi = (\phi_{\text{miss}} - \phi_{\text{RPD}})$ (right).

Figure 16: New selection: the correlation between $\phi_{\text{miss}}$ and $\phi_{\text{RPD}}$ (left), the $\Phi$ angle between the $\mu\mu'$ plane and the produced $\gamma p$ plane for all events (right).

Fig. 17 (left) shows the correlation in the $\theta_{\gamma\gamma}$ polar angle variable, as previously shown in Fig. 8. Fig. 17 (right) shows the value of $E_{\text{miss}}$ for the new selection. Note that the large tail in the $E_{\text{miss}}$ distribution has been reduced compared to its size seen in the first preselection (see Fig. 8 (right)).

Figure 17: New selection. Left: $\Delta\theta_{\gamma\gamma}$ for all events (white) and for events out of the exclusivity cuts (red). Right: $E_{\text{miss}}$ distribution.

3.4 Final selection of the $\mu p \rightarrow \mu' p \gamma$ events

In order to compare with simulations, one has to guarantee as much as possible that exclusive $\mu p \rightarrow \mu' p \gamma$ events are selected and a cut $E_{\text{miss}} < 30$ GeV will be applied. Starting from the above sample of 990 events obtained with the optimum 1 GeV (2 GeV) threshold in ECAL1 (ECAL2) for additional photon rejections the following successive cuts have been applied:
- cut $\Delta p_T < 0.2$ GeV/c (see Fig. 18),
- cut $\Delta p_T < 0.2$ GeV/c + cut $E_{\text{miss}} < 30$ GeV (see Fig. 19),
- cut $\Delta p_T < 0.2$ GeV/c + cut $E_{\text{miss}} < 30$ GeV + cut $|\phi_{\text{miss}} - \phi_{\text{RPD}}| < 36$ deg (see Fig. 20),
- finally, cuts 1+2+3 plus selecting only $Q^2 > 1$ (GeV/c)$^2$ events and applying $r < 1.6$ cm to eliminate contributions from the LH target walls (see Fig. 21).
Figure 18: New selection plus cut $\Delta P_T < 0.2 \text{ GeV/c}$.

Figure 19: New selection plus cuts $\Delta P_T < 0.2 \text{ GeV/c} \& E_{\text{miss}} < 30 \text{ GeV}$.

Figure 20: New selection plus $\Delta P_T < 0.2 \text{ GeV/c} \& E_{\text{miss}} < 30 \text{ GeV} \& |\phi_{\text{miss}} - \phi_{\text{rp}}| < 30 \text{ deg}$.

Figure 21: New selection plus cuts 1&2&3 plus selection of $Q^2 > 1 \,(\text{GeV/c})^2$ events.

Fig. 22 shows the variation of the number of selected events as a function of the low energy (anti)-threshold cut applied on ECAL1 and ECAL2 keeping the relation threshold on ECAL2 = $2 \times$ threshold on ECAL1.

Figure 22: Number of events vs the (low energy) thresholds applied on ECAL1 and ECAL2 (thr. ECAL2 = $2 \times$ thr. ECAL1), blue: no $Q^2$ cut (division factor of 10), red: $Q^2 > 1 \,(\text{GeV/c})^2$.

Since the data were obtained using different incident muon fluxes and different trigger mixes, having (or not) prescaling factors, a proper normalisation is required. This is developed in section 4.

3.5 Possible $\pi^0$ background

By definition, a $\mu p \rightarrow \mu p' \gamma$ exclusive event should have one and only one photon, i.e. zero additional photon. It is therefore important to understand the source of the additional clusters (photons) seen in ECAL1 and ECAL2 which belong to the preselected high energy photon events.
Possible sources are:

- pile-up which certainly contributes but does not dominate, as shown in the random trigger events sample,
- photons parasitically produced but not at the primary vertex,
- photons from the decay of a particle produced at the vertex (like $\mu p \rightarrow \mu'\pi^0 p$) which, if not well identified, will mock up DVCS events.

In this subsection the last source of background, namely the one from $\pi^0$, will be considered. The analysis was done by studying the invariant mass $M_{\gamma\gamma}$ distribution of the high energy photon with the additional photons (see section 3.2) in the event. It should be stressed that ALL such combinations were taken into account, hence the number of entries on the $M_{\gamma\gamma}$ plot corresponds to the number of additional photons in the event.

Figure 23: The invariant mass $M_{\gamma\gamma}$ distributions of the high energy photon with the additional photons in the event. The plots demonstrate the impact of the different exclusive photon selection cuts applied step by step. Here and in all further $M_{\gamma\gamma}$ distributions with all cuts the X scale of the plot has been shortened to enhance the $\pi^0$ mass region.

Six plots on Fig. 23 show the impact of analysis cuts on the $M_{\gamma\gamma}$ distribution. On the first blue plot there is a bump in the expected $\pi^0$ mass region. On the second blue plot after applying all cuts there remain several $\pi^0$ candidates.

As $M_{\gamma\gamma}$ mass resolution in ECAL1 and ECAL2 are different the next figures present the contribution from ECAL1 and ECAL2 separately.

Figure 24: Invariant mass of two $\gamma$ detected only in ECAL1. From the distribution on the left plot a possible $\pi^0$ contamination in the exclusive photon candidates can be estimated.

Figure 25: The same plots as previous for ECAL2.

Figure 26: The same plots as previous but one photon detected in ECAL1 and another one in ECAL2.
Fig. 24 shows the $M_{\gamma\gamma}$ distribution before and after all cuts if both photons are detected in ECAL1. A clear $\pi^0$ peak is seen on the left plot with a mass resolution $\sigma$ equals to 20 MeV. From the right plot we can conclude that there is only one $\pi^0$ candidate in the $\pm 3\sigma$ interval.

Fig. 25 shows the $M_{\gamma\gamma}$ distribution before and after all cuts if both photons are detected in ECAL2. The $\pi^0$ peak on the left plot is hardly seen due to a huge background. Since we haven’t results from the fit we count the entries in the 0.1-0.2 MeV interval as the $\pi^0$ candidates. There are 6 entries from 4 events.

Fig. 26 shows the $M_{\gamma\gamma}$ distribution before and after all cuts if one photon is detected in ECAL1 and another in ECAL2. As on the previous plot the $\pi^0$ peak on the left plot is not clearly seen. Using the procedure applied to ECAL2 photons we count 7 entries from 7 events.

At this step of analysis we consider 12 events with possible 14 $\pi^0$ candidates, the number of $\pi^0$ candidates being larger than the number of events.

For further clarification the multiplicities of the additional clusters in the final sample of 51 exclusive photon events are shown in Table 1 and Table 2. The numbers in ( ) correspond to $M_{\gamma\gamma}$ in the mass interval compatible with the $\pi^0$ mass. It is seen that a) in the case when “exclusive photon” is detected in ECAL1 the multiplicity of additional clusters is equal to one in both calorimeters, b) in the case when “exclusive photon” is detected in ECAL2 the multiplicity of additional clusters is equal to one in ECAL1 but is equal to one and two in ECAL2.

<table>
<thead>
<tr>
<th>Multiplicity</th>
<th>Clusters in ECAL1</th>
<th>Clusters in ECAL2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>4 (1)</td>
<td>3 (2)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Multiplicity of additional clusters ($\gamma$) for the 7 events with a high energy $\gamma$ in ECAL1. Numbers in ( ) correspond to $\pi^0$ candidates.

<table>
<thead>
<tr>
<th>Multiplicity</th>
<th>Clusters in ECAL1</th>
<th>Clusters in ECAL2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>32</td>
<td>18</td>
</tr>
<tr>
<td>1</td>
<td>12 (5)</td>
<td>17 (0)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>9 (6)</td>
</tr>
</tbody>
</table>

Table 2: Multiplicity of additional clusters ($\gamma$) for the 44 events with a high energy $\gamma$ in ECAL2. Numbers in ( ) correspond to $\pi^0$ candidates.

The ECAL2 appears particularly noisy for events for which the high energy photon is precisely detected in ECAL2, as illustrated in Fig. 11. From Table 1 and Table 2 we notice that only in this particular case the multiplicity of additional clusters is elevated. For further analysis we kept only events with not more than one additional cluster in each calorimeter. All $\pi^0$ candidates with both photons detected in ECAL2 are eliminated using this criteria.

Finally we consider 8 $\pi^0$ candidates (8 events) in our 51 events - exclusive photon sample. It should be noted that the main contribution to the $\pi^0$ sample is from configurations with one photon detected in ECAL1 and another in ECAL2 (7 $\pi^0$ candidates out of 8).

Due to very limited statistics this estimation was based only on mass value criteria, therefore we consider this number as an upper limit. This possible $\pi^0$ contamination of about $16 \pm 6\%$ is not in contradiction with the expectation that the $\pi^0$/Bethe-Heitler production ratio should be similar to the DVCS/Bethe-Heitler production ratio (about 10%).

It should be mentioned another possible source of $\pi^0$ contamination. Both gammas from very energetic $\pi^0$ ($E_{\pi^0} > 90 - 100$ GeV) can hit the same cells of ECAL1 and being reconstructed as a single cluster. This problem of "double photon clusters" was studied in Primalkov analysis [4]. It was proposed to use RMS of cluster and R4 ratio to separate single and "double photon clusters". In our analysis we used only RMS criteria. Roughly if RMS $> 3.4$ cm this cluster is a $\pi^0$ candidate. The RMS of cluster was calculated using the X and Y coordinates of cells and the relative energy deposition in each cell as a weight. Fig. 27 shows the RMS distribution for our 21 gammas with energy $E_\gamma > 100$ GeV. On this statistics we don’t see any "double photon cluster" and hence we do not have $\pi^0$ contribution from this source in our final sample.

Figure 27: RMS distribution of ECAL2 clusters with energy $E_\gamma > 100$ GeV

4 Sharing between triggers, corrected event rates and FoM

The main triggers used in this analysis have either the RPD or the Middle Trigger (MT) or both in coincidence. Because of severe time constraints in the preparation of the beam test, only the upper half of the Middle Trigger was operational. Since it is the preferred trigger there was no prescaling factor applied (see Table 1, Appendix A 2). The RPD trigger was also used with the veto applied. For $\mu^+\mu^-$ running, a prescaling factor $P = 6$ was applied to the RPD trigger to cope for the higher intensity and trigger rate. This factor has to be unfolded in the analysis of the data.

The position of the scattered muon in the transverse plane at the position of the H4 hodoscopes ($Z = 40$ m) is illustrated in Fig. 28. It shows that for this data taking period only the top part of the Middle Trigger was activated (black dots). The red (blue) dots are events for $\mu^- (\mu^+)$ beam for which the RPD trigger has fired. They are homogeneously spread and illustrate the optimal coverage required for the future trigger system.

$^2$ In this analysis the ratio of energy of the four most energetic cells to the energy of the cluster. As cut on $R4$ was tuned using the difference of $R4$ distributions in pion and muon data (Primalkov data) assuming that the amount of "double photon clusters" in muon data is negligible we cannot use $R4$ criteria in our analysis.
In principle, the spread for \( \mu^+ \) running should favor the active area of the MT because of the prescaling factor applied on RPD although statistics is too scarce to really observe it.

<table>
<thead>
<tr>
<th>Trigger</th>
<th>( \mu^- )</th>
<th>( \mu^+ )</th>
<th>( \mu^+ ) corr</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPD only</td>
<td>21</td>
<td>16</td>
<td>96</td>
<td>117</td>
</tr>
<tr>
<td>MT only</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>RPD&amp;MT</td>
<td>3</td>
<td>11</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>( N_{Total} )</td>
<td>24</td>
<td>27</td>
<td>107</td>
<td>131±25</td>
</tr>
<tr>
<td>Flux ( \times 10^{-4} )</td>
<td>0.75</td>
<td>2.35</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>events / ( 10^3 \mu^- )</td>
<td>34</td>
<td>42</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Sharing between the different triggers

The sharing between the different triggers is described in Table 3 below for \( \mu^+ \) and \( \mu^- \). It shows a relative enhancement of the RPD\&MT trigger for \( \mu^+ \) which is a consequence of the prescaling (P) of the RPD trigger mentioned above. The third column (\( \mu^+ \) corr) contains the number of events corrected for this factor. The estimate of the total number of events and statistical error has to incorporate this correction. For the final event selection (shown in Fig. 21) we have measured \( N_{Total} = 131 \pm 25 \) corresponding to an integrated flux of \( 3.3 \times 10^4 \) muons.

\( N_{Total} = 35 + P \times 16 = 131 \) and \( \Delta N_{tot} = \sqrt{35 + P^2 \times 16} = 25 \)

This figure can now be used to evaluate the efficiency of detection of exclusive photon production using the present COMPASS set-up. For this task, two "fast" Monte-Carlo simulation programs have been developed [5] for which the expected number of events (mostly from the Bethe-Heitler process) has been presently cross-checked at a level of 10%.

A way to tag the observed process is to look at the distribution of the angle \( \Phi \) between the leptonic and hadronic planes as discussed in section 3.1. The Bethe-Heitler events (expected to dominate our events) show a peak at \( \Phi \sim 0 \). The observed distribution, after applying the proposed cuts, already shown in Fig. 21 (right), is now displayed in Fig. 29 with the prediction from the Monte-Carlo simulation.

Figure 28: Impact point distribution for triggers events at \( Z = 40 \) m.

The shape of the observed distribution is compatible with the Bethe-Heitler process. The overall detection efficiency can be deduced from the relative normalisation of the two distributions. The result is \( \epsilon = 0.32 \pm 0.13 \). The final global efficiency incorporates additional factors such as availability of the SPS, data taking efficiency and also realistic detection and trigger efficiencies and livetimes when running at nominal beam intensity (not the case for the present data). The estimate of these factors provided in the LoI would lead to an additional factor \( \epsilon_{int} \sim 0.84 = 0.41 \) which then leads to what we defined in the LoI as the "global Figure of Merit" FoM = 0.13 ± 0.05. The value presently used in the LoI of = 0.1 is in very good agreement with this first direct estimate. In order to obtain definite conclusions on the important issue of target length and running time for future running, further measurements and simulations are still needed.

5 Conclusions

An exclusive single-photon production signal has been observed for the first time using the COMPASS hadron setup and a 160 GeV muon beam. The observed \( \phi \) distribution is clearly typical of a dominant Bethe-Heitler contribution. A first direct evaluation of the global efficiency (or global FoM used in the LoI [1]) has been performed (FoM measured= 0.13±0.05) which is in agreement with the value (FoM estimated= 0.1) used in the LoI.

With the present limited statistics (about 100 events), the yield for events originated from pure DVCS process or DVCS-BH interference (about 1/10 of the total observed yield), has the same order of magnitude that the yield of exclusive \( \pi^0 \) originated from the selected high energy photon plus a low-energetic extra photon.

The main goal for 2009 run is a first evaluation of the relevant contributions DVCS and DVCS-BH interference and a better understanding of backgrounds.
A Appendix

A.1 Kinematical constraints for Exclusive Single Photon production

The studied reaction is the one single photon production on the nucleon

\[ \mu + p \rightarrow \mu' + \gamma + p \]

The kinematic variables in the lab are:

- \( k, k', \theta_\mu \): four-momentum, momentum and angle of the incident muon \( \mu \)
- \( k', k, \theta_\mu' \): four-momentum, momentum and angle of the outgoing muon \( \mu' \)
- \( q = k - k', q, \nu \): four-momentum, momentum and energy of the virtual photon \( \gamma^* \)
- \( q', q'^* \): four-momentum and momentum of the outgoing real photon \( \gamma \)
- \( p, m \): four-momentum of the incident proton and its mass
- \( p', p', E_p' \): four-momentum, momentum and energy of the recoiling proton

without BMS k = ± 6 GeV (one \( \sigma \))

\[ P_{miss} = k - k' - q' \]

\[ E_{miss} = E_\mu - E_\mu' - E_\gamma \]

\( Q^2 \) is the negative four-momentum squared of the virtual photon

\[ Q^2 = 4k(k' - k)^2 \]

the error on \( Q^2 \) due to the bad knowledge of \( k \) is 4%

\[ t = (p - p')^2 = (q - q')^2 \]

is the four-momentum transfer

\( t \) can be determined by the recoil proton detection: \( t = (p - p')^2 = 2m(m - E_p') \)

\[ \sigma_t/(t) = (4m^2 - t)/(2m^2 - t) \times \sigma_{\gamma'}/(t') \sim 2\sigma_{\gamma'}/p' \]

\( \nu \) can be estimated using \( t \) and photon energy: \( \nu = q' - t/(2m) \)

and then we can estimate \( x = Q^2/(2m\nu) \)

\[ t = (q - q')^2 = -Q^2 - 2q'/(\nu - q'\cos\theta_{\gamma\gamma}) \]

and then \( \cos\theta_{\gamma\gamma} = \nu/(q(1 + m/\nu) \times (t + Q^2)/(t + 2m\nu)) \)

\[ \cos\theta_{\gamma\gamma} = \frac{1}{\sqrt{1 + 4m^2x^2/Q^2}} \left( 1 + \frac{2m^2x}{Q^2} \frac{t + Q^2}{t + Q^2/Q^2} \right) \]

The following kinematical constraints can be applied:

- Correlation in transverse momentum relatively to the incident muon direction:
  \( \text{plot } P_{\mu\perp} \cdot P_{p'\perp} \)
- Correlation in azimuthal angle relatively to the incident muon direction:
  \( \text{plot } \phi_{\mu\perp} \cdot \phi_{p'\perp} \)
- Correlation in polar angle
  the detection of photon and muons allows to build \( \cos\theta_{\gamma\gamma}^\text{\( \mu \)} \)
  the detection of proton and muons allows to build \( \cos\theta_{\gamma\gamma}^\text{\( p \)} \)

the formula 1: plot \( \cos\theta_{\gamma\gamma}^\text{\( \mu \)} \cdot \cos\theta_{\gamma\gamma}^\text{\( p \)} \)
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A.2 Trigger settings and list of runs recorded

<table>
<thead>
<tr>
<th>Trigger</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger_1</td>
<td>RPD&amp;veto6 MT:1 MT&amp;RPD:1 CT:20 BT:8000 RPD:200 rand:400</td>
</tr>
<tr>
<td>Trigger_2</td>
<td>RPD&amp;FH&amp;veto1 MT:60 MT&amp;RPD:1 MT&amp;BT:8000 RPD&amp;FH:400 rand:1000</td>
</tr>
<tr>
<td>Trigger_3</td>
<td>RPD&amp;veto600 MT:60 MT&amp;RPD:1 BT:80000 rand:1000</td>
</tr>
<tr>
<td>Trigger_4</td>
<td>RPD&amp;veto4 MT:1 MT&amp;RPD:1 CT:80 BT:8000 RPD:200 rand:400</td>
</tr>
<tr>
<td>Trigger_5</td>
<td>RPD&amp;veto3 MT:3 MT&amp;RPD:1 CT:80 BT:4000 RPD:100 rand:400</td>
</tr>
<tr>
<td>Trigger_6</td>
<td>RPD&amp;veto2 MT:10 MT&amp;RPD:1 CT:40 BT:4000 RPD:100 rand:400</td>
</tr>
<tr>
<td>Trigger_10</td>
<td>RPD&amp;veto1 MT:1 MT&amp;RPD:1 CT:40 BT:10000 RPD:100 rand:400</td>
</tr>
<tr>
<td>Trigger_11</td>
<td>RPD&amp;veto1 MT:1 MT&amp;RPD:1 CT:40 BT:10000 RPD:100 rand:400</td>
</tr>
<tr>
<td>Trigger_12</td>
<td>RPD&amp;FH&amp;veto1 MT:1 MT&amp;RPD:1 CT:40 BT:10000 RPD&amp;FH:100 rand:400</td>
</tr>
<tr>
<td>Trigger_MM1</td>
<td>RPD&amp;veto6 MT:1 MT&amp;RPD:1 CT:20 VI:1000 Halo:200 BT:8000 RPD:200 rand:40</td>
</tr>
</tbody>
</table>

Table 1: Trigger settings used for $\mu^-$ and $\mu^+$ data taking

<table>
<thead>
<tr>
<th>Run</th>
<th>spills</th>
<th>Tag</th>
<th>$n_\mu/spill$</th>
<th>Trigger</th>
<th>comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>71421</td>
<td>75</td>
<td>Good/OK</td>
<td>$5.9 \times 10^{4}\mu$</td>
<td>Trigger_1</td>
<td>RPD threshold 60 60 500</td>
</tr>
<tr>
<td>71424</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_11</td>
<td>-</td>
</tr>
<tr>
<td>71425</td>
<td>33</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_12</td>
<td>-</td>
</tr>
<tr>
<td>71427</td>
<td>156</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_11</td>
<td>-</td>
</tr>
<tr>
<td>71429</td>
<td>96</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_10</td>
<td>-</td>
</tr>
<tr>
<td>71430</td>
<td>127</td>
<td>Prob/Prob</td>
<td>-</td>
<td>Trigger_10</td>
<td>Pb on MW1</td>
</tr>
<tr>
<td>71434</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_10</td>
<td>-</td>
</tr>
<tr>
<td>71435</td>
<td>28</td>
<td>Prob/Prob</td>
<td>-</td>
<td>Trigger_10</td>
<td>Pb on SciFi-D 151</td>
</tr>
<tr>
<td>71436</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_10</td>
<td>-</td>
</tr>
<tr>
<td>71437</td>
<td>201</td>
<td>Prob/Prob</td>
<td>-</td>
<td>Trigger_10</td>
<td>-</td>
</tr>
</tbody>
</table>

Total spills = 1349 ($\mu^-$)

Table 2: Runs and corresponding trigger settings taken with $\mu^-$ beam

<table>
<thead>
<tr>
<th>Run</th>
<th>spills</th>
<th>Tag</th>
<th>$n_\mu/spill$</th>
<th>Trigger</th>
<th>comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>71445</td>
<td>16</td>
<td>Good/OK</td>
<td>$1.54 \times 10^{4}\mu^+$</td>
<td>Trigger_6</td>
<td>RPD threshold 60 60 500</td>
</tr>
<tr>
<td>71446</td>
<td>19</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_5</td>
<td>-</td>
</tr>
<tr>
<td>71447</td>
<td>159</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_4</td>
<td>-</td>
</tr>
<tr>
<td>71448</td>
<td>34</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71449</td>
<td>188</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71450</td>
<td>32</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71453</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71454</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71455</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71456</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71457</td>
<td>24</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
<tr>
<td>71463</td>
<td>202</td>
<td>Prob/Prob</td>
<td>-</td>
<td>Trigger_MM1</td>
<td>MM02X(Y) → nominal position</td>
</tr>
<tr>
<td>71466</td>
<td>201</td>
<td>Good/OK</td>
<td>-</td>
<td>Trigger_1</td>
<td>-</td>
</tr>
</tbody>
</table>

Total spills = 1679 ($\mu^+$)

Table 3: Runs and corresponding trigger settings taken with $\mu^+$ beam
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Abstract

The data obtained during the short DVCS test run in 2008 on high energy exclusive photon production using the COMPASS hadron setup and a 160 GeV muon beam have been reprocessed incorporating the photon timing information using the SADCs readout in both ECAL1 and ECAL2. The resulting improvement of the cleanliness of the exclusive photon sample is discussed.
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1 New analysis versus the previous one

The 2008 DVCS test data have been recently reproduced providing an improved cluster reconstruction (mainly in ECAL2) and also having available the ECALs cluster time with respect to the trigger time. The new analysis uses the newly reproduced data. Both the old [1] and the new analysis involve common steps:

**Preselection of exclusive single-photon events.**
- there are only two charged tracks (µ+µ-) at the primary vertex;
- there is only one proton candidate in the Recoil Proton Detector (RPD) and it has a momentum < 1 GeV/c;
- there is only one photon with energy ≥ 5 GeV in ECAL1 and no photon with energy ≥ 10 GeV in ECAL2, or
- there is only one photon with energy ≥ 10 GeV in ECAL2 and no photon with energy ≥ 5 GeV in ECAL1.

It should be noted that the preselected events may have additional low-energy photons. In the old analysis, the suppression of additional photons was done by an appropriate choice of ECALs thresholds.

![Figure 1](image1.png)  
**Figure 1:** The multiplicities in the Recoil Proton Detector for proton candidates. *Left:* old production. *Right:* new production.

One step before this preselection of exclusive single-photon events the RPD and ECALs multiplicities were checked. Fig. 1 shows the multiplicities in the RPD for proton candidates with momentum < 1 GeV/c for old and new productions. Fig. 2 shows the multiplicities in the ECALs for high energy photon candidates, E > 10 GeV in ECAL2. As can be seen, the distributions in the new production are very similar to those of the old one.

We preselect events with one RPD proton and one single high energy photon candidate. The conclusion from the old analysis [1] that the events with one proton track represent ~ 75% of the initial sample is confirmed in the new production. The fraction of events with one high energy photon is now ~ 90% of the initial sample, compared to ~ 85% previously.

**Choice of optimum threshold of 1 GeV and 2 GeV for ECAL1 and ECAL2, respectively, to eliminate events having additional photons.**

This painful problem seems to be resolved in the new production. The reduction of additional photons comes essentially from two sources: a) general improvement of the ECAL software and calibration, b) imposing a cut on the ECALs timing information.

In the old data production, only the energy and the spatial coordinate of each cluster were available. In the new production, the cluster time defined as the moment when the front SADC signal amplitude reaches half of its maximum value is also available.

Fig. 3 shows the timing resolution for clusters reconstructed in ECAL1 and ECAL2 for the 2008 DVCS run. The timing resolution σt ~ 1.7(1.6) ns for all gammas and σt ~ 1.5(1.4) ns for the (energetic) gammas having Eγ ≥ 5(10) GeV in ECAL1(2). The timing cuts to accept a cluster were evaluated to be |tcell − Zcell| < 5.35 ns for ECAL1 and |tcell − 0.13| < 4.93 ns for ECAL2. The cut is chosen to ~ 3.5 × (σt for energetic γ’s) which was shown to maximize the number of selected events.

![Figure 3](image2.png)  
**Figure 3:** Timing resolution for ECAL1 (top) and ECAL2 (bottom) for all gammas (left) and only energetic gammas (right).
In the new production the average multiplicities and energy of the additional clusters (low energy $\gamma$'s) have changed drastically. Table 1 and Table 2 present the improvements with respect to the old production seen in the new production without and with timing cut. As can be seen, in both calorimeters the average multiplicities decrease but the average energy of the remaining clusters increases, a consequence of the strong suppression of non correlated low energy background. Applying the timing cut opens the possibility to efficiently select exclusive single photon events without applying any thresholds for ECALs as it had to be done in the old analysis [1].

For the final selection an optimum set of cuts is chosen to guarantee that as many as possible exclusive $\mu^+ \mu^- \gamma$ events are selected:
- $\Delta p_T < 0.2 \text{ GeV/c}$ ($\Delta p_T = |p_T^{\text{miss}}| - |p_T^{\text{pro}}|$, transverse missing momentum balance),
- $E_{\text{miss}} < 30 \text{ GeV}$ (the large value is due to the absence of the Beam Momentum Station),
- $|\phi_{\text{miss}} - \phi_{\text{pro}}| < 30 \text{ deg}$ (difference between the azimuthal angle $\phi_{\text{miss}}$ of the missing momentum and the azimuthal angle $\phi_{\text{pro}}$ of the proton candidate),
- $Q^2 > 1 \text{ (GeV/c)^2}$ (a cut for physics),
- $r < 1.6 \text{ cm}$ (a cut to eliminate contributions from the LH2 target walls).

Table 1: Average multiplicities and energy of additional clusters in events with a single high energy ($E_\gamma > 5 \text{ GeV}$) photon candidate in ECAL1.

<table>
<thead>
<tr>
<th>$E_\gamma$ &lt; 10 GeV in ECAL2 and $E_\gamma$ &lt; 5 GeV in ECAL1</th>
<th>Old production (OP)</th>
<th>New production (NP)</th>
<th>NP with timing cut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ecal1</td>
<td>Ecal2</td>
<td>Ecal1</td>
</tr>
<tr>
<td>Mean (multip)</td>
<td>1.70</td>
<td>0.56</td>
<td>1.46</td>
</tr>
<tr>
<td>RMS (multip)</td>
<td>1.77</td>
<td>1.07</td>
<td>1.73</td>
</tr>
<tr>
<td>Mean (E, GeV)</td>
<td>1.50</td>
<td>2.00</td>
<td>1.64</td>
</tr>
<tr>
<td>RMS (E, GeV)</td>
<td>1.26</td>
<td>2.44</td>
<td>1.35</td>
</tr>
</tbody>
</table>

Table 2: Average multiplicities and energy of additional clusters in events with a single high energy ($E_\gamma > 10 \text{ GeV}$) photon candidate in ECAL2.

<table>
<thead>
<tr>
<th>$E_\gamma$ &lt; 10 GeV in ECAL2 and $E_\gamma$ &lt; 5 GeV in ECAL1</th>
<th>Old production (OP)</th>
<th>New production (NP)</th>
<th>NP with timing cut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ecal1</td>
<td>Ecal2</td>
<td>Ecal1</td>
</tr>
<tr>
<td>Mean (multip)</td>
<td>0.91</td>
<td>0.54</td>
<td>0.52</td>
</tr>
<tr>
<td>RMS (multip)</td>
<td>1.19</td>
<td>0.97</td>
<td>0.92</td>
</tr>
<tr>
<td>Mean (E, GeV)</td>
<td>1.08</td>
<td>0.90</td>
<td>1.70</td>
</tr>
<tr>
<td>RMS (E, GeV)</td>
<td>1.77</td>
<td>0.83</td>
<td>1.81</td>
</tr>
</tbody>
</table>

2 Impact of the timing information from the ECALs on the selection of exclusive single-photon events.

Fig. 4 shows, for the old production, the distribution of the $\Phi$ angle between the $\mu\mu'$ plane and the $\gamma p$ plane for the 51 selected events (left). Among the 51 events, 36 events have an additional photon, i.e. only 15 events can be named purely exclusive events (i.e. $\gamma$ multiplicity equal to one) as shown in Fig. 4 (right). It should be noted that among the 36 events, 8 lead to an invariant mass for the two $\gamma$'s compatible with the $\pi^0$ mass corresponding to an upper limit of of $16 \pm 6\%$ for a possible $\pi^0$ contamination in the selected events.

Fig. 5 shows the same distributions as before (Fig. 4) but using the new production, still without applying any timing cuts. A slight increase in the number of selected events ($51 \rightarrow 55$) and a significant increase ($15 \rightarrow 34$) in the number of selected events with photon multiplicity equal to 1 are seen. It was verified that the main exclusivity cuts $\Delta p_T < 0.2 \text{ GeV/c}$ and $|\phi_{\text{miss}} - \phi_{\text{pro}}| < 30 \text{ deg}$ are equally well applicable for this new analysis.

Figure 4: Old production. The $\Phi$ angle between the $\mu\mu'$ plane and the $\gamma p$ plane for the 51 selected events with photon multiplicity $\geq 1$ (left). The same for the 15 events with photon multiplicity $= 1$ (right).

Figure 5: New production without timing cuts. The same as in Fig. 4, 55 selected events with photon multiplicity $\geq 1$ (left) and 34 events with photon multiplicity $= 1$ (right).
Fig. 6 shows the impact of the timing cuts $|t_{\text{all}} - 0.05| < 5.35$ ns for ECAL1 and $|t_{\text{all}} - 0.13| < 4.93$ ns for ECAL2 on the selection of exclusive single-photon events. Comparing now Fig. 6 (new production and timing cuts) with Fig. 4 (old production) and left (mult. $\geq 1$) and right (mult. = 1) for both figures we note the slight increase of the final number of selected events (51 $\rightarrow$ 55) and the significant increase of the number of events with no additional clusters (15 $\rightarrow$ 52). Among the 51 events of the old production a contamination by $\pi^0$ candidates of up to 16% could not be excluded and the only way to avoid this contamination is to select (mult. = 1) which leaves only $\sim 1/3$ of the selected events. Now, among the 55 events, there are only 3 events with additional clusters and those 3 events have only one additional cluster. The mass combination of the additional cluster with the high energy photon is compatible with the $\pi^0$ mass. This leads to an upper limit for the $\pi^0$ contamination of about 5%. Note that these 3 events can be simply removed asking purely exclusive single-photon events (Fig. 6 right). The contamination from $\pi^0$ mesons for this selected single photon sample (52 events) is now coming only from the cases where one of the photons from the $\pi^0$ decay is converted and not detected in ECALs.

![Figure 6](image)

**Figure 6:** New production. The same as in Fig. 5 but applying the timing cut, 55 selected events with photon multiplicity $\geq 1$ (left) and 52 events with photon multiplicity = 1 (right).

3 Conclusions

Using the time information for clusters along with general improvements of the ECALs software the multiplicity of low energy additional photons is considerably reduced. Our old result - 51 events with up to (16 $\pm$ 6)% of $\pi^0$ contamination due to the low energy additional photons - is superseded by the new result - 52 events without such kind of background. In the final exclusive single-photon sample of 52 events the reason for a $\pi^0$ contamination can only be is that one of the two photons is not detected in the ECALs, or has an energy even lower than the hardware threshold. The larger statistics expected in exclusive $\pi^0$ events from the 2009 DVCS test run may help to determine quantitatively this type of background.

References

Bibliography


[8] N. Isgur, ”Spin structure of the nucleon: a quark modeler’s view”, Ettore Majorana
   International School of Nucleon Structure, Erice, Italy (1995).

   Louise Winter Institute, (1992) and UCSD/PTH 92-10.


[38] COMPASS Collaboration, P. Abbon et al., Nucl.Instrum.Meth.A577:455-
518,(2007).


[43] By COMPASS Collaboration, E. Burtin for the collaboration. Baryons 2004 pro-


    for exclusive $\rho^0$ production".


[54] S.I. Manaenkov, Regge description of spin-spin asymmetry in photon diffractive
    dissociation, Preprint DESY 99-016 (see also hep-ph/9903405).


[57] COMPASS Note-2007-9, J. Bisplinghoff et al., "Extraction of transverse target single
    spin assymetry for exclusive $\rho^0$ production from COMPASS 2002-2004"
    COMPASS Note-2009-10, E. Burtin et al., "Exclusive $\rho^0$ production using tran-
    versely polarized $^6$LiD (2004) and NH$_3$ (2007) targets".


[61] COMPASS II proposal, CERN-SPSC-2010-014 ; SPSC-P-340.  


[70] COMPASS-Note-2009-4, J.Bernhard et al., "The first observation of exclusive single-photon muoproduction at COMPASS in 2008 DVCS test run".  
COMPASS-Note-2009-11, J.Bernhard et al., "A new analysis of the 2008 DVCS test run data using the precise timing information for photons detected in the electromagnetic calorimeters ECAL1/ECAL2”.
