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Abstract

The main goal of the COMPASS experiment at CERN is the determination of the gluon spin contribution to the nucleon spin. It is measured using cross section spin asymmetries in Deep Inelastic Scattering of polarised muons off polarised nucleons. The COMPASS uses polarised muon beam of 160 GeV energy and a polarised $^6$LiD target. The gluons in the nucleon are accessed through a Photon Gluon Fusion process which is tagged by two signatures: an open charm production and pairs of hadrons with high transverse momenta. In this thesis we present the latter analysis performed for the $Q^2 > 1 \text{GeV}^2$ region and based on the data collected during 2002-2004 years. A novel method of $\Delta G/G$ extraction based on Neural Networks is discussed. The result $\Delta G/G = 0.08 \pm 0.1(\text{stat.}) \pm 0.05(\text{syst.})$ is consistent with zero within the measurement uncertainty. It is compatible with other lepton-nucleon scattering results (COMPASS, SMC, HERMES) and with results from the proton-proton interactions (STAR, PHENIX). The obtained result is currently one of the two most precise direct measurements of the gluon polarisation.
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Chapter 1

Introduction

The concept of intrinsic angular momentum called spin, which emerged in the twenties, have a profound impact on our understanding of the design of Nature. After it was demonstrated in late sixties in Deep Inelastic Scattering (DIS) of the electrons on the nucleons at SLAC \([1]\) that the nucleon is a composite object, a following intriguing question became legitimate. Is it possible to explain the nucleon spin, a quantised entity measured to be \(\frac{1}{2}\), in terms of its partonic components, quarks and gluons?

In the frame of the QCD improved parton model the spin of the nucleon can be decomposed into the contributions of the quark spins \(\Delta \Sigma\), the gluon spins \(\Delta G\) and the orbital angular momentum of the partons in the nucleon \((L_{q,g})\). This is expressed by a sum rule:

\[
\frac{1}{2} = \frac{1}{2} \Delta \Sigma + \Delta G + L_{q,g}.
\]

From theoretical considerations that include relativistic effects we expect the \(\Delta \Sigma\) to be \(\sim 0.6\).

In another SLAC experiment \([2]\) performed a decade after the first DIS experiment, this time with deep inelastic scattering of both the polarised electrons and protons, sizable cross section spin asymmetries were observed in a kinematic region, where valence quarks dominate. Thus it was demonstrated that polarised DIS is a powerful tool to study the spin structure of the nucleon. However, it was only after another decade when the EMC experiment at CERN, covering significantly larger kinematic range than experiments at SLAC, discovered that the quark contribution is much smaller than expected \([3, 4]\). This puzzle, named the “Spin Crisis of the nucleon”, became and still is an intriguing issue.

The findings of the EMC experiment were confirmed by the SMC at CERN \([5]\), the SLAC experiments \([6, 7]\) and the HERMES \([8]\). Currently the quark contribution is known quite precisely and according to one of the recent global analysis it is \(\Delta \Sigma = 0.30 \pm 0.01 \pm 0.02\) \([9]\). Thus the quark contribution is well below theoretical predictions and is not sufficient to explain alone the nucleon spin.

To further our knowledge of the nucleon structure it is crucial to measure the contributions of the gluon spins and the orbital angular momentum of partons. The gluon contribution can be estimated from the evolution of measured \(g_1\) structure function with virtuality \(Q^2\). Unfortunately even the most recent results have large uncertainties: \(|\Delta G| = 0.2 \div 0.3\) with both negative and positive values allowed. Therefore a direct measurement of the gluon contribution is required.

An unique possibility for such measurement lies in Deep Inelastic Scattering of polarised leptons on polarised nucleons with selection of hadrons in the final state. There, in the Photon Gluon Fusion (PGF)

\(^1\)Throughout this thesis \(\hbar = c = 1\) is assumed.
process the virtual photon is used to probe the gluons in the nucleon. Therefore we can directly measure
the spin dependent gluon distribution. Such measurement is the main goal of the COMPASS experiment, a
successor of the SMC and EMC experiments.

Two methods are used to select events that originate from PGF. In the first one we ask for a charmed
meson in the final state. As the charmed quark in LO QCD can be produced only via the PGF process, this
ensures that obtained sample is clean from background processes. However due to a significant combinatorial
background and a small cross-section the precision of this measurement is limited. The results of this
analysis have been published in Ref. [10].

In the second approach we search for two hadrons of high transverse momentum in the final state. Such
analysis performed for \( Q_2 > 1 \text{ GeV}^2 \) kinematic region is the topic of this thesis. In this case we consider
production of light quarks and as such the contribution of other processes besides PGF cannot be neglected.
They have to be taken into account relying on Monte Carlo simulations. However, the available statistical
precision is significantly larger than in the open-charm case.

Third analysis was performed in COMPASS for the same channel but for the \( Q_2 < 1 \text{ GeV}^2 \). The results
are published in Ref. [11]. This analysis allows to collect enormous amount of events at cost of increased
theoretical uncertainty. Therefore the three analyses should be considered as complementary.

In the analysis performed as a topic of this thesis a new method of background processes treatment based
on the neural networks approach is proposed. As opposed to the analysis performed by the SMC [12] the
neural network is not used to select a sample enriched in PGF events. Instead it is used to estimate the
probability for an event to originate from PGF or one of the background processes which then enables us to
build a weight of the event. Such weighted method allows us a precise treatment of the background processes
contributions to the measured asymmetry as well as increases the statistical precision of the measurement.

Structure of the thesis

The thesis consists of twelve chapters. After Introduction, in Chapter 2 the theoretical description of po-
larised Deep Inelastic Scattering of leptons on nucleons is presented, followed by discussion of the structure
of the nucleon in the frame of the Parton Model. Afterwards the QCD formalism describing the nucleon
structure is introduced. The theoretical introduction is followed by an overview of the status of current
experimental results for the gluon polarisation in the nucleon presented in Chapter 3. Chapter 4 describes
the COMPASS experiment, in particular the polarised muon beam, the polarised target and the spectrometer.
Chapters 5 and 6 focus on the description of the muon beam momentum reconstruction and on the precise
determination of the positions of all the detectors of the spectrometer. The author was actively participating
in the implementation of both of these technical tasks, which are crucial for all analyses performed at COM-
PASS. In Chapter 7 details of the \( \Delta G \) extraction are presented. First and foremost the motivation behind the
selection of events with a pair of high \( p_T \) hadrons is provided. Then various methods of the spin asymmetry
determination as well as extraction of the \( \Delta G \) from measured asymmetry are described. Finally the details
of event selection are discussed. As the \( \Delta G \) extraction depends on MC simulations a detailed study of the
description of experimental data by the MC simulations is presented in Chapter 8. The novel method of
the neural networks application and the basic introduction into the topic are discussed in Chapter 9. Chap-
ter 10 gives an overview of studies performed to determine systematic uncertainties due to the experimental
setup, MC simulations and neural networks. Finally the Chapter 11 presents the obtained value of \( \Delta G/G \) in
comparison to world results. The performed work and its results are summarised in Chapter 12.

Responsibilities of the author\textsuperscript{2} in the COMPASS experiment and the analysis of the data

The contributions of the author to the COMPASS experiment are twofold. It comprises task providing tools for a common use with an impact on all COMPASS analyses of the data, and also tasks oriented towards extraction of $\Delta G$.

The author was responsible for the extension of the beam momentum reconstruction algorithm to include the information from a newly build, additional detector plane, as well as for the validation of the beam momentum reconstruction performance. The results of this work are summarised in Chapter 5.

Also the author was responsible for the alignment of the COMPASS spectrometer during 2005-2006 years and a part of 2008. The alignment of the detector planes is crucial for proper reconstruction of tracks of charged particles. The alignment procedure and the illustration of results of author’s work on the alignment are presented in Chapter 6.

The analysis of the experimental data to extract the $\Delta G$ required several specific technical tasks to be carried out by the author. These included:

1. Modification of the asymmetry calculation program to extract asymmetries using second order weighted method and the implementation of the neural networks for extraction of $\Delta G$.

2. Implementation of basic features of the COMPASS spectrometer acceptance in LEPTO generator, for quick studies of the acceptance.

3. Implementation of the Radiative Correction tables into the COMPASS MC simulations.

4. Inclusion of the RAPGAP generator into the MC generator abstraction layer used at COMPASS.

5. Determination of the efficiencies of the trigger hodoscope planes and their application in the MC simulations.

6. Modification and installation of the COMPASS analysis software to be used at the LHC Computing Grid.

\textsuperscript{2}Konrad.Klimaszewski@fuw.edu.pl
Chapter 2

Theoretical framework

2.1 Deep Inelastic Scattering

2.1.1 Kinematic variables

In inelastic scattering of the point-like lepton $l$ off a nucleon $N$, the nucleon brakes up

$$ l + N \rightarrow l' + X, $$

(2.1)

where $X$ denotes the final hadronic state. The schematic representation of the process is shown in Fig. 2.1. To describe the kinematics of the process two independent variables are needed, e.g. the energy $E'$ of scattered lepton and the scattering angle $\theta$. However usually two independent Lorentz invariants are used

$$ \nu = \frac{P \cdot q}{M} \cong E - E', $$

(2.2)

$$ Q^2 = -q^2 = -(k - k')^2 \cong 4EE' \sin^2 \frac{\theta}{2}, $$

(2.3)

where $P = (M, \vec{0})$ is the four-momentum of the initial nucleon at rest and $M$ is the nucleon mass, $q = (\nu, \vec{q})$ denotes the four-momentum of the exchanged virtual photon. The four-momenta of incoming and outgoing leptons are denoted by $k = (E, \vec{k})$ and $k' = (E', \vec{k}')$ respectively. The variable $\nu$ defined by Eq. 2.2 is the virtual photon energy in the laboratory system. The quantity $q^2 (= -Q^2)$ defined by Eq. 2.3 is the squared mass of the virtual photon. In the approximation for the last term of Eq. 2.3 the lepton mass is neglected.

![Figure 2.1: Schematic representation of the DIS process.](image)
In addition to $\nu$ and $Q^2$, the dimensionless scaling variables $x$ and $y$ are defined

$$x = \frac{Q^2}{2P \cdot q} = \frac{Q^2}{2M\nu},$$

$$y = \frac{P \cdot q}{P \cdot k} \equiv \frac{\nu}{E}.$$  

(2.4)  

(2.5)

The variable $x$ is known as the Bjorken scaling variable. It has a clear physics interpretation within the Quark Parton Model (see Sec. 2.2.1). In the frame of the infinite nucleon momentum $x$ corresponds to the fraction of the nucleon momentum carried by the struck quark. The variable $y$ is a fraction of the incoming lepton’s energy transferred to the nucleon in the laboratory frame.

Another quantity used to describe the scattering, is the invariant mass $W$ of the final hadronic state $X$

$$W^2 = (P + q)^2 = M^2 + Q^2 = M^2 + 2M\nu - Q^2.$$  

(2.6)

The kinematic region where $W^2 \gg M^2$ and $\nu \gg M$ is referred as inelastic region of the lepton-nucleon scattering. While the Deep Inelastic Scattering (DIS) region is defined by the condition $Q^2 > 1$ GeV$^2$.

### 2.1.2 Lepton-nucleon scattering cross section

The differential cross section for lepton-nucleon scattering, where the scattered lepton has an energy between $E'$ and $E' + dE'$ and is found in the solid angle $d\Omega$, can be written in general form as [13]

$$\frac{d^2\sigma}{dE'd\Omega} = \frac{\alpha^2}{Q^4ME} L_{\mu\nu} W^{\mu\nu},$$

(2.7)

where $L_{\mu\nu}$ is the leptonic tensor, $W^{\mu\nu}$ the hadronic tensor and $\alpha = e^2/4\pi$ is the electromagnetic fine-structure constant (for a detailed derivation of Eq. 2.7 see [14, 15]). The leptonic tensor $L_{\mu\nu}$ describes the emission of a virtual photon by a lepton of mass $m$ and spin $s$

$$L_{\mu\nu}(k, s, k', s') = \bar{u}(k', s') \gamma_\mu u(k, s) \bar{u}(k, s) \gamma_\nu u(k', s'),$$

(2.8)

where $u, \bar{u}$ are Dirac spinors, $s$ ($s'$) is the incoming (outgoing) lepton spin four-vector, such that it is orthogonal to its momentum $s \cdot k = 0$ ($s' \cdot k' = 0$) and satisfying $s^2 = -1$ ($s'^2 = -1$). For the incoming leptons polarised along their momentum direction this leads to $s \parallel h_l \frac{1}{m} (E, \|k\|, 0, 0)$, where $h_l = \pm 1$ is the lepton helicity. The $L_{\mu\nu}$ tensor can be exactly calculated in QED. The expression for $L_{\mu\nu}$ is usually decomposed in parts which are symmetric and antisymmetric under exchange of $\mu\nu$ indices

$$L^{\mu\nu} = L^{\mu\nu}_{(S)} + iL^{\mu\nu}_{(A)},$$

(2.9)

where

$$L^{\mu\nu}_{(S)} = 2k^\mu k'^\nu + 2k'^\mu k^\nu + 2(m^2 - k' \cdot k)g^{\mu\nu},$$

(2.9a)

$$L^{\mu\nu}_{(A)} = 2me^{\mu\nu\rho\sigma} q_\rho s_\sigma.$$  

(2.9b)

Here, the $g^{\mu\nu}$ is the symmetric metric tensor and $e^{\mu\nu\rho\sigma}$ is the antisymmetric Levi-Civita tensor.
2.1. DEEP INELASTIC SCATTERING

The hadronic tensor $W^{\mu\nu}$ contains the information on the internal structure of the nucleon and is defined by

$$W^{\mu\nu} \equiv \langle P, S | j_\mu j_\nu^+ | P, S \rangle,$$

(2.10)

where $S$ stands for the spin four-vector of the nucleon with momentum $P$ and satisfies $S \cdot P = 0$ and $S^2 = -1$. Since the nucleon is at rest so it may be polarised in an arbitrary direction $S \equiv (0, \sin \alpha \cos \beta, \sin \alpha \sin \beta, \cos \alpha)$. The $\beta$ is the azimuthal angle and $\alpha$ is the polar angle as shown in Fig. 2.2. Using the translation, parity and time reversal invariance, the completeness of states and the current conservation, the most general form of the hadronic tensor for DIS reads

$$W^{\mu\nu} = W^{\mu\nu}_{(S)} + iW^{\mu\nu}_{(A)},$$

(2.11)

where

$$W^{\mu\nu}_{(S)} = 2F_1 \left(-g_{\mu\nu} + \frac{q_\mu q_\nu}{2}\right) + \frac{2F_2}{P \cdot q} \left(P_\mu - \frac{P \cdot q}{q^2} q_\mu\right) \left(P_\nu - \frac{P \cdot q}{q^2} q_\nu\right),$$

(2.11a)

$$W^{\mu\nu}_{(A)} = \frac{2Mg_1}{P \cdot q} \epsilon_{\mu\nu\lambda\sigma} q^\lambda S^\sigma + \frac{2Mg_2}{(P \cdot q)^2} \epsilon_{\mu\nu\lambda\sigma} q^\lambda \left((P \cdot q) S^\sigma - (s \cdot q) P^\sigma\right).$$

(2.11b)

In addition, the conservation of the lepton current ($q^\mu L_{\mu\nu} = 0$) simplifies the structure of the $W^{\mu\nu}$ tensor (all terms proportional to $q_\mu, q_\nu$ give zero contribution). The functions $F_1, F_2$ in Eq. 2.11a and $g_1, g_2$ in Eq. 2.11b are the structure functions of the nucleon which are determined in experiments and are usually described as functions of $x$ and $Q^2$.

The differential cross section for the polarised inelastic lepton-nucleon scattering can be written in terms of spin-averaged cross section $\bar{\sigma}$ and the spin-dependent cross section $\Delta \sigma$. The symmetric terms $W^{\mu\nu}_{(S)}$ and $L^{\mu\nu}_{(S)}$ do not depend on the polarisations of the nucleon and the incoming muon. Therefore they contribute to the spin-averaged cross section. Thus the functions $F_1$ and $F_2$ are called the unpolarised structure functions. Only the antisymmetric terms $W^{\mu\nu}_{(A)}$ and $L^{\mu\nu}_{(A)}$ depend on polarisations of the initial muon and the nucleon and they make up the spin dependent part of the cross section. Hence the $g_1$ and $g_2$ are called the spin dependent structure functions. After the contraction of the $L_{\mu\nu}W^{\mu\nu}$ tensor the formula for the cross section (Eq. 2.7) can be decomposed into a sum of two terms, the first one proportional to $L^{(S)}_{\mu\nu}W^{\mu\nu}_{(S)}$ and the other proportional to $L^{(A)}_{\mu\nu}W^{\mu\nu}_{(A)}$. The interference terms equal to zero due to parity conservation. The differential cross section can be rewritten as

$$\frac{d^3\sigma}{dxdQ^2d\phi} = \frac{d^3\bar{\sigma}}{dxdQ^2d\phi} - \frac{1}{2} h_1 \frac{d^3\Delta\sigma}{dxdQ^2d\phi},$$

(2.12)

where the first part is independent of the spin orientations of the interacting particles while the second part depends on the relative spin orientation of the target and of the projectile. Therefore to measure the antisymmetric tensor elements, both the beam and the target have to be polarised.

Considering the parallel (||) or perpendicular (⊥) spin configuration of the nucleon with respect to incoming muon we have

$$\sigma = \bar{\sigma} - \frac{1}{2} h_1 \Delta\sigma = \bar{\sigma} - \frac{1}{2} h_1 (\cos \alpha \Delta\sigma_{||} + \sin \alpha \cos \phi \Delta\sigma_{\perp}),$$

(2.13)
where

\[
\bar{\sigma} \equiv \frac{d^3\bar{\sigma}}{dx dQ^2 d\phi} = \frac{e^4 y}{4\pi^2 Q^4} \left[ \frac{y}{2} \left( 1 - \frac{2m^2}{Q^2} \right) F_1 + \frac{1}{2xy} \left( 1 - y - \frac{\gamma^2 y^2}{4} \right) F_2 \right],
\]

(2.13a)

\[
\Delta\sigma_{\parallel} \equiv \frac{d^3\Delta\sigma_{\parallel}}{dx dQ^2 d\phi} = \frac{e^4 y}{4\pi^2 Q^4} \left[ \left( 2 - y - \frac{\gamma^2 y^2}{2} \right) g_1 - \gamma^2 y g_2 \right],
\]

(2.13b)

\[
\cos\phi \Delta\sigma_{\perp} \equiv \frac{d^3\Delta\sigma_{\perp}}{dx dQ^2 d\phi} = \frac{e^4 y}{4\pi^2 Q^4} \gamma \sqrt{\left( 1 - y - \frac{\gamma^2 y^2}{4} \right) (yg_1 + 2g_2)}.
\]

(2.13c)

Here \( \gamma^2 = \frac{4M^2 x^2}{Q^2} = \frac{Q^2}{Q^2} \) is the kinematic factor, which is very small, \( \sim 10^{-3} \), in COMPASS kinematic region. The definitions of angles used in the above equations are presented in Fig. 2.2. The angle \( \alpha (0 \leq \alpha \leq \pi) \) is between the incident lepton momentum \( k \) and the target spin \( S \) while \( \phi (0 \leq \phi \leq 2\pi) \) is the angle between the scattering plane and the plane defined by the target spin and incident lepton momentum. The spin dependent cross sections \( \Delta\sigma_{\parallel} \) and \( \Delta\sigma_{\perp} \), given by Eq. 2.13b and Eq. 2.13c, refer to the configuration with muon spin parallel (\( \parallel \)) and perpendicular (\( \perp \)) to the spin of the nucleon. For the longitudinal target polarisation, the main contribution to \( \Delta\sigma_{\parallel} \) is related to the structure function \( g_1 \), because the \( g_2 \) is suppressed by the small factor \( \gamma^2 \). For the transverse target polarisation both \( g_1 \) and \( g_2 \) structure functions contribute to \( \Delta\sigma_{\perp} \) with similar weights. For a discussion of the presented decomposition and relations between the cross section and structure functions see e.g. Ref. [13].

2.1.3 Spin asymmetries of cross sections

In order to determine the structure functions \( g_1 \) and \( g_2 \), experiments with polarised beam and polarised target are required. To separate the polarised structure functions from the unpolarised functions \( F_1 \) and \( F_2 \), one measures difference of cross sections with different beam and target polarisations as \( F_1 \) and \( F_2 \) cancel out in the difference.
2.1. DEEP INELASTIC SCATTERING

In experiments it is more convenient to measure asymmetries than differences of cross sections. The longitudinal double spin asymmetry for the beam ($\rightarrow$) and target ($\Rightarrow$) spins anti-parallel and parallel is

$$A_{LL} = \frac{\sigma^{\uparrow\downarrow} - \sigma^{\uparrow\uparrow}}{\sigma^{\uparrow\downarrow} + \sigma^{\uparrow\uparrow}}$$

and the transverse asymmetry is

$$A_T = \frac{\sigma^{\uparrow\downarrow} - \sigma^{\downarrow\uparrow}}{\sigma^{\uparrow\downarrow} + \sigma^{\downarrow\uparrow}}.$$  

The $A_{LL}$ and $A_T$ asymmetries are measured in COMPASS by reversing the polarisation direction of a longitudinally or transversely polarised target, whereas the beam polarisation is fixed and is defined by the beam kinematics as explained in Sec. 4.2.

The interesting physics quantities are the virtual photon cross section asymmetries

$$A_1 = \frac{\sigma_{1/2} - \sigma_{3/2}}{\sigma_{1/2} + \sigma_{3/2}},$$

$$A_2 = \frac{2\sigma_{TL}}{\sigma_{1/2} + \sigma_{3/2}},$$

where $\sigma_{1/2}$ and $\sigma_{3/2}$ are the virtual photon nucleon cross sections with the projection of the total angular momentum of the photon-nucleon system along the incident lepton direction equal to 1/2 and 3/2, respectively. The $\sigma_{LT}$ is an interference term between transverse and longitudinal amplitudes. Measurements of $A_1$ and $A_2$ allow a determination of the structure functions $g_1$ and $g_2$ using the relations

$$A_1 = (g_1 - \gamma^2 g_2)/F_1,$$

$$A_2 = \gamma(g_1 + g_2)/F_1.$$  

The measured lepton asymmetries are related to the virtual photon asymmetries by

$$A_{LL} = D(A_1 + \eta A_2),$$

$$A_T = d(A_2 - \xi A_1),$$

with the kinematic factors

$$D = \frac{y(1 + \gamma^2 y/2)(2 - y)}{y^2(1 + \gamma^2) + 2(1 - y - \gamma^2 y^2/4)(1 + R)},$$

$$\eta = \frac{\gamma(1 - y - \gamma^2 y^2/4)}{(1 + \gamma^2 y/2)(1 - y/2)},$$

$$d = \frac{\sqrt{1 - y - \gamma^2 y^2/4}}{1 - y/2} D,$$

$$\xi = \frac{\gamma(1 - y/2)}{1 + \gamma^2 y/2}.$$  

The factor $D$ can be regarded as the depolarisation factor of the virtual photon and it describes the fraction of the longitudinal beam polarisation transferred to the virtual photon. The quantity $R = \sigma_L/\sigma_T$ is the ratio of the longitudinal to transverse virtual photon absorption cross sections, which can be expressed in terms
of the structure functions $F_1$ and $F_2$ by

$$R = \frac{F_2}{2xF_1}(1 + \gamma^2) - 1.$$  \hfill (2.26)

The factor $D$ vanishes for $y = 0$ and to a good approximation it is equal to unity for $y = 1$. Therefore events with high $y$ are the most sensitive to spin effects measured with longitudinally polarised beam and target. Since $g_2$ is suppressed by kinematic factor $\gamma$ one can derive $g_1$ from a measurement of the longitudinal lepton asymmetry $A_{LL}$ by

$$g_1(x) \approx \frac{F_1(x) A_{LL}(x)}{1 + \gamma^2 D(y)}. \hfill (2.27)$$

Results from different experiments on the structure function $g_1$ for the proton and the deuteron are shown in Fig. 2.3. The accuracy of $g_1(x)$ in the kinematic region of low $x$ is clearly improved by a new measurements of the COMPASS collaboration [9, 16, 17].

### 2.2 Nucleon structure in the framework of QCD

#### 2.2.1 Quark Parton Model

The Quark Parton Model [18, 19] (QPM) describes the nucleon as composed of point-like, almost free (not interacting) and massless partons. The charged partons have spin $\frac{1}{2}$ and they are naturally identified as quarks. The QPM is formulated in the infinite momentum frame where the target nucleon moves with $p_z \rightarrow \infty$. The partons are moving collinear with nucleon and their transverse momenta and masses can be neglected. Within the time scale of interaction with the virtual photon partons are assumed not to interact with each other, thus lepton-nucleon scattering is viewed as a scattering of virtual photons off free partons. The cross section for lepton-nucleon interaction can be therefore written as the incoherent sum of cross sections for virtual photon-quark scattering.

Assuming scattering off free massless spin $\frac{1}{2}$ partons inside nucleon, the hadronic tensor $W^{\mu\nu}$ can be
calculated and an expression for the structure functions reads
\[
F_1(x) = \frac{1}{2} \sum_f e_f^2 \left[ (q_f(x)^+ + q_f(x)^-) + (\bar{q}_f(x)^+ + \bar{q}_f(x)^-) \right] = \frac{1}{2} \sum_f e_f^2 (q_f(x) + \bar{q}_f(x)) ,
\]
(2.28)
\[
F_2(x) = x \sum_f e_f^2 \left[ (q_f(x)^+ + q_f(x)^-) + (\bar{q}_f(x)^+ + \bar{q}_f(x)^-) \right] = x \sum_f e_f^2 (q_f(x) + \bar{q}_f(x)) ,
\]
(2.29)
\[
g_1(x) = \frac{1}{2} \sum_f e_f^2 \left[ (q_f(x)^+ - q_f(x)^-) + (\bar{q}_f(x)^+ - \bar{q}_f(x)^-) \right] = \frac{1}{2} \sum_f e_f^2 (\Delta q_f(x) + \Delta \bar{q}_f(x)) ,
\]
(2.30)
\[
g_2(x) = 0 ,
\]
(2.31)

where the \( q_f(x)^+(-) \) refers to a quark distribution with its spin parallel (anti-parallel) to that of the target nucleon spin, \( e_f \) is the electric charge of a quark of flavour \( f \). The quark distributions are interpreted as the density of probability to find a quark or antiquark with momentum fraction \( x \) and given flavor \( f \) inside nucleon.

From Eq. 2.28 and Eq. 2.29 we obtain the Callan-Gross relation
\[
F_2(x) = 2x F_1(x) .
\]
(2.32)

Applying the above formula to Eq. 2.26 one finds \( R(x) \simeq 0 \) in the QPM, which expresses the fact that spin \( \frac{1}{2} \) quarks can absorb transversely polarised virtual photons only. An important result of the QPM is that the structure functions depend only on \( x \) and this prediction is called scaling. This scaling was first pointed out by Bjorken \[20\], and is experimentally confirmed in kinematic region of \( x \sim 0.1 \). The scaling violation is discussed in Sec. 2.2.4.

### 2.2.2 The first moment of \( g_1 \) and the spin of the nucleon

The polarised structure function \( g_1 \) can be written as
\[
g_1(x) = \frac{1}{2} \sum_f e_f^2 (\Delta q_f(x) + \Delta \bar{q}_f(x)) ,
\]
(2.33)

where \( \Delta q_f(x) (\Delta \bar{q}_f(x)) \) is the spin dependent probability density of quarks (antiquarks) of flavor \( f \). The first moment of \( g_1(x) \) carries information about the quark helicity contribution to the nucleon spin
\[
\Gamma_1 = \int_0^1 g_1(x) dx = \frac{1}{2} \sum_f e_f^2 \int_0^1 [\Delta q_f(x) + \Delta \bar{q}_f(x)] dx .
\]
(2.34)

Defining \( \Delta q_f = \int_0^1 [\Delta q_f(x) + \Delta \bar{q}_f(x)] dx \), and neglecting contributions from heavy quarks we can write for the proton
\[
\Gamma_1^p = \frac{1}{2} \left( \frac{4}{9} \Delta u + \frac{1}{9} \Delta d + \frac{1}{9} \Delta s \right)
= \frac{1}{12} (\Delta u - \Delta d) + \frac{1}{36} (\Delta u + \Delta d - 2 \Delta s) + \frac{1}{9} (\Delta u + \Delta d + \Delta s) .
\]
(2.35)
In the simple parton model the quantity
\[ \Delta \Sigma = \Delta u + \Delta d + \Delta s \]  
(2.36)
gives the helicity contribution of quarks to the nucleon spin.

The three terms in Eq. 2.35 can be related to the expectation values \( a_i \) of the proton matrix elements of a SU(3) flavour octet of quark axial-vector currents [21]. They are defined as
\[ \langle P, S \mid J_{5\mu}^i \mid P, S \rangle = M a_i S_\mu, \quad i = 1 \ldots 8 \]  
(2.37)
with
\[ J_{5\mu}^i = \bar{\Psi} \gamma_\mu \gamma_5 \frac{\lambda_i}{2} \Psi, \]  
(2.38)
where \( \lambda_i \) are the Gell-Mann matrices and \( \Psi \) is a column vector in flavour space
\[ \Psi = \begin{pmatrix} \Psi_u \\ \Psi_d \\ \Psi_s \end{pmatrix}. \]  
(2.39)
The element \( a_0 \) corresponds to the flavour singlet operator
\[ J^{0\mu}_{5\mu} = \bar{\Psi} \gamma_\mu \gamma_5 \Psi \]  
(2.40)
and thus
\[ \langle P, S \mid J^{0\mu}_{5\mu} \mid P, S \rangle = M a_0 S_\mu. \]  
(2.41)

Finally one obtains
\[ a_3 = \Delta u - \Delta d, \]  
(2.42)
\[ a_8 = \Delta u + \Delta d - 2\Delta s, \]  
(2.43)
\[ a_0 = \Delta u + \Delta d + \Delta s = \Delta \Sigma. \]  
(2.44)
The octet currents are conserved and therefore \( a_i \) (\( i = 1 \ldots 8 \)) are independent of \( Q^2 \). The singlet current \( a_0 \) is not conserved, i.e. it depends on \( Q^2 \). This is consequence of the axial anomaly [22, 23, 24, 25]. As the result of anomalous contribution coming from gluons through a triangle graph shown in Fig. 2.4, \( \partial^{\mu} J_{5\mu}^0 \neq 0 \) and therefore the current is not conserved.

The values of two matrix elements \( a_3 \) and \( a_8 \) are well known from the weak \( \beta \)-decay of the neutron and spin \( \frac{1}{2} \) hyperons (e.g. \( \Lambda \rightarrow p, \Sigma \rightarrow n, \Xi \rightarrow \Lambda \)) in the \( SU_3 \) baryon octet. They can be expressed in terms of two parameters \( F \) and \( D \) which are well measured from aforementioned decays [21, 26, 27]
\[ a_3 = F + D \equiv \frac{|g_A|}{|g_V|} = 1.2694 \pm 0.0028, \]  
(2.45)
\[ a_8 = 3F - D = 0.585 \pm 0.025, \]  
(2.46)
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Figure 2.4: Triangle diagram giving rise to the axial anomaly. The gluons couple via the triangle to the axial current and thus contribute to the corresponding proton matrix element.

where \( g_A \) and \( g_V \) are the weak coupling constants of the neutron \( \beta \)-decay.

Taking into account the Eqs 2.35, 2.42-2.44 we obtain

\[
\Gamma_1^p = \frac{1}{12} a_3 + \frac{1}{36} a_8 + \frac{1}{9} a_0. \tag{2.47}
\]

Thus knowledge of \( a_3 \) and \( a_8 \) allows for extraction of \( a_0 \) from \( \Gamma_1 \) measurement.

The QCD improved parton model, which will be explained in Sec. 2.2.4, leads to corrections \[28, 29, 30\] modifying Eq. 2.47 to

\[
\Gamma_1^p = \frac{1}{12} \left\{ \left( a_3 + \frac{1}{3} a_8 \right) E_{NS}(Q^2) + \frac{4}{3} a_0 E_s(Q^2) \right\} \tag{2.48}
\]

with

\[
E_{NS}(Q^2) = 1 - \frac{\alpha_s}{\pi} - \left( \frac{\alpha_s}{\pi} \right)^2 \ldots \tag{2.49}
\]

\[
E_s(Q^2) = 1 - \left( \frac{0.333}{0.040} \right) \frac{\alpha_s}{\pi} - \left( \frac{1.10}{-0.07} \right) \left( \frac{\alpha_s}{\pi} \right)^2 \ldots \tag{2.50}
\]

where the upper values correspond to the number of flavours \( n_f = 3 \) and lower ones to \( n_f = 4 \). The quoted values of coefficients of \( \alpha_s \) expansion correspond to the \( \overline{MS} \) renormalisation scheme \[31\]. In general the result depends on the renormalisation scheme.

The first measurement of \( \Gamma_1 \) was performed by the EMC collaboration \[3, 4\]. The value of \( a_0 \) was found to be compatible with zero \( (\Delta \Sigma = 0.12 \pm 0.17) \). In the naive parton model one would expect \( \Delta \Sigma = 1 \), while taking into account relativistic effects leads to \( \Delta \Sigma \approx 0.6 \) \[32\]. The EMC measurement indicated an unexpectedly small value of \( a_0 \) and thus this lead to the “Spin Crisis” of the nucleon, which triggered a lot of theoretical and experimental effort \( \text{e.g.} \ [5, 33, 34, 8, 35, 36] \text{ and references therein} \). An analysis \[9\] of recent COMPASS data improves the accuracy for the result on \( \Delta \Sigma \)

\[
\Delta \Sigma(Q^2 = 4 \text{GeV}^2) = 0.237^{+0.024}_{-0.029} \tag{2.51}
\]

and establishes the small contribution of the quarks to the nucleon spin (result obtained from measurement of \( \Gamma_1 \) given in the \( \overline{MS} \) scheme).
2.2.3 Bjorken sum rule

Using the isospin invariance the first moment of $g^n_1$ is

$$\Gamma^n_1 = -\frac{1}{12}a_3 + \frac{1}{36}a_8 + \frac{1}{9}a_9$$

(2.52)

and

$$\Gamma^p_1 - \Gamma^n_1 = \frac{1}{6}a_3 = \frac{1}{6}\left[\frac{g_A}{g_V}\right],$$

(2.53)

Eq. 2.53 is the Bjorken sum rule, which was first derived in this form by Bjorken [37, 38]. It describes a relationship between the first moments of $g^n_1$ and $g^p_1$ and the weak coupling constants of the neutron $\beta$-decay. This is the fundamental sum rule because it relies only on the isospin invariance, i.e. on the SU(2) symmetry between up and down quarks. With the correction introduced in Eq. 2.48 we obtain

$$\Gamma^p_1 - \Gamma^n_1 = \frac{1}{6}\left[\frac{g_A}{g_V}\right]E_{NS}.$$  

(2.54)

Beyond the leading order $E_{NS}$ depends on the number of flavours and the renormalisation scheme. Eq. 2.54 is well satisfied by data within 5% [17].

2.2.4 QCD Improved Parton Model

Scaling Violations. Precise measurements of $F_2$ reveal a weak, logarithmic $Q^2$-dependence. Fig. 2.6 presents measurements of $F_2^p(Q^2)$ and $F_2^d(Q^2)$ for various values of $x$ obtained by different experiments. Such violation of Bjorken scaling is a signature of quark interactions via gluon exchange. Increasing the $Q^2$ of the interaction, increases the resolution of the nucleon probing. Therefore at higher $Q^2$ a nucleon reveals its QCD structure of a compound of quarks and gluons. Quarks can emit bremsstrahlung gluons and gluons can split into $q\bar{q}$ pairs or emit gluons themselves. Then the interaction occurs with a parton that carries fraction $z$ of the parent parton momentum as illustrated on Fig. 2.5. This leads to a smaller observed momentum fraction. The probability that the parent parton resolves increases with higher $Q^2$, thus leading to lower probability of finding a quark with high $x$ value. Due to the bremsstrahlung gluons one can view the nucleon as compound of three valence quarks in a sea of $q\bar{q}$ pairs, hence the $q\bar{q}$ pairs are referred to as “sea-quarks”.

In Fig. 2.7 the measurements of spin dependent structure function $g_1(Q^2)$ of proton (deuteron) are presented for various values of $x$. It is immediately seen that the precision of the results as well as the
covered kinematic range is much smaller compared to the \( F_2 \) measurements. Due to this our knowledge of the spin dependent properties of the partons in nucleon is not as precise as in the spin independent case. In particular this affects the precision of \( \Delta G \) determination from pQCD fits (cf. infra).

**\( Q^2 \) evolution of the parton distributions.** Observed scaling violations indicate that the quark and gluon distribution functions are no longer functions of \( x \) only but also depend on \( Q^2 \): \( q(x, Q^2) \) and \( g(x, Q^2) \). The \( Q^2 \) evolution of parton distributions is determined by the Dokshitzer-Gribov-Lipatov-Altareli-Parisi (DGLAP) equations [39, 40, 41].

The \( Q^2 \)-dependence of the spin averaged momentum distributions of quarks \( q_f = q^+_f + q^-_f \) of flavour \( f \) and a gluons \( g = g^+ + g^- \) evolve in DGLAP equations as

\[
\frac{dq_f(x, Q^2)}{dlnQ^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \left( q_f(y, Q^2)P_{qq}(z) + g(y, Q^2)P_{qG}(z) \right), \tag{2.55}
\]

\[
\frac{dg(x, Q^2)}{dlnQ^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \left( \sum_f q_f(y, Q^2)P_{Gq}(z) + g(y, Q^2)P_{GG}(z) \right), \tag{2.56}
\]

where \( z = y/x \) and \( \alpha_s \) is the running QCD coupling constant. The \( P_{ij} \) (splitting functions) are the probabilities to find a parton \( i \) that carried a momentum fraction \( z \) of the parent parton \( j \) of momentum \( y > x \). The splitting functions are calculated using Feynman rules for the processes illustrated in Fig. 2.8.

The treatment of the evolution of the structure functions in the polarised case is completely analogous to the unpolarised one. The \( Q^2 \) dependence of the spin dependent momentum distributions of quarks \( \Delta q_f = q^+_f - q^-_f \) and gluons \( \Delta g = g^+ - g^- \) is described by coupled equations

\[
\frac{d\Delta q_f(x, Q^2)}{dlnQ^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \left( \Delta q_f(y, Q^2)\Delta P_{qq}(z) + \Delta g(y, Q^2)\Delta P_{qG}(z) \right), \tag{2.57}
\]

\[
\frac{d\Delta g(x, Q^2)}{dlnQ^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \left( \sum_f \Delta q_f(y, Q^2)\Delta P_{Gq}(z) + \Delta g(y, Q^2)\Delta P_{GG}(z) \right), \tag{2.58}
\]

with the helicity dependent splitting functions \( \Delta P_{ij} = P_{ij}^+ - P_{ij}^- \). It is convenient to split the polarised quark distributions in a flavour non-singlet (\( \Delta q^{NS} \)) and a flavour singlet (\( \Delta q^S \)) defined as

\[
\Delta q^{NS}(x, Q^2) = \sum_f \Delta q_f(x, Q^2), \tag{2.59}
\]

\[
\Delta q^{NS}(x, Q^2) = \sum_f \left( \frac{\epsilon_f^2}{\epsilon_f^2 - 1} \right) \Delta q_f(x, Q^2), \tag{2.60}
\]

where \( \langle \epsilon^2 \rangle = \sum \epsilon_f^2 n_f^{-1} \) and \( n_f \) is the number of flavours. With these definitions DGLAP equations read for the spin-dependent case

\[
\frac{d\Delta q^{NS}(x, Q^2)}{dlnQ^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \Delta q^{NS}(y, Q^2)\Delta P_{qq}^{NS}(z), \tag{2.61}
\]

\[
\frac{d\Delta q^S(x, Q^2)}{dlnQ^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \left( \Delta q^S(y, Q^2)\Delta P_{qq}^S(z) + 2n_f \Delta g(y, Q^2)\Delta P_{qG}(z) \right), \tag{2.62}
\]

\[
\frac{d\Delta g(x, Q^2)}{dlnQ^2} = \frac{\alpha_s(Q^2)}{2\pi} \int_x^1 \frac{dy}{y} \left( \Delta q^S(y, Q^2)\Delta P_{Gq}(z) + \Delta g(y, Q^2)\Delta P_{GG}(z) \right). \tag{2.63}
\]
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Figure 2.6: The proton (left) and the deuteron (right) structure functions $F_2(x,Q^2)$ measured in scattering of positrons on protons at the e-p collider HERA (ZEUS and H1) and for electrons (SLAC) and muons (BCDMS, E665, NMC) on a fixed target. The figures are from Ref. [27].
Figure 2.7: The proton (left) and the deuteron (right) spin dependent structure functions $g_1(x, Q^2)$ measured in scattering of electrons/positrons (E143, E155, HERMES, CLAS) and muons (EMC, SMC, COMPASS) on a fixed target. To align points along curves corresponding to a fixed $x$, LSS05 parametrisations [35] have been used. To increase readability, a constant $c(x) = 0.28(11.6 - i_x)$ is added to $g_1$ values, where $i_x$ is the number of the $x$ bin.
As can be seen in above equations the flavour non-singlet combinations evolve independently from the gluons while the singlet and the gluon distributions are coupled.

The structure function $g_1$ is then given by a convolution of the singlet and non-singlet coefficient functions, $\Delta C_s, \Delta C_{NS}, \Delta C_G$ with the polarised parton distribution functions

$$g_1 = \frac{1}{2} \langle e^2 \rangle \left\{ \Delta C_{NS} \otimes \Delta q^{NS}(x, Q^2) + \Delta C_S \otimes \Delta q^S(x, Q^2) + 2n_f \Delta C_G \otimes \Delta g(x, Q^2) \right\}. \tag{2.64}$$

The splitting and coefficient functions depend on $x$ and $\alpha_s$ and have been calculated up to next-to-leading order (NLO) in $\alpha_s$ [42, 43, 44]. In the leading order (LO) $\Delta C_G = 0$ and the gluons do not contribute to the $g_1$. In the NLO the splitting functions and the coefficient functions depend on the factorisation and renormalisation scheme and the interpretation of measurements performed in DIS is scheme dependent. In the gauge invariant so-called Modified-Minimal-Subtraction ($\overline{MS}$) scheme [31] the $\Delta C_G$ vanishes and $\Delta g(x, Q^2)$ does not contribute directly to $\Gamma_1$. In the Adler-Bardeen ($AB$) scheme [45] which conserves chirality the $\Delta C_G$ is non-zero and $\Gamma_1$ depends directly on $\Delta g(x, Q^2)$. The first moments of the singlet quark distribution $\Delta \Sigma(Q^2) = \int_0^1 \Delta q^S(x, Q^2) dx$ in the two schemes are related by

$$\Delta \Sigma_{\overline{MS}}(Q^2) = \Delta \Sigma_{AB} - n_f \frac{\alpha_s(Q^2)}{2\pi} \Delta G(Q^2), \tag{2.65}$$

where $\Delta G$ is the first moment of the gluons distribution

$$\Delta G(Q^2) = \int_0^1 \Delta g(x, Q^2) dx. \tag{2.66}$$

In $\overline{MS}$ scheme the quark distributions depend on $Q^2$. In $AB$ scheme the quark distributions are scale independent but the $Q^2$ dependence appears due to an additional anomalous gluon contribution (an axial anomaly) owing to the triangle graph shown in Fig. 2.4. In this scheme the measured small value of $a_0$ can be explained by a reduction due to anomalous gluon contribution [24, 25, 23].

The contribution of the gluon spins to the nucleon spin can be estimated using the DGLAP evolution equations and performing the pQCD fits to the measured $g_1$. The perturbative QCD predicts only the change of parton distribution functions with $Q^2$ while change with $x$ is not known, thus some functional forms of $x$-dependence have to be assumed for $\Delta q(x, Q^2_0)$ and $\Delta g(x, Q^2_0)$ at a given $Q^2_0$. Then using the DGLAP equations it is possible to predict $\Delta q$ and $\Delta g$ at any value of $Q^2$. For each value of $g_1$ measured at given $x$ and $Q^2$ the corresponding predicted $g_1$ is evaluated and $\chi^2$ is calculated including a whole set of measurements. The parameters of assumed $x$-dependence of $\Delta q(x, Q^2_0)$ and $\Delta g(x, Q^2_0)$ are fitted by $\chi^2$ minimisation. As an example of results obtained from pQCD fits both the spin independent and spin dependent parton distribution

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{feynman_diagrams.png}
\caption{Feynman diagrams for the four splitting functions. The splitting function $P_{ij}$ gives the probability that a parton $i$ with momentum fraction $x$ originates from parton $j$.}
\end{figure}
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Figure 2.9: The unpolarised MSTW08 PDFs (a) and polarised DSSV PDFs (b). The shaded areas correspond to the uncertainties of the PDF determination. The figures are from Ref. [27] (a) and Ref. [36] (b).
The COMPASS collaboration has performed a pQCD analysis of all available measurements of the $g_1$ structure function which included new COMPASS measurements \cite{9}. Two equal solutions were found: one with positive and one with negative value of $\Delta G$. The absolute value of the first moment of gluons distribution was found to be in both cases $|\Delta G| \approx 0.2-0.3$. The first moment of the singlet quark distribution derived from the fits to the $g_1$ data was found to be $\Delta \Sigma(Q^2 = 3 \text{GeV}^2) = 0.30 \pm 0.01(\text{stat.}) \pm 0.02(\text{evol.})$.

The pQCD fits are performed by several groups of scientists, one of the recent results is by \cite{36}. The value of the first moment of gluons distribution was found to be $\Delta G(Q^2 = 4 \text{GeV}^2) = -0.096$, unfortunately as the uncertainties due to extrapolation out of the measured $x$ range are hard to estimate the error on this value is not quoted. The truncated first moment of $\Delta g(x)$ in the range $x \epsilon < 0.001$, $1 >$ was found to be $\Delta G^{[0.001-1]} = 0.13 \pm 0.182$. From those two examples of recent results one can conclude that $\Delta G$ is small however the uncertainty of such measurement is sizable.

In order to achieve a good accuracy of the derived gluon distributions, the $g_1$ structure function has to be known in a wide kinematic range. At present this range is rather limited compared to the range of measurements of unpolarised structure function $F_2$. As increase of the covered kinematic range will be possible only at a future electron-ion collider, we propose the direct measurement of spin-dependent gluon distribution which will be the main topic of this thesis.

### 2.3 Fragmentation

In the previous sections we have discussed inclusive DIS experiments, where only the incoming and scattered muons are measured. However, to get more insight into the properties of nucleon's constituents it is very useful to consider semi-inclusive experiments where a hadron is detected in coincidence with the scattered muon. This allows e.g. to separate the distributions of quarks of different flavours in the nucleon \cite{46}.

Fig. 2.10 illustrates a semi-inclusive scattering of lepton on nucleon. To describe such process a set of two variables is not sufficient, an additional one is needed. The variable that is usually used is the energy fraction of the virtual photon energy carried by the hadron

$$z = \frac{E_h}{\nu} \quad (2.68)$$
Alternatively, one can use Feynman $x$

$$x_F = \frac{p_{L,m}^c}{p_{L,max}^c} \approx \frac{2p_{L,m}^c}{W}, \quad (2.69)$$

where $p_{L,m}^c$ is the longitudinal momentum of the hadron and $p_{L,max} \simeq W/2$ is the maximum allowed $p_L$ in the virtual photon-nucleon centre of mass system. The region of $x_F < 0$ selects preferably hadrons from the target fragmentation region, which originate from the target remnant. Hadrons which originate from the struck quark are produced mostly at $x_F > 0$.

According to the QCD the quarks are confined i.e. they do on exist as unbound states. Thus the struck quark and the target remnant have to form colour neutral final state hadrons. This process of hadronisation cannot be described by perturbative QCD but is parametrised in the form of fragmentation functions. It is assumed, that the factorisation of the hard process and the fragmentation process holds. This means that the hard process can be calculated using perturbative QCD and the soft part, namely the fragmentation, is parametrised independently.

Semi-inclusive scattering in the current region, allows one to obtain an information about the struck quark. The identity and the direction of the leading hadron is correlated with the flavour and the direction of the struck quark. The cross section for the production of a hadron $h$ can be written at leading order QCD as

$$\sigma^h(x, Q^2, z) \propto \sum_f c_f^2 q_f(x, Q^2) D_f^h(z, Q^2), \quad (2.70)$$

where $D_f^h(z, Q^2)$ is the fragmentation function parameterising the fragmentation process. The fragmentation function gives the probability density that a struck quark of flavour $f$, probed at a scale $Q^2$, fragments into a hadron $h$ carrying a fraction $z$ of the virtual photon energy. One of the most recent parametrisations of fragmentation functions is presented in Ref. [47]. The precision of the fragmentation function determination is of great importance, e.g. it is the main contribution to the systematic uncertainty for a recent separation of the spin-dependent quark distributions of different flavours in the nucleon [46].

In this Section we presented the independent fragmentation. For discussion of the string fragmentation cf. Sec. 8.1.4.
Chapter 3

Review of direct measurements of gluon polarisation

Direct measurements of the $\Delta G$ are based on the selection of pQCD processes where a gluon from nucleon undergoes an interaction. In the lepton-nucleon scattering the interesting process is the Photon Gluon Fusion (PGF), whereas for the proton-proton scattering these are the prompt photon, meson or jet production. The description of these processes along with short overview of existing experimental results is provided in this chapter.

3.1 Photon Gluon Fusion

In the PGF process the interacting virtual photon and the gluon from the nucleon produce a quark-antiquark pair. The process is presented in Fig. 3.1. Two signatures are used to tag such events. The first one is the production of charmed mesons and the second is the production of high transverse momentum hadron pairs.

It is worth to note that in the experiments usually the ratio $\Delta G/G(x)$ is extracted in a range of $x$ limited by experimental conditions. To obtain the value of $\Delta G$ the known parametrisations of spin averaged gluon distribution function $G$ are used.

3.1.1 Open charm production

Due to the large mass of the charm quark ($m_c = 1.5\,\text{GeV}$) its production via fragmentation of light quarks as well as interactions of virtual photon with intrinsic charm quark in the nucleon are strongly suppressed. Therefore it can be produced only in the hard scattering process. The PGF is the lowest order pQCD pro-

![Figure 3.1: Photon Gluon Fusion (PGF)]
cess where charmed quarks are produced. Thus selection of charmed mesons in the final state suppresses completely other contributions to the cross section.

The spin dependent cross section asymmetry for the $\gamma N \rightarrow c \bar{c}$ process is related to the gluon polarisation in the following way

$$A_{\gamma N \rightarrow c \bar{c}} = \frac{\Delta \sigma_{\gamma N \rightarrow c \bar{c}}}{\sigma_{\gamma N \rightarrow c \bar{c}}} = \frac{\int d\hat{s} \Delta \sigma(\hat{s}) \Delta G(x_G, \hat{s})}{\int d\hat{s} \sigma(\hat{s}) G(x_G, \hat{s})},$$  \hspace{1cm} (3.1)$$

where $\hat{s}$ is the invariant mass squared of the photon-gluon system which equals to the squared mass of the quark final state: $m_{c\bar{c}}^2$. The $\Delta \sigma(\hat{s})$ and $\sigma(\hat{s})$ are the partonic cross sections that are calculable in the pQCD. The relation of the cross section asymmetry with the counting rate asymmetry, which is the observable measured by the experiment is discussed in Sec. 7.3. In case of the open charm production it can be written as

$$A_{\gamma N \rightarrow c \bar{c}} = \frac{1}{P_B P_T D} \frac{A_{\text{exp}} - A^{BG}}{S + B},$$  \hspace{1cm} (3.2)$$

where $P_B$ is the beam polarisation, $P_T$ the target polarisation, $D$ the depolarisation factor, and $f$ the dilution factor accounting for the fraction of polarisable nucleons in the target material. The $\frac{S}{S+B}$ is another diluting factor with $S$ and $B$ being the number of signal and background events in the studied open charm sample. The background consists of those non-charm events which passed selections used to obtain the open charm sample. Its asymmetry $A^{BG}$ is assumed to be equal zero. This assumption was verified to be valid within available statistical precision.

The measurement of the gluon polarisation based on tagging of the PGF events via charmed hadrons is for the first time implemented in the COMPASS experiment. This measurement is the main goal of COMPASS. For the description of the experimental setup cf. Chapter 4. Two main channels of the open charm production are considered. The first with $D^0$ meson in the final state identified as a $K\pi$ pair of invariant mass in the mass window around known mass of $D^0$. The second one is the channel with $D^*$ meson which decays into $D^0$ and a slow pion. This additional requirement significantly reduces background. For details of the analysis see Refs [10, 48, 49]. The result obtained from the data collected in 2002-2006 years with the polarised deuteron target is

$$\frac{\Delta G}{G} = -0.49 \pm 0.27(\text{stat.}) \pm 0.11(\text{syst.})$$  \hspace{1cm} (3.3)$$

at average fraction of nucleon momentum carried by the gluon $<x_G> \approx 0.11$ and at average scale $\mu^2 \approx 13\text{GeV}^2$. Recently a preliminary result was obtained including additional channels as well as the data collected in 2007 with the polarised proton target. The extracted gluon polarisation is [50, 51]

$$\frac{\Delta G}{G} = -0.08 \pm 0.21(\text{stat.}) \pm 0.03(\text{syst.}).$$  \hspace{1cm} (3.4)$$

\subsection{3.1.2 High transverse momentum hadron pairs}

For the interactions of virtual photon with gluon the lowest order pQCD (LO pQCD) process is the PGF. A selection of high $p_T$ hadron pairs will result in a sample of events produced by perturbative processes, where mostly light quarks (u, d, s) and gluons are involved. Thus in addition to the PGF two other processes contribute to the cross section in the LO pQCD. These are the Leading Process (LP) and QCD-Compton (QCDC) process. The diagrams for the three LO processes are shown in Fig. 3.2. As all three processes
contribute to the cross section the expression for the cross section spin asymmetry is following

\[ A_{γN→hhX} = \hat{a}_{LL}^{PGF} \frac{\Delta G}{G} R^{PGF} + \hat{a}_{LL}^{QCDC} \frac{\Delta q}{q} R^{QCDC} + \hat{a}_{LL}^{LP} \frac{\Delta q}{q} R^{LP}, \]  

(3.5)

where \( \hat{a}_{LL}^{i} \) are the partonic cross section asymmetries for given process, \( R^{i} \) is the fraction of process \( i \), and \( \Delta q(q) \) are the spin dependent (spin averaged) quark distributions.

Most of the events with light quark production originate from the leading process. However hadrons produced in the LP have small transverse momenta. Therefore selecting events with high \( p_T \) hadron pairs significantly suppresses the contribution of LP events to the analysed sample. Because their suppression is not perfect and the QCDC events are only weakly affected by this selection, the knowledge of the processes fractions is required. It is obtained from Monte Carlo (MC) simulations.

For more detailed discussion of \( \Delta G/G \) extraction from the measured cross section asymmetries for high \( p_T \) hadron pair events cf. Chapter 7.

HERMES (DESY).

HERMES is an experiment at DESY laboratory by the HERA accelerator. The HERA was shut down in 2007, but the analysis of collected data is still ongoing. HERMES studies scattering of polarised electrons (positrons) with 27.5 GeV energy on polarised gaseous target injected inside the accelerator beam pipe. The electron beam is naturally polarised in the accelerator due to Sokolov-Ternov effect [52]. The resulting spin orientation is perpendicular to the accelerator plane. Thus to obtain a longitudinal configuration, the the spin is rotated before the interaction point using magnet systems called spin rotators. Achieved average polarisation is \( 55 \pm 2\% \). For the determination of the gluon polarisation a hydrogen target was used with average polarisation of \( 86 \pm 4\% \).

HERMES is equipped with a forward spectrometer based on a dipole magnet of \( \int Bdl = 1.3 \) Tm. Particle identification relies on a set of detectors including the RICH and the calorimeter. A description of the detector setup can be found in Ref. [53].

The sample of events used for the \( \Delta G/G \) extraction consisted of at least two oppositely charged hadrons of momentum larger than 4.5 GeV. The transverse momentum of the fastest hadron with regards to the beam axis was required to be larger than 1.5 GeV, while for the second hadron the requirement was \( > 0.8 \) GeV. In addition, to suppress the contribution of resonances, the invariant mass of the hadron pair was required to be larger than 1 GeV.

As the bulk of the selected events has \( Q^2 ≈ 0 \), the transverse momenta are approximately equal to the transverse momenta calculated with regards to the direction of virtual photon. The fractions of processes were estimated using the PYTHIA [54] event generator. In the analysis the contribution of LP was assumed
to be negligible, this assumption was verified using the LEPTO \cite{55} event generator. The contributions from resolved photon processes to the asymmetries were neglected. The result of the analysis

$$\frac{\Delta G}{G} = 0.41 \pm 0.18(\text{stat.}) \pm 0.03(\text{exp.syst.})$$  \hspace{1cm} (3.6)$$

with \( <x_G> = 0.17 \) and the scale \( \mu^2 \) given by the average \( \sum p_T^2 \) equal to 2.1 GeV\(^2\). For more details on the HERMES analysis see Ref. \cite{56}.

Recently HERMES presented a new result on \( \Delta G/G \) \cite{57, 58}. It is based on the measurement of the inclusive hadron production asymmetry. The target was the deuteron and the events selected for the analysis had at least one high \( p_T \) hadron of \( 1.05 < p_T < 2.5 \text{ GeV} \). The preliminary result of this analysis is

$$\frac{\Delta G}{G} = 0.071 \pm 0.034^{+0.127}_{-0.105} \hspace{1cm} (3.7)$$

with the average \( x_G \) equal to 0.22 and \( \mu^2 \) scale of 1.35 GeV\(^2\).

SMC (CERN).

The SMC experiment studied interactions of 190 GeV polarised muon beam with polarised proton and deuteron targets. It was situated at CERN by the SPS accelerator in the same experimental hall as COMPASS which is SMC’s successor. The muon beam line and the polarised target were essentially the same as at COMPASS. However, it is worth to emphasise that the beam intensity at COMPASS is about five times larger than for the SMC. Also in the SMC for the measurement on polarised deuterons a deuterated butanol target was used instead of \(^6\text{LiD}\). For a more complete description of the SMC experimental setup see Ref. \cite{59}.

In the SMC experiment the gluon polarisation was extracted from a sample of events with high \( p_T \) hadron pairs \( (p_{T1}, p_{T2} > 0.7 \text{ GeV}, \sum p_{T}^2 > 2.5 \text{ GeV}^2) \) for \( Q^2 > 1 \text{ GeV}^2 \). To select the current fragmentation region following cuts were used: \( x_F > 0.1 \) and \( z > 0.1 \).

In addition a second method of selection was developed that was based on Neural Networks (NN). In this method the input to the NN contained: \( x, Q^2, y \), tracks multiplicity and variables describing the two hadrons with the highest \( p_T \) \( (p_T, p_L, z, \text{charge, azimuthal angle } \phi) \) and the selection cut was set on the output of the NN. It was shown that using the NN a better purity of selected sample can be achieved while retaining the same efficiency.

The final result of the SMC analysis \cite{12} is

$$\frac{\Delta G}{G} = -0.20 \pm 0.28(\text{stat.}) \pm 0.1(\text{syst.}) \hspace{1cm} (3.8)$$

The average \( x_G \) is 0.07 and \( \mu^2 \) scale at which the nucleon structure was probed is 3 GeV\(^2\).

COMPASS (CERN).

At COMPASS two complementary analyses of the high \( p_T \) hadron pairs channel are performed. The analysis at \( Q^2 > 1 \text{ GeV}^2 \) kinematic region is the topic of this thesis. It is discussed in the following chapters. The second analysis is performed for the \( Q^2 < 1 \text{ GeV}^2 \) kinematic region.

The high \( p_T \) sample selection for \( Q^2 < 1 \text{ GeV}^2 \) is based on a set of cuts. First, at least two hadron tracks are required to be reconstructed in the primary vertex. Then to suppress the contribution from the the LP
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and ensure factorisation we require \( p_T \) of the two fastest hadrons to be \( > 0.7 \) GeV and their \( \sum p_T^2 \) to be \( > 2.5 \) GeV. To remove regions with low sensitivity to \( \Delta G \) and regions with large radiative corrections the events with \( 0.35 < y < 0.9 \) are selected. Finally to ensure that only events from current fragmentation region are selected and to remove \( \rho \) resonance additional cuts are imposed: \( x_F > 0 \) and \( M_{inv} > 1.5 \) GeV.

In the region of \( Q^2 < 1 \) GeV\(^2\) there is an additional contribution of resolved photon processes. In Fig. 3.3 the fractions of contributing processes are presented. They were estimated using a MC simulation with the PYTHIA event generator. Three processes are treated as a signal: the PGF and two resolved photon processes that probe gluons in the nucleon: \( qg \to qg, gg \to gg \). The LP and so called “low \( p_T \)” sample, which consists of non-perturbative processes are neglected as they contribute only small fraction of events. The expression that decomposes the cross-section asymmetry into contributions from aforementioned processes can be written as

\[
A_{||}/D = R_{PGF} \left( a_{LL}^{PGF} D \right) \frac{\Delta G}{G} + R_{QCDC} \left( a_{LL}^{QCDC} D \right) A_1 + \\
+ R_{qq\to qq} \left( a_{LL}^{qq\to qq} D \right) \frac{\Delta q \Delta q^\gamma}{q^\gamma} + R_{gq\to gq} \left( a_{LL}^{gq\to gq} D \right) \frac{\Delta G \Delta q^\gamma}{G^\gamma} + R_{gg\to gg} \left( a_{LL}^{gg\to gg} D \right) \frac{\Delta G \Delta G^\gamma}{G^\gamma},
\]

(3.9)

where \( R_i \) is the fraction of process \( i \), \( a_{LL}^i \) is a partonic cross section asymmetry \([60]\), \( q, \Delta q \) are the parton distributions in the nucleon, \( q^\gamma, G^\gamma \) are unpolarised PDFs in the photon and \( \Delta q^\gamma, \Delta G^\gamma \) are polarised PDFs in the photon. The cross section spin asymmetry \( A_1 \) is taken from parametrisation to global data. Terms in Eq. 3.9 that contribute to the signal are underlined.

The parton distributions in the nucleon were taken from fits to world data \([5, 6, 61, 62]\), similarly to the unpolarised PDFs in the photon \([63]\). For polarised PDFs in the photon there are no measurements available. We can treat those PDFs as a sum of a non-perturbative (VMD) term and a perturbative (point-like) term. The point-like PDFs are fully calculable but for the VMD part we can only consider the minimal and the maximal scenarios \([64]\). Uncertainty coming from this is taken into account in the systematic error.
In order to estimate the systematic error associated with PYTHIA generator, $\Delta G/G$ was extracted for different values of most important parameters describing: the parton fragmentation, the primordial transverse momentum of partons within the nucleon and the photon, the renormalisation and factorisation scales, and the parton showers.

Using the data collected in 2002-2003 years the obtained value of gluon polarisation is

$$\frac{\Delta G}{G} = 0.024 \pm 0.089\,(\text{stat.}) \pm 0.057\,(\text{syst.}) \quad \text{at} \quad x_g \approx 0.095^{+0.08}_{-0.04}. \quad (3.10)$$

The scale at which measurement is made was estimated to be $3\,\text{GeV}^2$. This result was published [11]. The analysis of combined data from years 2002-2004 provides us with a more precise preliminary result [65]

$$\frac{\Delta G}{G} = 0.016 \pm 0.058\,(\text{stat.}) \pm 0.055\,(\text{syst.}). \quad (3.11)$$

This value was presented at several conferences.

### 3.2 Proton-proton scattering

Studies of the polarised proton-proton scattering are performed at Brookhaven laboratory (USA) by experiments at the RHIC accelerator. The measurements are performed by the two experiments STAR and PHENIX with colliding polarised proton beams at the centre-of-mass energy $\sqrt{s} = 200\,\text{GeV}$. The data were collected in years 2002-2006 and 2009. In 2009 apart from the data collected at $\sqrt{s} = 200\,\text{GeV}$ also the first collisions at the centre-of-mass energy $\sqrt{s} = 500\,\text{GeV}$ were recorded. The data from 2009 still remain to be analysed.

Extraction of the gluon polarisation in the proton-proton interactions is performed using the processes presented in Fig. 3.4. The leftmost diagram presents a prompt photon production while the two others show the jet production processes. The main advantage of the studies performed with $pp$ interactions is that they provide a large number of events with gluon interactions, a disadvantage is a sizable background. As an example, for the prompt photon channel the background comes mostly from the decay of $\pi^0 \rightarrow \gamma\gamma$, while for the jet channels from the quark-quark interactions.

The protons are polarised at the polarised proton source. After passing the 3-step acceleration they are injected and then accelerated in the two rings of the RHIC. The proton spin orientations inside the rings are usually vertical. However, before the interaction the spins are rotated to the longitudinal orientation. To overcome the protons depolarisation during the acceleration dedicated superconducting magnets called Siberian Snakes were installed along the accelerator ring. The magnetic field in the Snakes flips the protons spins leading to compensation of the depolarisation effects. The maximum polarisation of the proton beam
has been improved over the years, from 30% in 2003 to 65% in 2006.

The STAR is a detector which is optimised for the charged particles tracking and identification. It is also well suited for the jet reconstruction. The PHENIX specialises in the lepton and photon registration and has an excellent capability to detect π0’s in the mid-rapidity region. A discussion of the STAR and PHENIX detectors can be found in Refs [66] and [67].

For a selected final state the observable measured in the experiment is the cross section asymmetry for parallel (σ++) and anti-parallel (σ+−) directions of the two proton beams polarisations

\[ A_{LL}^{exp} = \frac{1}{P_1 P_2} \frac{\sigma^{++} - \sigma^{+−}}{\sigma^{++} + \sigma^{+−}}, \]  

(3.12)

where \( P_1 \) and \( P_2 \) are the beams polarisations.

The \( A_{LL}^i \) cross section asymmetry for a given partonic reaction \( i \) can be expressed in the LO pQCD as

\[ A_{LL}^i = \frac{\Delta f_1^i}{f_1^i} \frac{\Delta f_2^i}{f_2^i} \hat{a}_{LL}, \]  

(3.13)

The \( \Delta f^i/f^i \) factors are the ratios of the spin dependent to spin averaged parton density functions. When in the process there is a gluon interaction, as in Fig. 3.4, then corresponding \( \Delta f/f \) equals to \( \Delta G/G \). The parton density functions are obtained from the QCD fits to the results of DIS experiments (cf. Sec. 2.2.4).

The partonic cross section asymmetry \( \hat{a}_{LL} \) can be calculated for each process in pQCD. The experimental asymmetry, \( A_{LL}^{exp} \), is a sum of all \( A_{LL}^i \), for reactions leading to a given final hadronic state. The asymmetries in the sum should be taken with weights corresponding to a fraction of a given reaction in the studied sample. Disentangling the \( \Delta G/G \) from this sum is a complex and difficult task. Therefore another method was elaborated. Different scenarios of \( \Delta G(x) \) distribution are assumed and the corresponding expected experimental double spin asymmetries for a production of a given final state are calculated. They are then compared to the data.

In Fig. 3.5 selected results of the measured \( A_{LL} \) asymmetries as a function of \( p_T \) from PHENIX and STAR are compared to various theoretical predictions. The curves correspond to theoretical predictions obtained for different parametrisations of \( \Delta G(x) \) resulting in different values of the first moment \( \Delta G(\equiv \int_0^1 \Delta G(x) dx) \). Clearly the proton-proton data disfavour scenarios with high values of the first moment of \( \Delta G(x) \). For more detailed analysis of the measurements see Refs [68] and [69].

The comparison of the result of this thesis with various fixed target results and results from RHIC is discussed in Chapter 11.
Figure 3.5: Measurements of the $A_{LL}$ cross section asymmetry at RHIC. Top diagram presents results obtained with a sample of $\pi^0$ (from $pp \rightarrow \pi^0 X$) at the PHENIX experiment. Bottom diagram presents the results from the STAR experiment obtained from an inclusive jets sample. The curves present theoretical predictions with different assumed distributions of $\Delta G(x)$. 
Chapter 4

COMPASS experiment

4.1 Introduction

The COMPASS experiment [70, 71] at the Super Proton Synchrotron (SPS) accelerator at CERN was approved in 1998. First test runs were recorded in 2001 with a partial setup while the physics data taking started in 2002.

The COMPASS is a fixed target experiment with two physics programs. The muon program focuses on the spin structure of the nucleon which is studied using interactions of polarised muon beam with polarised deuteron or proton targets. The main goal of this program is the determination of polarisation of gluons in the nucleon. It is also the topic of this thesis. Among other topics of the muon program there are: inclusive and semi-inclusive asymmetries, asymmetries in the production of vector mesons, the Collins and Sivers asymmetries. For the hadron program a broad selection of hadron beams and target materials is used. The goal of this program are the studies of the Primakoff reaction, charmed hadron spectroscopy and a search for exotic states e.g. glueballs or hybrids.

Data taking with muon beam took place in 2002-2004 and 2006-2007 years. After the first year of data taking the spectrometer was equipped with additional detectors. In 2005 a major upgrade of the experimental setup was performed; the superconducting target magnet was replaced, readout electronics of the RICH detector were refurbished and new detectors were introduced to cover increased acceptance of target magnet. The interactions of muons with nucleons were studied on the deuteron and in 2007 on the proton targets. Beam time for the hadron program was dedicated for a short pilot run in 2004 and for full data taking in 2008 and 2009.

Since the determination of the gluon polarisation is the topic of this thesis the description of the spectrometer will be restricted to the muon setup. Detailed description of the COMPASS experiment for both experimental programs is presented in Refs [71, 72, 70].

In Sec. 4.2 the muon beam used by COMPASS is described followed by description of the polarised target in Sec. 4.3. The COMPASS spectrometer is the topic of Sec. 4.4 whereas the Trigger system is covered in Sec. 4.5. Sec. 4.6 presents the Data Acquisition system (DAQ) along with on-line and off-line analysis tools.
4.2 Muon beam

The COMPASS experiment is located at the M2 beam line [73] of the SPS accelerator. In SPS the protons are accelerated to an energy of 400 GeV and then they are extracted to collide with a beryllium target to produce secondary hadrons, mostly pions. The accelerator cycle has a duration of 16.8 s with 4.8 s of extraction (the so called spill). The intensity of the proton beam is of the order of $10^{13}$ protons per spill.

After the production target a section of magnets enables to select hadrons of desired momentum and charge. It is followed by 600 m decay channel where $\sim 10\%$ of pions decay into muons ($\pi \rightarrow \mu + \nu_\mu$). Remaining hadrons are stopped using 9.9 m beryllium absorber. After the hadron absorber a set of magnets is used to select muons momenta and to steer the beam into the experimental hall. At the Bend 6 magnet the Beam Momentum Station is situated, which is used to determine the momentum of the beam particle on the event-by-event basis. Detailed discussion of the beam momentum reconstruction is presented in Chapter 5. Apart from the dipole and quadrupole magnets the beam line consist of scrapers and magnetic collimators that are used to reduce unwanted muon halo at the experiment. Finally a section of dipoles and quadrupoles focuses the beam on the target to the size of $\sigma \simeq 7$ mm for the Gaussian core with a divergence of 1 mrad. For the typical production target of 50 cm length and $\mu^+$ beam of 160 GeV the intensity of $2 \times 10^8 \mu^+/\text{spill}$ can be achieved.

The muon beam is naturally polarised due to the parity violating decay of the pion. In the rest frame of the decaying pion the muon polarisation is 100%. In the laboratory frame the polarisation is a function of the ratio of the pion to muon energies [59]

$$P_{\mu \pm} \approx \frac{m_\pi^2 + \left(1 - \frac{E_\pi}{E_\mu}\right) m_\mu^2}{m_\mu^2 - m_\pi^2}.$$  

The sign of the polarisation, i.e. the spin orientation with respect to the muon direction, depends on the muon charge. In COMPASS the ratio $\frac{E_\pi}{E_\mu} = \frac{172}{160}$ GeV was selected resulting in a $\mu^+$ polarisation of -76% with a relative error of 5%. In 2004 the ratio was changed to $\frac{E_\pi}{E_\mu} = \frac{172}{160}$ GeV resulting in -80% of $\mu^+$ polarisation. The polarisation of the muon beam was measured at the M2 beam line in the SMC experiment. The results of the MC simulations were found to be in good agreement with measurements [73, 74, 75]. Therefore in COMPASS the simulated values are used. In Fig. 4.1 the polarisation is presented as a function of momentum.
4.3 Polarised target

In order to obtain a high polarisation of target material and keep it in so called “frozen spin” mode, where the polarisation decay is very slow, the target has to be put into a high magnetic field and a very low temperature. In COMPASS this is achieved using a superconducting solenoid magnet capable of producing a highly homogeneous field of 2.5 Tesla and an efficient $^3$He/$^4$He dilution refrigerator that allows to achieve temperatures down to 50 mK (Fig. 4.2). In 2002-2004 years a target magnet with acceptance of ±70 mrad, inherited from the SMC experiment, was used. During the upgrade of 2005 the magnet was replaced with a new one of acceptance ±180 mrad. In addition to the solenoid magnet a 0.5 T dipole magnet is present. It is used to rotate periodically the target spin by 180°, because such procedure allows to cancel effects of acceptance as described in Chapter 7. The dipole magnet also enables for measurements with transversely polarised target.

The target material is placed in two cylindrical cells, each 60 cm long and with diameter of 3 cm, located one after another along the beam (Fig. 4.2). The large length of the cells is required to provide a sufficient luminosity. Division of the target into two cells enables a simultaneous measurement for the two spin configurations and makes the measurement of spin asymmetry independent from the beam flux determination.

As the target material the deuterated lithium $^6$LiD was used. The $^6$Li nucleus can be approximately considered as a loosely bound $^4$He + D system, so each $^6$LiD molecule in the COMPASS polarised target can be considered as consisting of the two polarised deuterons and the unpolarised helium nucleus [76]. In 2007 the data were taken on an ammonia NH$_3$ target in order to measure interactions with polarised protons.

Due to the small magnetic moment of nucleon it is impractical to polarise it using the statistical method based on the Zeeman effect. In strong magnetic field (2.5 T) and low temperature (0.5 K) the expected polarisation for the deuteron is ~0.001. On the other hand the electrons due to their high magnetic moment are polarised up to 0.998. To achieve a high level of the nucleon polarisation the Dynamic Nuclear Polarisation (DNP) [77] is used. The principle of DNP relies on an induced transfer of the high electron polarisation to the nucleons. It is achieved by irradiating the target material with Micro Wave (MW) radiation of a characteristic energy needed for simultaneous spin flip of the proton and the electron. As this energy depends on the spin of the final e-p system (0 or 1) by selecting a proper MW frequency the required orientation of the nucleon spin with respect to the direction of magnetic field can be chosen. The electrons relax to the lower energy state within milliseconds due to their high magnetic moment. The small magnetic moment of the nucleon causes that a spontaneous spin flip has a low probability. This leads to a buildup of the polarisation of the nucleons and a relaxation time of ~1000 hours. Using the DNP in COMPASS for $^6$LiD target material the polarisation of ~50% is achieved. Typical buildup of the polarisation is presented in Fig. 4.3. The idea behind the DNP method is illustrated in Fig. 4.4.

4.4 Spectrometer

Products of Deep Inelastic Scattering (DIS) of muons on nucleons are measured in a two stage spectrometer. The first part is the Large Angle Spectrometer (LAS). It is located directly after the polarised target and
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Figure 4.2: Side view of the COMPASS polarised target: (1) upstream target cell and (2) downstream target cell inside mixing chamber, (3) microwave cavity, (4) target holder, (5) still (3He evaporator), (6) 4He evaporator, (7) 4He liquid/gas phase separator, (8) 3He pumping port, (9) solenoid coil, (10) correction coils, (11) end compensation coil, (12) dipole coil. The muon beam enters from the left. The two halves of the microwave cavity are separated by a thin microwave stopper.

Figure 4.3: Typical average polarisations in the upstream and downstream target cells during 20 days of the 2004 run. After day 11, the polarisations in the target cells are reversed by changing the microwave frequencies. Data are taken in transverse mode from day 13 to day 18 and a new field reversal by microwaves is performed at the end of the period. The current of $\pm 417\,\text{A}$ corresponds to an axial field of $2.5\,\text{T}$.
4.4. SPECTROMETER

Figure 4.4: Energy levels for an e-p state in a strong magnetic field B. Arrows indicate direction of the proton ↑ and electron ↑ spins; $\omega_p$ and $\omega_e$ are Lamor frequencies of the proton and electron, respectively. Figure comes from Ref. [78].

Figure 4.5: Compass 2004 muon setup top view (for detector names, see text).

covers an acceptance of ±70 mrad (±180 mrad since 2006). The LAS is equipped with the bending magnet SM1 of bending power 1 Tm. The inner ±30 mrad is covered by the Small Angle Spectrometer (SAS) which is placed downstream of LAS (Fig. 4.5). The SM2 is the bending magnet of SAS with a bending power of 4.4 Tm.

In the region upstream of the target the Beam Telescope (BT) is located. In order to measure precisely the position and direction of incoming beam particles it is composed of Scintillating Fibres (FI) and Silicon micro-strip (SI) stations. Those detectors have good spatial resolution and can cope with high counting rates. In addition the FI detectors have a high resistance to radiation damages. A precise measurement of beam time, provided by the FI stations, is essential for its momentum determination as described in Chapter 5, whereas the knowledge of the spatial beam parameters is needed for the reconstruction of interaction vertex and scattering angle of the muon.

Both LAS and SAS are composed of several types of detectors:

- Very Small Area Trackers:
They are used for tracking of particles close to the beam axis and have to withstand similar conditions as the BT detectors. Also here the Scintillating Fibre (FI) stations are used.

- **Small Area Trackers:**
  Those detectors are dedicated for tracking of particles up to 40 cm from the beam axis. Two novel micro-pattern gaseous detector types are used for this purpose: GEM - Gas Electron Multiplier (GM) and MicroMeGas - Micromesh Gaseous Structure (MM). Their main characteristics is a separation of gas amplification area from the readout part. They can stand a high flux of incoming particles and introduce minimal amount of material into the beam. To avoid damages in the very high intensity region of the beam the high voltage can be switched off in the central part of the detectors, which is the case during the standard data taking. However the central parts are used for low intensity studies and the detector alignment.

- **Large Area Trackers**
  For outer parts of the spectrometer the granularity of the detectors can be much lower as the particle flux is significantly decreased. However good spatial resolution is still desired which led to the selection of drift detectors to be used in COMPASS. In LAS the Saclay Drift Chambers (DC) and Straw Tubes (ST) are used while for SAS the large drift chambers (W45) together with the Straw Tubes (ST) are used. In addition both spectrometers are equipped with Multiwire Proportional Chambers (MWPC).

- **Calorimeters**
  Since 2006 both LAS and SAS contain a hadronic and an electromagnetic calorimeter, HCAL1, ECAL1 and HCAL2, ECAL2 respectively. Until then ECAL1 hasn’t been constructed yet and ECAL2 was only partially equipped with the readout electronics. Hadronic calorimeters are used for the discrimination between hadrons and muons and are a vital part of the trigger system. The electromagnetic calorimeters are used for detection of electrons and photons.

- **Muon Filters**
  The muon identification is performed by two detector systems, the Muon Wall detectors. These detectors, MA and MB, are located at the end of LAS and SAS, respectively. They consist of two sections of planes (MA - proportional chambers and MB - drift chambers) accompanied by hadron absorbers (60 cm of iron in the case of MA and 2.4 m of concrete in case of MB).

- **RICH**
  In the original design of the COMPASS experiment two Ring Image Cerenkov detectors were foreseen. Currently only LAS is equipped with RICH detector. It allows measurement of particle velocity which combined with momentum measurement performed in magnetic spectrometers provides the particle identification. Pions, kaons and protons can be identified for momenta greater than 2, 8, 18 GeV respectively. The separation is possible for momenta up to 50 GeV.

- **Trigger Hodoscopes**
  Throughout the spectrometer dedicated trigger elements are placed which are designed to detect scattered muons. More detailed discussion of the trigger system is presented in the next section.
4.5 Trigger system

The COMPASS Data Acquisition system (DAQ) is able to collect about 40k events per spill. In order to write to tapes only interesting events and to limit the data flux to a level that DAQ can handle, a trigger system detecting scattered muons was designed [79]. It also provides the timing for an event which is required for hit correlations and drift time calculations. As muons are scattered at non-zero angles a set of scintillator hodoscopes separated by distance $\Delta z$ is used to detect them. Hits from the upstream hodoscopes are combined with hits from the downstream hodoscopes using time correlation. The correlation is performed by a coincidence matrix, which is an electronic chip that takes 32 rows and 32 columns of input signals. The rows correspond to channels of one hodoscope while columns to the other. Each matrix pixel implements a tight time window that suppresses random coincidences. In addition the pixels can be programmed do accept or reject the coincidences. The matrix patterns are determined from the known geometry and the desired acceptance in $y$. A schematic presentation of the coincidence evaluation by a coincidence matrix is presented in Fig. 4.6.

The hodoscopes are shielded by absorbers to filter out hadron and electron contamination. Due to broad physics program of COMPASS the scattered muons are detected in a wide kinematic range, $Q^2 \in (10^{-3} - 10^2)$, $x \in (10^{-5} - 1)$. As the flux of the particles varies significantly between different kinematic regions the granularity of various hodoscope planes has to be different as well. To cope with such requirements sets of different hodoscopes were introduced:

- **IT** - Inner Trigger: photo-production region with very small energy loss $y$ of the scattered muon.
- **LT** - Ladder Trigger: photo-production region with large scattered muon energy loss $y$.
- **MT** - Middle Trigger: DIS region with small to moderate four-momentum transfers $Q^2$. 

Figure 4.6: Concept of the trigger for quasi-real photo-production with high energy loss. The scattered muon leads to a coincidence in the activated area of the coincidence matrix while the halo muon fails. In addition, a minimum hadron energy can be required in the calorimeter.
• OT - Outer Trigger: DIS region with moderate to large four-momentum transfers $Q^2$.

To increase the purity of triggers two additional requirements were made. The first one is no signal in Veto counters. The Veto detectors are installed upstream of the target and have holes in the centre that correspond to the size of the beam in that area. Beam particles that go through the target do not give signal in the Veto counters as opposed to the beam halo muons which travel at a distance from the target. The second condition, applied to certain triggers, is the requirement of an energy deposit in the hadronic calorimeters above a 6 GeV threshold. This criterion reduces contamination from radiative events, $\mu e$ scattering and low energy halo tracks. The idea behind COMPASS trigger is presented in Fig. 4.6.

The $Q^2$ range which is available with mentioned triggers is limited by the SM2 acceptance for scattered muons. Since 2003 also a pure Calorimetric Trigger (CT) was introduced, when for an event to be recorded it is just enough if an energy deposit in the calorimeters exceeds $8 - 18$ GeV. This extends the $Q^2$ range to events with scattered muon out of the acceptance of the hodoscope triggers.

Thus we have three types of triggers:

- Inclusive triggers - the triggers that require only coincidence of hits in scintillating hodoscopes (OT, incMT),
- Semi-inclusive triggers - the triggers that require additional energy deposit in the hadronic calorimeters apart from coincidence of hits in scintillating hodoscopes (IT, LT, MT),
- Pure calorimetric trigger - trigger based solely on the information from hadronic calorimeters (CT).

In Fig. 4.7 the kinematic regions covered by the different triggers as well as the relative contributions of the three trigger types are presented.

Additional triggers exist for calibration, efficiency and alignment studies:

- Beam Trigger - a beam particle is detected in first FI station,
- Veto Trigger - a beam halo particle is detected in Veto detectors,
- Random Trigger - the data acquisition is started randomly.

Events recorded with these triggers usually contain small number of particles which makes the reconstruction and interpretation simpler.

### 4.6 Data acquisition and analysis chain

The processing of experimental data can be divided into the off-line and on-line parts. The on-line part is responsible for filtering, recording and monitoring of the data in real time. The off-line part is responsible for reconstruction, physics analysis and also for simulations of the data using underlying physics models and a model of the experimental setup.

#### 4.6.1 On-line analysis

The analog signals coming from about 200k detector channels are digitised, as close to the detector as possible, on the front-end boards. Then they are concentrated into a few high bandwidth streams in the readout drivers. Two systems are used as the readout drivers in COMPASS [70]: the CATCH and the GeSiCA.
4.6. DATA ACQUISITION AND ANALYSIS CHAIN

Figure 4.7: Left panel shows the fraction of inclusive, semi-inclusive, and calorimetric triggers as a function of $x$. Right panel presents the kinematical coverage in $y$ and $Q^2$ for the COMPASS trigger subsystems. The two lines, $x_{Bj} = 1; W = M_p$ and $\theta = 0$ show the kinematic limits of elastic scattering and forward scattering, respectively.

From the CATCH/GeSiCA cards the data are transferred via optic links to spill buffers that are located in the Readout Buffer computers (ROBs). From the ROBs the data are transferred using a gigabit Ethernet network to the Event Builder computers where information from all detectors is combined into an event. Complete events are transferred to the Central Data Recording (CDR) at CERN where they are copied to tapes for long term storage (Fig. 4.8). The data acquisition (DAQ) software is based on DATE framework [80] developed for the ALICE experiment at the LHC accelerator.

In order to increase the maximum trigger rate that could be handled by DAQ an On-line Filter was introduced in year 2004. The time correlation between hits in BT detectors is used to reject events where a beam cannot be reconstructed. For semi-inclusive triggers also the correlation between beam time and calorimeter time is checked [81]. In 2002-2008 COMPASS collected $\sim 1$ PB of raw data.

In order to ensure a correct performance of the DAQ and the detectors a constant monitoring during the data taking is required. For this purpose several tools are used:

- MurphyTV - allows for monitoring of readout errors that are returned by readout drivers.
- COOOL (Compass Object Oriented On Line) [82] - performs quick decoding of raw data and allows to create histograms of hit positions, time spectra etc.. This provides a monitoring of detector performance by comparison to reference histograms.
- DCS (Detector Control System) [83] - monitors all available parameters of various spectrometer elements e.g. temperatures, voltages, currents, NMR readings, gas flows. The implementation of safety “interlocks” in DCS prevents a detector damage due to abnormal operating conditions. Apart from monitoring it enables for interactive setting of detectors parameters.

4.6.2 Off-line analysis

The main part of the off-line data analysis is performed by the CORAL program [84]. It is responsible for decoding of the raw detector information into measured quantities (absolute hit positions, energy deposits in calorimeters, etc.). Then the reconstruction of charged particle tracks, interaction and decay vertices
as well as calorimeter clusters is performed. For charged tracks, including beam tracks, the momentum is determined using bending in magnetic field. Finally also the RICH identification of particles is performed. In principle CORAL can be used also as a tool for physics analysis, but because the time needed to process the raw data is not negligible a higher level tool was developed for this purpose. CORAL remains the main tool for various calibration purposes and most notably for the detector alignment.

PHAST [85] operates with the Data Summary Tapes (DST). The DSTs contain all essential information about reconstructed events omitting the raw detector response. This provides significant size reduction (∼ 10 times) that directly translates to the significant reduction of computational time. PHAST provides a versatile tool for event filtration and analysis of events in terms of desired physics quantities.

The DSTs are created using CORAL reconstruction in a process called production. As the time required for events reconstruction, using available computational resources, is comparable to the time spent on collecting them, the process has to be centralised. The production is performed on lxplus computing farm at CERN by a dedicated team of physicists. When producing the data collected during one week the versions of both the software as well as the calibration constants are being frozen. This ensures that the events from one period are reconstructed with the same conditions. Moreover as the relevant information is stored it can be used to study the impact of future improvements to the software or the calibration constants. The resulting DSTs are then copied to outside computing centres, e.g. Interdisciplinary Centre for Mathematical and Computational Modelling of Warsaw University [86], where the final physics analysis is performed.

The second part of the off-line analysis focuses not on direct analysis of the recorded data but rather on the Monte Carlo (MC) simulations of the data using a selected physics model and a model of the spectrometer. The MC simulations performed in the scope of this thesis are presented in Chapter 8.
Chapter 5

Reconstruction of the beam momentum

The momentum spread of the muon beam defined by the beam optics is about 5%. The precise determination of the beam particle momentum vector on event-by-event basis is a crucial ingredient to the correct estimation of the kinematic variables in the virtual photon-nucleon interactions, such as $x$ and $Q^2$.

In the COMPASS experiment the measurement of the beam momentum vector is performed using the Beam Momentum Station (BMS) and the Beam Telescope (BT), both located upstream of the COMPASS target. The setups of BMS and BT are described in Sec. 5.1 and Sec. 4.4, respectively. In Sec. 5.2 the principle of the measurement is explained followed by a description of the used algorithm (Secs 5.3 and 5.4). The efficiency of the procedure is presented in Secs 5.5 and 5.6.

For a more detailed discussion of the beam momentum reconstruction at COMPASS see Refs [87, 88].

5.1 Beam Momentum Station

The BMS is located $\sim 100$ m upstream of the COMPASS target. Presently it consists of six planes measuring vertical coordinate, three before and three after the Bend 6 dipole magnet of the M2 beam line (Fig. 5.1). The incoming muons are bent in $YZ$ plane enabling an accurate momentum estimation. Two types of detectors were used in the BMS:

- In 2002 the BMS had two planes before (BMS01/02) and two after (BMS03/04) Bend 6. These planes were built for the EMC experiment in 1970-ties. They consist of 64 scintillator elements of 5 mm pitch and 20 mm thickness. The slabs are oriented horizontally so that they are measuring the position of beam impact in vertical direction. They provide an excellent time resolution of 0.3 ns [70]. To obtain an equal occupancy of all channels the slabs exposed to higher beam intensity are divided into several parts as shown in Fig. 5.1 [87, 70].

- In 2003 a degrading performance and lack of spare parts of the ageing electronics of BMS01-04 stations lead to the decision that two new stations will be built. The upstream telescope was supplemented with the new BMS05 station halfway between the BMS01 and BMS02 stations. The plane consists of 4 double-layers of scintillating fibres each of 2 mm in diameter as shown in Fig. 5.2. Each readout channel collects the signals from two adjacent columns of the scintillating fibres. This results in effective 64 channels with a pitch of 2.5 mm and a very good spatial resolution [89]. However, the time resolution of 500 ps is worse compared to the BMS01-04 stations, which limits the impact of this plane on momentum reconstruction.
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Figure 5.1: The schematic view of the Beam Momentum Station (BMS) setup. The green elements are the BMS detector planes. Their dimensions and division into channels is presented. The setup is positioned on two sides of the Bend 6 magnet group (B6). Elements marked with "Q" are the quadrupole magnets while the SC5 is a scraper. (The plot is not up to scale). Figure comes from Ref. [87].
5.2 Principle of the measurement

Both the information about the momentum of a beam particle and its direction are needed to obtain the kinematics of event. The momentum is measured by the BMS and the direction by the BT. Matching this information is not a trivial task as the stations are set $\sim 100$ m apart and the beam particle travelling between them goes through several bending and focusing magnets. Thus the main criteria used to obtain a Beam Candidate is the time correlation of the hits in the considered detectors.

In order to determine the momentum, positions of hits in at least three planes, two on one side, and one on the other side of Bend 6, are needed. Three points in space are sufficient to provide a flight direction and a bending angle. Hits from other planes can be used for the compatibility test by means of $\chi^2$, as the system will be then over-constrained. We primarily consider only events with three or four hits in the BMS01-04 planes, as the BMS05 and BMS06 are implemented as “rescue” planes (see Sec. 5.4). In order to minimise the computational time the momentum and the $\chi^2$ are parametrised as a function of three or four measurements. The parametrisation is based on a MC simulation of the beam with a given momentum profile, travelling through the field of the bending magnet and surrounding quadrupoles. The simulated tracks are used to calculate hits in the hodoscope planes. To simplify the problem only combinations with at most four hits are considered, thus beam tracks are represented in four dimensional space.

Principle Component Analysis (PCA) is used to further reduce the complexity. The goal of the PCA is to compute the most meaningful basis to re-express the input data set. The new basis is assumed to be a linear combination of the old one while principal components are assumed to be the ones that have the largest variance. The latter assumption holds in case the precision of the measurement is high. New basis is constructed to be orthogonal. Obtaining the new basis where the components are orthogonal and associated to directions with the largest variance is achieved by the diagonalisation of the covariance matrix [90, 91].
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Figure 5.3: The beam momentum spectrum as measured by the BMS for events with one beam track (a). The difference between momentum measured in the BMS and in the spectrometer (b). The curves represent Gaussian fits, obtained value of $\sigma$ is quoted on the plots.

Finally the beam track momentum is parametrised as a function of track parameters in the new basis. The parameters of the functional form are determined by minimisation of $\chi^2$ for a large sample of MC beam tracks [92, 93, 87]. The procedure produces a parametrisation of the form

$$p = \langle p \rangle + f_p(\vec{y}), \quad \chi^2 = f_{\chi^2}(\vec{y}),$$

(5.1)

where $\langle p \rangle$ is the average momentum at which the simulation was done, $\vec{y} = (Y'_1, Y'_2, Y'_3, Y'_4)$ is the vector of the coordinates $Y'_i$ of the track in the new basis (linear combinations of the $Y_j$ hit positions), $f_p$ parametrises the deviation of the momentum from the mean value as a function of hits positions, while $f_{\chi^2}$ parametrises the $\chi^2$. Such approximation gives an accuracy of the momentum reconstruction of about 0.7 GeV.

In Fig. 5.3a the obtained momentum spectrum for events with one beam candidate is shown. To test the reconstruction accuracy and to verify that no bias is introduced the momentum determined in the BMS was compared with the momentum measured for the same track in the spectrometer. The result is presented in Fig. 5.3b and it is clearly seen that the two measurements are in good agreement. Assuming the relative resolution of momentum measurement in the spectrometer to be $\sigma(p)/p = 0.5$% [70] the resolution of the BMS measurement is $\sim 0.6$ GeV.

5.3 Reconstruction of BMS tracks

The following description of the BMS track reconstruction is applied primarily only to the BMS01-04 hits. As described in the next section, the BMS05-06 planes are treated as “rescue” planes and in this case the algorithm is the same as for 3-hit BMS01-04 tracks.

In order to reduce the combinatorial background a loose time window around the trigger time is applied to the BMS hits. It is adjusted to include all hits that have been associated to a beam track. As seen in Fig. 5.4 selecting a $\pm 10$ ns window will not remove good events while reducing significantly the combinatorial background. For selected hits all possible 4-hit combinations are considered. To remove fake combinations a time correlation between the hits is required. The cut on the time difference between the hits in subsequent planes is set to $3\sigma$ of the distribution of correlated hits, shown in Fig. 5.5. If more than one combination of
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Figure 5.4: Figures present the distributions of time difference between the BMS hits and the trigger time. Plot (a) consists of BMS hits that are associated to reconstructed Beam Candidates for unambiguous events. It is seen that it is contained in the ±10 ns region. Plot (b) contains all BMS hits, where large combinatorial background is seen spreading up to ±70 ns.

Figure 5.5: Distribution of hit time differences Δt between hits in BMS01-04 planes (left), all pair combinations are considered. The middle (right) figure presents distribution of hit time differences Δt between hits in BMS01-04 planes and BMS05 (BMS06) plane. The curves represent Gaussian fits, obtained value of σ is quoted on the plots.

time-correlated hits is found, it is required that they do not share more than one hit. In such a case the combination with the best time correlation is selected. The hits that were not used for the 4-hit track candidates are combined into 3-hit track candidates using the same criteria as for the previous class of tracks.

The BMS track candidates are then correlated with tracks reconstructed in the BT to obtain a Beam Candidate with a measured momentum vector. The track reconstruction in the BT is performed by the standard CORAL tracking package TRAFDIC [94]. BMS track candidates and BT tracks are required to have small time difference (less than 3σ of the distribution of time correlation of BMS and BT tracks - Fig. 5.6a). Finally all beam candidates have to be correlated with the trigger within a 3σ window around the trigger time (Fig. 5.6b). Ambiguities are resolved at this stage using the back-propagation procedure explained below.

For a Beam Candidate we can use momentum determined in the BMS, direction measured in the BT and the description of the beam transport known from the MC to check the compatibility of BMS and BT data. Using transport equations a back propagation algorithm of the BT track to the position of BMS planes is performed. Then the probability of the hypothesis that BMS hits correspond to the extrapolated track is calculated [88]. If several BMS tracks are combined to a BT track or vice versa, the combination with the highest probability is selected (Fig. 5.7). The events where the probability for the best beam candidate is
below 0.005 are flagged. Thus such events can be discarded later during the physics analysis.

In Fig. 5.8 the differences between measured and extrapolated positions in BMS planes for unambiguous events are presented showing a very good correlation. For the planes upstream of the B6 bending magnet the spread is about two times larger as compared to the downstream planes. The B6 magnet causes large vertical dispersion in the transport equation as a function of track momentum. Thus, for the back-propagated track it results in an additional contribution to the uncertainty of $Y$ coordinate in the upstream planes. The offsets of the distributions from zero are caused by a misalignment of BMS planes with regards to the spectrometer as well as beam steering (cf. the discussion of global transformations of the spectrometer in Sec. 6.4). The offsets are evaluated on year-by-year basis and then included in the $\chi^2$ calculation.

As the result of this procedure we could get three possibilities:

- No Beam Candidate is found and the event is rejected. To suppress such events rescue algorithms were developed which are presented in the next section.
- There is exactly one Beam Candidate found.
- There are more than one Beam Candidates found. All the candidates are used as an input for the vertex fit.

### 5.4 Rescue algorithms

In order to reduce the fraction of events with no beam candidate found when only the information from the BMS01-04 planes was used, two rescue procedures were developed.

First one involves BMS05 and BMS06 planes. All hits in BMS01-04 that were not associated to 4 or 3-hit track candidates are checked for the time correlation with BMS05 hits. As the time resolution of the scintillating fibre planes is worse compared to that of BMS01-04, a wider time window is applied. Accepted BMS track candidates are matched with the BT tracks. If the procedure fails then in the same manner BMS06 is utilised.

As a last resort the back-propagation rescue algorithm is used. Two hits in BMS01-04 planes and a direction obtained from the BT track are used to form a Beam Candidate. The momentum can be determined...
Figure 5.7: Probability distribution for the correlation between the measured $Y$ coordinates in BMS planes and extrapolated ones for beam track candidates.

Figure 5.8: Results of the back-propagation procedure. The differences between the $Y$ coordinates as measured in a given BMS plane and obtained using extrapolation of BT tracks. Top row presents the BMS planes located upstream of the B6 magnet (left - most upstream plane). Bottom row presents the BMS planes located downstream of the B6 magnet (right - most downstream plane). The curves represent Gaussian fits, obtained value if $\sigma$ is quoted on the plots.
### Table 5.1: The efficiency of the BMS01-06 planes extracted from the 2004 data with nominal beam intensity and standard physics triggers.

<table>
<thead>
<tr>
<th>Plane</th>
<th>BMS01</th>
<th>BMS02</th>
<th>BMS03</th>
<th>BMS04</th>
<th>BMS05</th>
<th>BMS06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td>94.7%</td>
<td>93.1%</td>
<td>93.7%</td>
<td>90.1%</td>
<td>93.8%</td>
<td>90.6%</td>
</tr>
</tbody>
</table>

Table 5.2: The fraction of events with one, more then one and without a reconstructed Beam Candidate (BC) for the 2004 data.

<table>
<thead>
<tr>
<th>Random trigger events</th>
<th>0 BC</th>
<th>1 BC</th>
<th>&gt;1 BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physics trigger events</td>
<td>11.8%</td>
<td>69.2%</td>
<td>19.0%</td>
</tr>
</tbody>
</table>

If time and spatial $\chi^2$ cuts are satisfied and at least one hit is present upstream of the Bend 6 magnet. Efficiency of this method was tested on unambiguous Beam Candidates where two hits were artificially removed [88].

#### 5.5 Determination of BMS efficiency

An efficiency for a BMS plane, for example let us consider plane number 1, can be defined as $\varepsilon_1 = \frac{N(1, 2, 3, 4, 5, 6)}{N(2, 3, 4, 5, 6)}$, where $N(1, 2, 3, 4, 5, 6)$ is the number of events for which all planes fired and $N(2, 3, 4, 5, 6)$ is the number of events where at least all planes besides the plane 1 fired. For the purpose of efficiency determination a plane is considered as fired if it has a hit within a time window around the trigger time. The window was set to be $\pm 2\sigma$ of the BMS plane time resolution. Similarly, the efficiency of other planes are defined. Results obtained from the 2004 data with nominal beam intensity are presented for all BMS planes in Table 5.1.

To estimate the efficiency of the whole beam reconstruction algorithm we must select events that contained a beam particle. Moreover selected beam particles should have travelled through the involved detectors, i.e. the BMS and the BT. Events where the trigger was caused by a halo muon would artificially reduce the efficiency as such muons most probably do not cross all active areas of the BMS. Therefore a sample of random trigger events was used with beam track reconstructed in FI detectors downstream of the target [88]. The beam track was required to pass through both target cells, which ensures that in the considered event there was a beam track in the geometrical acceptance of the BMS planes. A random trigger was used because in case of physics trigger the sample of events with beam track detected and reconstructed in the spectrometer is suppressed; the physics triggers are designed to select events where the beam muon has interacted in the target. Also the beam trigger cannot be used because the Beam Telescope (SciFI station FI01 X and Y planes) is a part of this trigger and this would introduce a bias to the estimation of efficiency. In Table 5.2 the beam momentum reconstruction efficiency for the 2004 data is presented. For comparison the efficiency calculated for physics triggers is also shown. The beam momentum reconstruction efficiency is estimated to be 93.3% based on random trigger events. In 3.3% of events more than one Beam Candidates were found. For nominal data taking the algorithm is able to reconstruct the beam momentum in 88.2% of events.
Table 5.3: The fraction of events with one, more than one and without a reconstructed Beam Candidate (BC) for three cases: BMS01-04 is used, BMS05 is also considered, all six BMS planes are utilised. The impact of BMS05 is already quite small and addition of the BMS06 plane does not provide further improvement.

### 5.6 The impact of the BMS06

Implementation of the BMS06 plane in the reconstruction algorithm, as well as tuning of the cuts used in the selection of good BMS hits for the 2004 data were responsibilities of the author. Due to a poor time resolution of this station a decision was made that it should be used in the same way as the BMS05.

In order to check if the implementation of the BMS06 in the algorithm of beam momentum reconstruction is working properly it was compared to the results obtained with BMS05 plane. Reconstruction of the beam momentum was performed twice with the same data sample. Once with only BMS03-05 planes included into the algorithm and for the second time with only BMS01-02 and BMS06. In the first case the BMS05 is the only active plane upstream of B6 magnet thus it will always have to be used to obtain a Beam Candidate. In the second case the BMS06 is the only plane downstream of B6 magnet and will always be used to obtain a Beam Candidate. For the considered data sample 3984 Beam Candidates were reconstructed with BMS05 hit and 4071 Beam Candidates were obtained when using BMS06. Thus we can conclude that both rescue planes give compatible results.

In Table 5.3 the impact of the BMS06 plane for the 2004 data is presented. Currently information provided by the BMS06 is almost not used in the reconstruction. There are two reasons that make the BMS06 redundant: the implementation of the plane only as a rescue one and the very good efficiency of BMS01-05 stations. However, it is fully implemented in the reconstruction algorithm and it can be used in case of a failure of one of the old planes without interruption of the data taking.

### 5.7 Conclusions on the beam momentum reconstruction.

A detailed description of the beam momentum reconstruction algorithm was presented along with discussion of fine tuning of its parameters for the 2004 data. The achieved efficiency of the beam momentum reconstruction is 93% for the 2004 data with uncertainty on the reconstructed momentum of $\sim 0.6\text{GeV}$.

In order to improve the redundancy of the BMS setup the new BMS06 plane was introduced into the algorithm. Finally as the BMS05 plane was produced using the same technology as BMS06, it was tested that the reconstruction using the BMS06 plane gives results comparable to the case where BMS05 was used.
Chapter 6

Alignment of the COMPASS spectrometer

An alignment of detectors can be divided into two stages. In the first one detectors are physically positioned with a precision of $\sim 1$ mm based on measurements performed by the surveyors. In the second stage, the positions of detectors are determined using reconstructed tracks of charged particles and each detector plane is aligned to a fraction of the detector resolution. This is a difficult task as the spectrometer includes more than 300 detector planes and for each plane at least 3 degrees of freedom have to be tuned. In addition, detectors have different sizes (from $4 \times 4$ cm$^2$ up to $4 \times 5$ m$^2$) and resolutions (from $10 \mu$m to $10$ cm). To make the situation more complex the magnetic fringe fields affect detectors measurements which calls for alignment in the presence of magnetic fields.

The knowledge of positions of tracking detectors, up to the best possible precision, is crucial for the efficient track reconstruction as well as for the vertex reconstruction and is important for precise determination of event kinematic variables.

The following chapter will focus on the offline part of the detectors alignment. Sec. 6.1 describes the parameters that are optimised in the alignment procedure. Secs 6.2, 6.3 and 6.4 describe the principle of alignment method. In Sec. 6.5 the alignment procedure is presented and Sec. 6.6 describes how alignment quality can be quantified.

The author was responsible for alignment of the COMPASS spectrometer for almost two years: June 2005 - December 2006 and June-July 2008. In Sec. 6.7 some of the results are presented. For a detailed discussion of detector alignment at COMPASS see also Refs [95] and [96].

6.1 Alignment parameters

6.1.1 Coordinate systems

The main COMPASS coordinate system is the following:

- Z axis - along the beam direction,
- Y axis - vertical directed from bottom to top,
- X axis - defined in such a way that the system is right-handed.

With each detector a local coordinate system is defined:
• Z axis - the same as in the main coordinate system,
• U axis - in the detector plane and perpendicular to strips/wires,
• V axis - defined in such a way that the system is right-handed.

6.1.2 Parameters

The position of each detector can be described by a set of parameters. For alignment purposes following set was chosen:

• \( \delta u \), the transverse detector offset perpendicular to the detector wires,
• \( \delta \theta \), the rotational detector offset in a plane perpendicular to the beam axis,
• \( \delta z \), the longitudinal detector offset along the beam axis.

The transverse offset of a detector along the wires (\( \delta v \)) cannot be directly taken into account since the detector does not give any information about the position along this direction. However if a detector station consists of at least two planes with a non zero angle between the measured directions then the \( \delta v \) can be determined.

A pitch of the detector is a distance between adjacent wires, strips or pads. It may happen that a pitch of a detector is different from the design value. To adjust the pitch value a \( \delta p \) parameter was introduced. A value \( (1 + \delta p) \) is used as a scaling factor for the detector pitch. The \( \delta p \) parameter is strongly correlated with the \( \delta z \) offset along the beam axis. Actually if all the tracks were straight and originated from the same point, then a strict relation would hold: \( \delta p = \delta z/z \). Even if these assumptions are not fulfilled still the \( \delta p \) parameter can be used to partially correct for the misalignment in \( Z \).

There are at least two additional parameters that could be used: \( \delta \theta_u \), \( \delta \theta_v \) which describe the rotational offsets out of the plane perpendicular to the beam axis. However the internal representation of detectors in COMPASS tracking software (CORAL) assumes that the detectors are perpendicular to the beam. This makes such parameters unusable in our case. Still if misalignments in \( \theta_u \) and \( \theta_v \) are small, their effect on the tracking would be of second order with respect to other parameters.

6.2 Principle of alignment

Measured hits in detectors are used to reconstruct tracks of charged particles. The difference \( \Delta S \) between position of hits as measured by detectors and expected from the track model can be expressed as a function of three independent sets of parameters

\[
\Delta S_j(u_j, \alpha^t, \alpha^a_j)
\]

with \( u_j \) being hit position in the \( j \)-th detector, the track parameters \( \alpha^t \) (e.g. in case of absence of magnetic fields the track is approximated by a straight line), and alignment parameters \( \alpha^a_j \) of the \( j \)-th detector. There is a set of track parameters \( \alpha^t \) for each considered track. However the alignment parameters \( \alpha^a \) are common to all tracks.
To obtain corrected detectors positions a minimisation of a global $\chi^2$ of all considered tracks is performed. The $\chi^2$ is defined as

$$\chi^2 = \sum_{i=1}^{n_{\text{track}}} \sum_{j=1}^{n_{\text{det}}} \frac{[\Delta S_{ij}(u_{ij}, \alpha'_i, \alpha''_j)]^2}{\sigma_j^2}$$

where $n_{\text{track}}$ is the number of used tracks, $n_{\text{det}}$ is the number of detectors contributing to the track $i$, $u_{ij}$ is a hit position of the $i$-th track as measured by the $j$-th detector, $\sigma_j$ is the detector resolution, $\alpha'_i$ are parameters of the track $i$ and $\alpha''_j$ are alignment parameters of the detector $j$. If the dependence of $\Delta S$ on the parameters $\alpha'_i$ and $\alpha''_j$ is linear the minimisation of the $\chi^2$ can be performed analytically. We write

$$\Delta S_{ij} = \Delta S_{ij}^0 + \sum_k \frac{\partial \Delta S_{ij}}{\partial \alpha_k} \alpha_k,$$

where the sum extends over all tracking and alignment parameters and $\Delta S_{ij}^0$ is the value of $\Delta S_{ij}$ when all parameters are set to zero. In order to perform the minimisation, all partial derivatives with respect to the parameters are requested to be zero. Thus we obtain

$$\frac{1}{2} \frac{\partial \chi^2}{\partial \alpha_m} = \sum_i \sum_j \frac{1}{\sigma_j^2} \frac{\partial \Delta S_{ij}}{\partial \alpha_1} \left( \Delta S_{ij}^0 + \sum_k \frac{\partial \Delta S_{ij}}{\partial \alpha_k} \alpha_k \right) = 0,$$

where $m$ goes over all tracking and alignment parameters. This results in following matrix equation

$$\begin{pmatrix}
\sum_i \sum_j \frac{1}{\sigma_j^2} \frac{\partial \Delta S_{ij}}{\partial \alpha_1} \\
\vdots
\sum_i \sum_j \frac{1}{\sigma_j^2} \frac{\partial \Delta S_{ij}}{\partial \alpha_m}
\end{pmatrix}
\begin{pmatrix}
\frac{\partial \Delta S_{ij}}{\partial \alpha_1} \\
\vdots
\frac{\partial \Delta S_{ij}}{\partial \alpha_m}
\end{pmatrix}
= -
\begin{pmatrix}
\sum_i \sum_j \frac{1}{\sigma_j^2} \Delta S_{ij}^0 \\
\vdots
\sum_i \sum_j \frac{1}{\sigma_j^2} \Delta S_{ij}^0
\end{pmatrix}.$$

It is easily seen that only a few terms are non zero thus the equation can be rewritten as follows

$$\begin{pmatrix}
\sum_i C_i \\
\vdots
G_i
\end{pmatrix}
\begin{pmatrix}
\frac{\partial \Delta S_{ij}}{\partial \alpha_1} \\
\vdots
\frac{\partial \Delta S_{ij}}{\partial \alpha_m}
\end{pmatrix}
= -
\begin{pmatrix}
\sum_i b_i \\
\vdots
0
\end{pmatrix}.$$

In this equation the matrices $C_i$, $G_i$, $G_i$ and the vectors $b_i$ and $\beta_i$ contain contributions from the $i$-th track. $C_i$ are symmetric matrices of dimension $n_{\text{det}}$ while $b_i$ is a vector of with size $n_{\text{det}}$ and both contain partial derivatives of $\Delta S$ with respect to the alignment parameters $\alpha''_j$. The $G_i$ are symmetric matrices of size $\nu$ equal to the number of parameters per track (size of $\alpha'_i$ vector). The $\beta_i$ are vectors of size $\nu$. Both $G_i$ and $\beta_i$ include only derivatives of $\Delta S$ with respect to track parameters $\alpha'_i$. The $G_i$ is a matrix with a row number of $n_{\text{det}}$ and a column number of $\nu$ and includes mixed terms of type $(\partial \Delta S_{ij}/\partial \alpha''_j)(\partial \Delta S_{ij}/\partial \alpha'_i)$. Solution of this equation requires inversion of the matrix. The time needed for a matrix inversion grows as $n^3$ where $n$ is its size. Inversion of a symmetric $10000 \times 10000$ matrix requires $\sim 1$ hour of computation on 2.6 GHz CPU and $\sim 200$ MB of memory for single precision representation [97]. Such size of the matrix is easily achieved using 2500 tracks (described by 4 parameters each) and about 1000 alignment parameters.
which are used in COMPASS to describe \( \sim 300 \) detector planes (3 parameters each). During alignment of the COMPASS spectrometer often much larger samples have to be used to obtain reliable results as a lot of detectors have none or very small overlap in terms of tracks crossing their active areas. Apart from computational constrains the direct inversion of very large matrices suffers from numerical divergences which can become a limiting factor.

Fortunately the matrix in Eq. 6.6 is sparse and has a special structure. It can be shown \[97\] that the alignment parameters can be obtained from the equation

\[
\alpha_a = (C')^{-1}b',
\]

(6.7)

where

\[
C' = \Sigma_i C_i - \Sigma_i G_i \Gamma_i^{-1} G_i^T, \quad b' = \Sigma_i b_i - \Sigma_i G_i \Gamma_i^{-1} \beta_i.
\]

(6.8)

Thus instead of inversion of the full matrix we have to invert \( \Gamma_i \) matrices one-by-one and then perform inversion of the \( C' \) matrix. Size of the \( C' \) matrix is equal to the number of alignment parameters. The inversion of \( C' \) becomes feasible because its size is much smaller than the size of the full matrix and is independent of the number of tracks. The matrix inversion which is the core of the alignment program is performed by a “Millepede” routine which was written by Volker Blobel, the co-author of Ref. [97].

### 6.3 \( \Delta S \) function and its derivatives

#### 6.3.1 Alignment with straight tracks

Alignment procedure requires determination of \( \Delta S \) function (Eq. 6.1) and its derivatives. As stated before the \( \Delta S \) depends on alignment parameters and on an assumed track model. In the simplest case, when the magnetic fields are turned off, the tracks can be approximated by straight lines. Alignment runs taken with SM1 and SM2 magnets switched off are used as a first step of the COMPASS alignment procedure. The position of the track at \( z_j \) position of detector \( j \) is described by

\[
x_j = x_0 + t_{x0}(z_j - z_0), \quad y_j = y_0 + t_{y0}(z_j - z_0).
\]

(6.9)

Here \( x_0, y_0 \) and \( z_0 \) are the track coordinates in the reference plane, usually chosen as the most upstream plane containing a hit associated to the track. The \( t_{x0} = \frac{dx}{dz}, \ t_{y0} = \frac{dy}{dz} \) are the tangents of the track angles with respect to the beam axis at the position \( z_0 \).

\( \Delta S \) can be expressed in terms of the track model and alignment parameters

\[
\Delta S_j = (1 + \delta p)\{\cos(\theta + \delta \theta)\{x_0 + t_{x0}(z_j + \delta z - z_0)\} \\
+ \sin(\theta + \delta \theta)\{y_0 + t_{y0}(z_j + \delta z - z_0)\}\} - (u_j + \delta u),
\]

(6.10)

where \( \theta \) is the angle between the U and X axes.
6.4 Constraints

The partial derivatives over track parameters are

\[
\frac{\partial \Delta S}{\partial x_0} = \cos \theta, \quad \frac{\partial \Delta S}{\partial y_0} = \sin \theta, \quad \frac{\partial \Delta S}{\partial t_{x0}} = \cos(\theta - z_0), \quad \frac{\partial \Delta S}{\partial t_{y0}} = \sin(\theta - z_0).
\]  

(6.11)

And the partial derivatives over the alignment parameters are expressed as

\[
\frac{\partial \Delta S}{\partial \delta u} = -1, \quad \frac{\partial \Delta S}{\partial \delta z} = t_{x0} \cos \theta + t_{y0} \sin \theta, \quad \frac{\partial \Delta S}{\partial \delta \theta} = -x_j \sin \theta + y_j \cos \theta, \quad \frac{\partial \Delta S}{\partial \delta p} = x_j \cos \theta + y_j \sin \theta.
\]  

(6.12)

6.3.2 Alignment in the presence of magnetic field

Fringe fields of SM1 and SM2 magnets affect nearby detectors. In case of drift detectors there is a Lorenz force \( q \vec{v} \times \vec{B} \) acting on the drift electrons inside the detector. The deflection causes the electrons to be registered by a different readout channel compared to the field-off case. This can be viewed as an effective movement of the detector in the presence of magnetic filed and is discussed in more detail in Sec. 6.7. The second effect originates from magnetised support structures of certain detectors. When the magnetic field is switched on after alignment run, their position can change due to a movement of the supports. Due to the mentioned effects, the alignment with magnetic field-on is essential for the COMPASS experiment.

In case of magnetic field-on the tracks are no longer straight. This calls for a more sophisticated track model to perform the minimisation. Such a model is based on the representation of tracks used in CORAL reconstruction program. In this model a track can be described by its parameters in the \( j \)-th detector as reconstructed by CORAL \((x_j^0, y_j^0, t_{xj}, t_{yj})\) corrected by linear deviations

\[
x_j = x_j^0 + \delta x_0 + \delta t_{x0}(z_j - z_0), \quad y_j = y_j^0 + \delta y_0 + \delta t_{y0}(z_j - z_0).
\]  

(6.13)

Here \( \delta x_0, \delta t_{x0}, \delta y_0, \delta t_{y0} \) are small corrections to the CORAL parameters. In such approach we are taking an advantage of CORAL to describe bent tracks properly, while the linear corrections of the initial CORAL track parameters allow to perform the iterative minimisation. It means that the model parameters can be updated without a need to perform a new tracking procedure. In the framework of this model we obtain an expression for \( \Delta S \)

\[
\Delta S_j = (1 + \delta p) \{ \cos(\theta + \delta \theta) [x_j^0 + t_{xj} \delta z + \delta t_{x0}(z_j + \delta z - z_0)]
+ \sin(\theta + \delta \theta) [y_j^0 + t_{yj} \delta z + \delta t_{y0}(z_j + \delta z - z_0)] \} - (u_j + \delta u).
\]  

(6.14)

When compared with straight tracks (Eq. 6.10) we see that the track parameters have been modified by \( \delta x_0, \delta t_{x0}, \delta y_0, \delta t_{y0} \) but the derivatives stay unchanged. Concerning derivatives over alignment parameters the only change to Eqs 6.12 is that \( t_{x0} \) and \( t_{y0} \) should be replaced by \( t_{xj} \) and \( t_{yj} \).

6.4 Constraints

The procedure described above is used for a relative alignment, where positions of detectors relative to each other will be constrained by the requirement for minimal \( \chi^2 \). However global transformations of the
spectrometer, like simultaneous rotations or translations of all detectors, will not affect the $\chi^2$. In order to prevent introduction of global transformations some constraints have to be introduced into the alignment procedure. This is done by introducing a reference system by fixing the alignment parameters of some detectors in the spectrometer. Usually the GM04 and GM10(09) are used. Those detectors are far enough from SM1 and SM2 magnets not to be affected by their fringe fields. They also provide a good compromise between the size (the constraining detector should cover as wide area as possible) and the resolution (as high as possible resolution is desired). The positions of these detectors should be easily obtainable from high precision surveyors measurements, which is indeed the case for GM04 and GM10(09).

### 6.5 The alignment procedure

During the data taking special runs for alignment purposes are recorded. Usually a set of two runs is taken: one with magnetic fields of SM1 and SM2 magnets turned off and the other with the nominal magnetic fields. Runs are taken with low intensity of the beam: about $10^6 \mu$/spill. Special types of triggers are used for these runs in order to illuminate Large Angle Trackers with beam and halo tracks resulting in $\sim 15k$ triggers per spill. Initial positions of the detectors are taken from measurements performed by surveyors. These measurements are performed for markers on the detector frame, so called fiducial marks, and an achieved precision is up to $300 \mu m$. From obtained fiducial marks positions the position of the centre of active area of the detector has to be calculated. Quite often it is not feasible to measure the required four points on the detector frame. Coupled with imprecise knowledge of the detectors internal structure and human errors this leads to a degradation of the precision. Hence it is assumed that a position of a detector is known with precision of $\sim 1 \text{ mm}$. For the rotation angle $\theta$ and the pitch usually the nominal values are taken.

The procedure consists of three steps. In the first one the alignment is performed using field-off runs. This ensures no misalignment between parts of the spectrometer upstream and downstream of the magnets and assures that there will be no momentum bias. In the next step the alignment is performed using field-on data, either from a special alignment run or a standard run used for physics analysis. The later one ensures the same conditions for detectors as during data taking and takes into account dependence of detectors response to fringe fields of SM1 and SM2 magnets. In the second step usually a data sample with standard triggers is used. In this case the beam tracks interact mostly in the target and are associated to a primary vertex. The relative alignment of detectors upstream and downstream of the target is not performed in this step. This is done in the third step using a special selection of “off-time” tracks. By including tracks that do not coincide in time with the trigger we increase the amount of pile-up beam muons in the sample. The probability that a pile-up particle interacts in the target is low and therefore the approximation of the tracks with straight lines in the target area is valid. At this step during $\chi^2$ minimisation the alignment parameters of detectors downstream of the target are fixed. This means that we are adjusting position of the Beam Telescope (which is upstream of the target) with regards to the rest of the spectrometer.

Each step is divided into three phases:

1. In the first one the data sample is reconstructed by the CORAL program using a description of the spectrometer stored in `detectors.dat` file. As an output, a ROOT [98] tree containing information about reconstructed tracks, hits and clusters is created.
2. In the second phase the information from the tree is used as an input for $\chi^2$ minimisation performed by the Millepede. As a result a set of alignment parameters for each detector is obtained.

3. In the last phase the positions stored in `detectors.dat` file are updated using results from the second phase.

As described in Sec. 6.2 we assumed that $\Delta S$ depends linearly on the alignment parameters and on the track parameters. In general it does not have to be true. However, the method still works well provided the corrections are small. If they are not small enough, it is possible to perform an iterative procedure; the updated alignment parameters are used to reconstruct the tracks again and perform a new alignment. The number of iterations depends on the size of the needed correction relative to the detector resolution. On average it is enough to perform three iterations for the procedure to converge.

6.6 Quality criteria

An evaluation of the alignment quality is based on two sets of criteria: absolute and relative ones.

6.6.1 Absolute criteria

Absolute criteria are defined as those where the value of considered observable is known for the perfectly aligned spectrometer. Such criteria can be either global, e.g. $\chi^2/ndf$ of the tracks, reconstructed invariant masses of particles like $K^0$, $D^0$, $J/\Psi$, or they can be defined per detector plane. Global criteria characterise quality of alignment of the spectrometer as a whole. They are very important as different parts of the spectrometer could be misaligned despite all the local criteria being satisfied.

There are four distributions that are used as local criteria for each detector plane:

- The distribution of residuum $\Delta u = u_{\text{cluster}} - u_{\text{tracks}}$, the difference between the position of a hit cluster and a reconstructed track. The mean value of $\Delta u$ is sensitive to a possible transverse displacement $\delta u$. The quality of alignment is indicated both by the position of the centre of this distribution and its shape. Unusual shape could indicate a misalignment, though it can be often attributed to problems in the detector itself or to an error in its calibration constants.

- $\Delta u$ as function of $u$. The slope of the correlation is sensitive to misalignment of pitch parameter and to some extent to $\delta z$ offset.

- $\Delta u$ as function of $v$. The slope is sensitive to rotational offset $\delta \theta$.

- $\Delta u$ as function of $\theta$. The slope is mostly sensitive to $\delta z$ offset. However, as $\delta z$ is highly correlated with $\delta p$ it is also sensitive to misalignment of pitch, similarly to $\Delta u$ versus $u$.

6.6.2 Relative criteria

As it was mentioned in previous section the local criteria are not sufficient to monitor alignment quality. On the other hand the absolute global criteria like the masses can be extracted precisely only using large statistics, which makes them not useful for constant monitoring of the alignment. Thus other global criteria were defined:
• Number of all reconstructed tracks per event,
• Ratio of the numbers of tracks reconstructed in the LAS and the SAS,
• Number of reconstructed vertices per event,
• Number of tracks associated to vertex,
• Fraction of events with reconstructed primary vertex.

Few words of explanation about the first two relative criteria is in order. For example, in case if there is misalignment of spectrometer zones before and after SM2 magnet, a particle can be reconstructed as two tracks, one in the LAS and the other in the SAS, instead of one long track. The correction of the misalignment will lead to a decrease of the number of reconstructed tracks. Thus, in case of perfectly aligned spectrometer the number of all reconstructed tracks will not be maximal, we rather expect that ratio of numbers of tracks in the LAS and the SAS will be close to 1.

One more set of variables is used for relative criteria, although not for constant monitoring of alignment quality. These are the widths of reconstructed particle mass distributions, e.g. \( K^0, D^0, J/\Psi \). As for the criteria listed above, the expected values of the widths are not known even for perfectly aligned spectrometer. Thus these can be used mainly to compare between different descriptions of spectrometer geometry. The evaluation using global criteria is performed on data collected during standard physics runs. The special alignment runs are not used for this purpose.

6.7 Results

6.7.1 Convergence of alignment procedure

In Fig. 6.1 the convergence of the procedure is presented. Three detectors were artificially misaligned: FI07 was transversely shifted by \( 1\sigma \), GM05 pitch was enlarged by \( 1\% \) and MM03 was rotated by \( 1^\circ \). Then four iterations of the alignment were performed. One can see in the plots that small misalignments are corrected immediately. However, the procedure is not able to correct for a large misalignment in one iteration. Performing a few iterations enables the alignment to converge.

6.7.2 Impact of magnetic fields

As stated in Sec. 6.3.2 the alignment with magnetic fields is essential for the COMPASS setup. This originates from the fact that some of the detectors are affected by the fringe fields of SM1 and SM2 magnets. This phenomenon is illustrated in Fig. 6.2. White histogram represents the distribution of residuals \( \Delta u \) for GM01X and GM02X planes. It is obtained from an alignment run with magnets turned off. On can see that detectors are correctly aligned - mean values of the residuals are centred at zero. Shaded histogram corresponds to the data taken during a physics run a few minutes after the alignment run. A clear discrepancy is observed between the mean values of residual distributions. The “movement” in case of GM01X is five times larger than the detector resolution. The effect is not visible in \( Y \) projections because it is only present in bending plane of the magnets. The GM01-03 stations are located close to the SM1 magnet and are exposed to its
Figure 6.1: The convergence of alignment procedure. Top row shows distributions of residuals for FI07X detector with initial misalignment of 1 σ of its resolution. The middle row shows the residuals as a function of the position \( v \) perpendicular to the measured direction of MM03X detector. The initial misalignment of the detector’s angle \( \theta \) was 1°. The bottom row presents the residuals as a function of position \( u \) along the measured direction of the GM05X detector. The initial misalignment of detector’s pitch \( p \) was 1%. The columns present the results for the initial conditions (left), after 2 iterations of alignment procedure (middle) and after 4 iterations (right).

Figure 6.2: The residuals \( \Delta u \) for detector planes GM01X (left) and GM02X (right). Empty histograms present residuals obtained on data collected with magnets switched OFF. The residuals are centred at zero indicating proper alignment. The shaded histograms present residuals obtained from data collected with magnets switched ON using the same geometry description as for the FIELD OFF case. A clear offset from zero is visible.
Table 6.1: Change of relative criteria values for event reconstruction using proper geometry description compared to reconstruction using geometry description from previous week of data taking. It is seen that all the criteria have improved. Moreover the improvement for all but one is statistically significant.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Corrected - Previous</th>
<th>$\sigma$</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;\chi^2&gt;$: all tracks</td>
<td>-0.8720</td>
<td>0.0044</td>
<td>198.18</td>
</tr>
<tr>
<td>$&lt;\chi^2&gt;$: LAS</td>
<td>-0.9570</td>
<td>0.0030</td>
<td>319.00</td>
</tr>
<tr>
<td>$&lt;\chi^2&gt;$: SAS</td>
<td>-1.0710</td>
<td>0.0077</td>
<td>139.09</td>
</tr>
<tr>
<td>$&lt;\chi^2&gt;$: $\mu'$</td>
<td>-0.9820</td>
<td>0.0049</td>
<td>200.41</td>
</tr>
<tr>
<td># Tracks / Event</td>
<td>72.60</td>
<td>13.16</td>
<td>5.52</td>
</tr>
<tr>
<td>% Events with PV</td>
<td>0.020</td>
<td>0.117</td>
<td>0.17</td>
</tr>
<tr>
<td>% Events with $\mu'$</td>
<td>0.050</td>
<td>0.034</td>
<td>1.47</td>
</tr>
<tr>
<td># Sec. vert. / Event</td>
<td>0.694</td>
<td>0.243</td>
<td>2.86</td>
</tr>
<tr>
<td># Tracks in PV</td>
<td>0.017</td>
<td>0.004</td>
<td>4.25</td>
</tr>
</tbody>
</table>

6.7.3 Alignment sensitivity

During the data taking usually once per week a one day “Machine Development” (MD) takes place. During the MD technicians perform the accelerator maintenance. Detector experts in the experiment usually take advantage of that time to perform repairs or upgrades of detectors. Often it results in a movement of detectors and thus requires a new alignment. Table 6.1 shows a comparison of tracking performances for the data taken after a MD with two different detectors.dat, where one was obtained using the data collected before the MD and the second one after the MD. The criteria used for the performance evaluation can be grouped into two sets. First one consist of average track $\chi^2$’s for different track sub-samples. We expect to observe a decrease of $\chi^2$ with improved alignment. The second set contains: fraction of events with reconstructed PV, average number of tracks associated to PV, fraction of events with reconstructed scattered muon, average number of secondary vertices per event. For the criteria in the second set we expect to observe an increase with improved alignment. Indeed, all of the criteria indicate a better performance of the track reconstruction with new alignment.

The values of the considered criteria vary significantly on the event-by-event basis. Thus as an estimate of uncertainty of their comparison a t-test is used (Chapter 12 of Ref. [99]). For each criterion a variable $t = <X_A - X_B>/\sigma(X_A - X_B)$ is calculated, with $X_i$ being the values of the criterion $X$ for the two samples. The values of $t > 1$ indicate a significant difference between the samples. As the error we take the $\sigma$ of the distribution of differences between mean values extracted from several sub-samples.

6.7.4 Global alignment

As explained in Sec. 6.4 the alignment procedure provides the relative alignment of detector planes. In order to cope with possible shifts and rotations of the whole spectrometer additional position constraints (pivot points) are used. The position of the pivot points is crucial as even small bias in their position will lead to a global movement of the spectrometer. Such an effect is presented in Fig. 6.3. The alignment was performed with fixed parameters of GM04 and GM10 detectors. The new positions of detectors were compared to positions obtained from surveyors measurements. All detectors with available results of survey...
measurements were taken into account. The plot shows the difference between position obtained from the alignment and from the survey as a function of Z position of detector (Figs. 6.3a and 6.3b). The error bars correspond to the resolution of surveyors measurement.

In Fig. 6.3a the points are grouped along two lines, one is along the Z axis and the second one is at an angle with regards to the Z axis. The points that lay along the Z axis correspond to detectors that do not measure the Y coordinate thus their Y position was not changed by the alignment procedure. The points grouped along a line at an angle to the Z axis indicate a global rotation of the spectrometer.

The problem was traced and found to be due to an error in the calculation of the position GM04 detector’s centre (the GM04 detector was used as a pivot point in the alignment procedure and is located at $Z = 960\, \text{cm}$). Also the centres of SI detectors were determined erroneously. After the correction of their position the alignment procedure was repeated from scratch. The result is presented in Fig. 6.3b with the spectrometer rotation not present. The Fig. 6.3c displays the difference between the results of the alignment procedure performed twice (before and after the correction). It contains more points as values for the detectors without surveyor measurements are also plotted. A consistent rotation of obtained spectrometer geometry is observed.
Chapter 7

Data analysis

In this chapter details of the data analysis are given. First the theoretical basis of evaluation of gluon polarisation, $\Delta G/G$, is discussed. It is followed by a review of external information needed for $\Delta G/G$. Then the different methods of cross section asymmetry and $\Delta G/G$ extraction are detailed. The last part of this chapter is dedicated to description of the events selection.

7.1 Gluon polarisation from high $p_T$ hadron pairs

7.1.1 Motivation for selection of high $p_T$ events

As it was shown in Sec. 2.2.4 the uncertainty of determination of the $\Delta G$ from QCD evolution of $g_1$ structure function is currently very large. This is due to the fact that only limited range of $x$ and $Q^2$ is covered by present experiments with polarised beams and targets. In order to determine the gluon spin contribution to the nucleon spin a direct measurement is required. To perform such a measurement a probe that has access to gluons is needed. In DIS experiments the Photon Gluon Fusion (PGF, $\gamma g \rightarrow q\bar{q}$) process can be used as a such probe. In the PGF a virtual photon interacts with a gluon from the nucleon with production of a quark-antiquark pair (Fig. 7.1a). As the PGF is the lowest order pQCD process where lepton interacts with gluon from the nucleon we will be calling it (and all other processes of the same order) as LO pQCD. With a polarised beam and a polarised target one gets an access to the spin dependent gluon distribution functions via the measurement of the double spin asymmetry.

To tag such events in the COMPASS experiment we use two complementary channels. First one is the open charm production with the D meson in the final state. Because the contribution of the charmed quarks in the nucleon is expected to be small, then in LO pQCD the only process contributing to the charm pro-

![Figure 7.1: PGF and background processes.](image-url)
duction is the PGF. By selecting charmed mesons we obtain a signal free from physics background. The
disadvantages of this channel are a limited statistics, due to a strong suppression of this channel by the large
mass of charmed quark, and a large combinatorial background. The method and the obtained results are
described in detail in Refs [10, 49]. The second method is based on a selection of a pair of hadrons with
high transverse momenta. The high $p_T$ channel data were divided into two kinematic regions, $Q^2 < 1 \text{GeV}^2$
and $Q^2 > 1 \text{GeV}^2$. The division originates from the limited regions of applicability of various MC generators
which are essential for this analysis, as described in Chapter 8. The results and the details of the analysis
covering low $Q^2$ region are presented in Refs [11, 100], while $Q^2 > 1 \text{GeV}^2$ region is considered in this
thesis.

In contrast to the open charm channel, in this analysis we consider mainly production of light quarks (u,
d, s), hence the statistics is much larger. The drawback for this channel is the contribution from background
processes which have to be considered as well. The background to the PGF comes from the Leading Process
(LP, $\gamma q \rightarrow q$), the QCD Compton (QCDC, $\gamma q \rightarrow qg$) (see Figs 7.1b and 7.1c) as well as from Resolved Photon
Processes which are studied in more detail in Sec. 10.7. The LP in the inclusive case contributes to $\sim 80\%$
of events, therefore it has to be strongly suppressed by our event selection.

The PGF process in the photon-gluon centre-of-mass system is shown in Fig. 7.2. In this system the produced
quarks are emitted back-to-back. After the Lorentz boost to the laboratory system they can still have
large transverse momenta with respect to the virtual photon direction [101]. Another contribution to the
transverse momenta of produced quarks come from the intrinsic transverse momentum $k_T$ of partons. The
distribution of transverse momentum of quarks in the nucleon can be described by a Gaussian distribution
with a mean value $\langle k_T \rangle \approx 440 \text{MeV}$. The outgoing quark carries a fraction $x$ of struck parton momentum,
thus on average it gets the transverse momentum $\langle k_T \rangle \cdot x < 400 \text{MeV}$. As described in Sec. 2.3, due to
the confinement the quarks are not observed as free particles. During the process of fragmentation they
are “dressed” into hadrons. The transverse momentum of a hadron, with respect to the produced quark
direction, obtained in the fragmentation is of the same order as $k_T$; $< p_T^{\text{frag}} > \approx 360 \text{MeV}$. Adding both
in quadrature leads to a value of $570 \text{MeV}$. Requiring two hadrons with larger transverse momentum will
suppress contribution from LP as $k_T$ and fragmentation are the only sources of transverse momentum in this
case. The QCDC process is not suppressed by such requirement, as due to the gluon emitted in the final
state the produced hadrons can acquire transverse momentum besides contributions from intrinsic partons
$k_T$ and from the fragmentation. The detail description of event selection is presented in Sec. 7.4.
7.1.2 Extraction of \( \Delta G/G \)

As the background processes cannot be eliminated from the event sample the measured double spin asymmetry will contain contributions from all of them

\[
A_{LL}^{PT} = \frac{\Delta \sigma}{\sigma} = \frac{\Delta \sigma_{\text{PGF}} + \Delta \sigma_{\text{QCD}} + \Delta \sigma_{\text{LP}}}{\sigma_{\text{PGF}} + \sigma_{\text{QCD}} + \sigma_{\text{LP}}}. \tag{7.1}
\]

Assuming factorisation of the cross section into hard and soft parts, the cross sections for the contributing processes can be expressed as

\[
\begin{align*}
\sigma_{\text{PGF}} &= G \otimes \hat{\sigma}_{\text{PGF}} \otimes H, & \Delta \sigma_{\text{PGF}} &= \Delta G \otimes \Delta \hat{\sigma}_{\text{PGF}} \otimes H, \\
\sigma_{\text{QCD}} &= \sum f \delta f \otimes \hat{\sigma}_{\text{QCD}} \otimes H, & \Delta \sigma_{\text{QCD}} &= \sum f \delta f \Delta \hat{\sigma}_{\text{QCD}} \otimes H, \\
\sigma_{\text{LP}} &= \sum f \delta f \otimes \hat{\sigma}_{\text{LP}} \otimes H, & \Delta \sigma_{\text{LP}} &= \sum f \delta f \Delta \hat{\sigma}_{\text{LP}} \otimes H.
\end{align*} \tag{7.2}
\]

Here \( \hat{\sigma} \) and \( \Delta \hat{\sigma} \) are the spin averaged and spin dependent partonic cross sections describing interaction of virtual photon with the struck parton (bottom vertex of Feynman diagrams in Fig. 7.1), the sum \( \sum f \) is over all contributing quarks and antiquarks, and \( H \) is the fragmentation function for given process into observed hadronic state (cf. Sec. 2.3), which is assumed to be spin independent as long as the polarisation of the final hadronic state is not studied. For simplicity the dependence of the fragmentation function \( H \) on the initial partonic state is not shown explicitly.

Let us rewrite the polarised cross section for the PGF process in the following form

\[
\Delta \sigma_{\text{PGF}} = \frac{\Delta G \otimes \Delta \hat{\sigma}_{\text{PGF}} \otimes H}{G \otimes \hat{\sigma}_{\text{PGF}} \otimes H} \cdot G \otimes \hat{\sigma}_{\text{PGF}} \otimes H = \frac{\Delta G \otimes \Delta \hat{\sigma}_{\text{PGF}} \otimes H}{G \otimes \hat{\sigma}_{\text{PGF}} \otimes H} \cdot \sigma_{\text{PGF}}. \tag{7.3}
\]

Thus leading to

\[
\Delta \sigma_{\text{PGF}} = \left\langle \frac{\Delta G}{G} \hat{\sigma}_{\text{LL}}^{\text{PGF}} \right\rangle \sigma_{\text{PGF}},
\]

where \( \hat{\sigma}_{\text{LL}}^{\text{PGF}} = \Delta \hat{\sigma}_{\text{PGF}} / \sigma_{\text{PGF}} \) is the partonic cross section spin asymmetry, also referred to as the analysing power, and the average of a quantity \( X \) is defined as

\[
<X> = \frac{\int_{\text{sample}} X(x) G(x) \hat{\sigma}_{\text{PGF}}(x,z) H(z) dx dz}{\int_{\text{sample}} G(x) \hat{\sigma}_{\text{PGF}}(x,z) H(z) dx dz}. \tag{7.5}
\]

The average \( \left\langle \frac{\Delta G}{G} \hat{\sigma}_{\text{LL}}^{\text{PGF}} \right\rangle \) can be decomposed into a product of average values

\[
\left\langle \frac{\Delta G}{G} \hat{\sigma}_{\text{LL}}^{\text{PGF}} \right\rangle = \left\langle \frac{\Delta G}{G} \hat{\sigma}_{\text{LL}}^{\text{PGF}} \right\rangle \left\langle \frac{\hat{\sigma}_{\text{LL}}^{\text{PGF}}}{\hat{\sigma}_{\text{PGF}}(\hat{\sigma}_{\text{PGF}})} \right\rangle = \left\langle \frac{\Delta G}{G} \right\rangle_{\text{aLL}} \left\langle \hat{\sigma}_{\text{PGF}} \right\rangle, \tag{7.6}
\]

where the average \( \left\langle \frac{\Delta G}{G} \right\rangle_{\text{aLL}} \) contains \( \hat{\sigma}_{\text{PGF}} \) in the weight.

Now we will assume that \( \Delta G/G(x) \) is a linear function of \( x \). Although the shape of this distribution is not known, it is a good approximation provided the result is obtained in narrow bins of \( x \). With this assumption the average \( \left\langle \frac{\Delta G}{G} \right\rangle_{\text{aLL}} \) can be approximated \([102]\) by value of \( \Delta G/G \) at average \( x \), \( \left\langle \Delta G/G \right\rangle_{\text{aLL}} \approx \Delta G/G(\bar{x}G) \), thus leading to

\[
\Delta \sigma_{\text{PGF}} \approx \frac{\Delta G}{G} (\bar{x}G) \left\langle \hat{\sigma}_{\text{LL}}^{\text{PGF}} \right\rangle \sigma_{\text{PGF}}. \tag{7.7}
\]
The same procedure applied to QCDC and LP leads to

\[
\Delta \sigma^{QCDC} \approx A_1^{LO}(\bar{x}_C) \left< a_{LL}^{QCDC} \right> \sigma^{QCDC},
\]

(7.8)

\[
\Delta \sigma^{LP} \approx A_1^{LO}(\bar{x}) \left< a_{LL}^{LP} \right> \sigma^{LP},
\]

(7.9)

where

\[
A_1^{LO} = \frac{\sum_f e_f^2 \Delta q_f}{\sum_f e_f^2 q_f}.
\]

(7.10)

Putting Eqs 7.7-7.9 into Eq. 7.1 we obtain

\[
A_{TLL}^{PT}(x) = R_{PGF} \left< a_{LL}^{PGF} \right> \frac{\Delta G}{G}(\bar{x}_G) + R_{QCDC} \left< a_{LL}^{QCDC} \right> A_1^{LO}(\bar{x}_C) + R_{LP} \left< a_{LL}^{LP} \right> A_1^{LO}(\bar{x}),
\]

(7.11)

where \( R_i = \sigma^i/\sigma \) is a fraction of the process \( i \) in the sample. Fractions \( R_i \) are estimated using a MC simulation. The \( x_i = (\hat{s} + Q^2)/2M_\nu \) is the fraction of nucleon momentum carried by the struck parton; a gluon in case of PGF \( (x_G) \) and a quark in case of QCDC \( (x_C) \), with \( \hat{s} \) being the invariant mass of the system virtual boson - interacting parton. The partonic asymmetries \( a_{LL}^i \) are calculated in LO pQCD. For \( A_1^{LO} \) there are two possibilities to estimate it. As it is expressed in terms of polarised and unpolarised quark distributions (PDFs) existing parametrisations of the world data could be used. The other option is to use directly the measured inclusive asymmetry \( A_1 \). The second option was selected in this thesis because for the determination of PDFs assumptions on the shape of \( \Delta G \) and \( G \) as a function of \( x \) are needed and this could lead to a bias of extracted \( \Delta G/G \).

Previous high \( p_T \) analyses \([12, 103, 104]\) had done further assumptions. First, it was assumed that the measured inclusive asymmetry \( A_{TLL}^{inc} \approx A_1 D \) contains only the LP contribution. With such assumption we obtain \( A_1 \) as (cf. Eqs 2.18, 2.28 and 2.30)

\[
A_1 \approx \frac{\sum_f e_f^2 \Delta q_f}{\sum_f e_f^2 q_f} \equiv A_1^{LO}.
\]

(7.12)

Thus the equation for \( A_{TLL}^{PT} \) can be rewritten as

\[
A_{TLL}^{PT}(x) \approx R_{PGF} \left< a_{LL}^{PGF} \right> \frac{\Delta G}{G}(\bar{x}_G) + R_{QCDC} \left< a_{LL}^{QCDC} \right> A_1^{LO}(\bar{x}_C) + R_{LP} \left< a_{LL}^{LP} \right> A_1^{LO}(\bar{x}).
\]

(7.13)

To obtain a value of \( \Delta G/G \) the mean values of \( A_{TLL}^{PT}, R_i, a_{LL}^i \) and \( A_1 \) are put into Eq. 7.13. Results of such an analysis performed at COMPASS are presented in Ref. [104].

However, we know from MC simulations that for the inclusive sample \( R_{LP} \neq 1 \) and all three processes contribute to the inclusive asymmetry \( A_{TLL}^{inc} \). To cope with this a new method of analysis was developed. The inclusive asymmetry can be decomposed in a similar way as \( A_{TLL}^{PT} \) in Eq. 7.11

\[
A_1(x)D \approx A_{TLL}^{inc}(x)
\]

\[
=R_{PGF}^{inc} \left< a_{LL}^{inc,PGF} \right> \frac{\Delta G}{G}(\bar{x}_G) + R_{QCDC}^{inc} \left< a_{LL}^{inc,QCDC} \right> A_1^{LO}(\bar{x}_C) + R_{LP}^{inc} \left< a_{LL}^{inc,LP} \right> A_1^{LO}(\bar{x}).
\]

(7.14)

The expressions for \( a_{LL}^i \)’s are the same as in \( A_{TLL}^{PT} \) case, however to emphasise the fact that the kinematic phase space is different they are presented with \( inc \) index. In general \( y, x, x_G \) and \( x_C \) in the inclusive and
high $p_T$ samples could be different. However, it was checked with the MC that the average values of $x_1$ are
very similar for the two samples. Therefore, for the further analysis a plausible assumption was made that
they are the same for the two samples, which simplifies significantly the analysis. Let us rewrite Eq. 7.14
taking advantage of the fact that $D = D_{\text{inc}}^{\text{LP}}$ and introduce the equation for $A_1$ measured at $\bar{x} = \bar{x}_C$

\[
A_1(x) = A_1^{LO}(\bar{x}) R_{\text{inc}}^{\text{LP}} + A_1^{LO}(\bar{x}_C) R_{\text{inc}}^{\text{QCDC}} \frac{\langle \hat{a}_{\text{LL}}^{\text{inc, QCDC}} \rangle}{D} + \frac{\Delta G}{G} (\bar{x}_G) R_{\text{inc}}^{\text{PGF}} \frac{\langle \hat{a}_{\text{LL}}^{\text{inc, PGF}} \rangle}{D},
\]

(7.15)

\[
A_1(x_C) = A_1^{LO}(\bar{x}_C) R_{\text{inc}}^{\text{LP}} + A_1^{LO}(\bar{x}_C) R_{\text{inc}}^{\text{QCDC}} \frac{\langle \hat{a}_{\text{LL}}^{\text{inc, QCDC}} \rangle}{D} + \frac{\Delta G}{G} (\bar{x}_G) R_{\text{inc}}^{\text{PGF}} \frac{\langle \hat{a}_{\text{LL}}^{\text{inc, PGF}} \rangle}{D},
\]

(7.16)

with $x_C$ and $x_G$ being fractions of nucleon momentum carried by the struck parton for sample measured at
$\bar{x} = \bar{x}_C$.

Therefore we have a set of 3 equations (7.11, 7.15, 7.16) and three unknowns: $\Delta G/G$, $A_1^{LO}(x)$ and
$A_1^{LO}(x_C)$. After combining the equations and neglecting small terms (the fractions $R_{\text{PGF}}$ and $R_{\text{QCDC}}$ are
much smaller for the inclusive sample than for the high $p_T$ sample) the formula for $A_{\text{LL}}^{PT}$ reads

\[
A_{\text{LL}}^{PT}(x) = R_{\text{PGF}} \langle \hat{a}_{\text{LL}}^{\text{PGF}} \rangle \frac{\Delta G}{G} (\bar{x}_G) \\
+ \frac{R_{\text{LP}}}{R_{\text{inc}}^{\text{LP}}} D \left( A_1(\bar{x}) - A_1(\bar{x}_C) \langle \hat{a}_{\text{LL}}^{\text{QCDC}} \rangle R_{\text{inc}}^{\text{QCDC}} \frac{\langle \hat{a}_{\text{LL}}^{\text{inc, QCDC}} \rangle}{D} - R_{\text{inc}}^{\text{PGF}} \langle \hat{a}_{\text{LL}}^{\text{inc, PGF}} \rangle \frac{\Delta G}{G} (\bar{x}_G) \right) \\
+ \frac{R_{\text{QCDC}}}{R_{\text{inc}}^{\text{LP}}} \langle \hat{a}_{\text{LL}}^{\text{QCDC}} \rangle \left( A_1(\bar{x}_C) - A_1(\bar{x}_C) \langle \hat{a}_{\text{LL}}^{\text{inc, QCDC}} \rangle R_{\text{inc}}^{\text{QCDC}} \frac{\langle \hat{a}_{\text{LL}}^{\text{inc, QCDC}} \rangle}{D} - R_{\text{inc}}^{\text{PGF}} \langle \hat{a}_{\text{LL}}^{\text{inc, PGF}} \rangle \frac{\Delta G}{G} (\bar{x}_G) \right).
\]

(7.17)

Because the terms $\Delta G/G$ are present in Eq. 7.17 at two different $x_G$ values (denoted as $x_G$ and $x'_G$), the
extraction of $\Delta G/G$ requires a new definition of average $x_G$ at which the measurement is performed

\[
x_G^{\text{av}} = \frac{\alpha_1 x_G - \alpha_2 x'_G}{\lambda},
\]

(7.18)

where

\[
\alpha_1 = \langle \hat{a}_{\text{LL}}^{\text{PGF}} \rangle R_{\text{PGF}} - \langle \hat{a}_{\text{LL}}^{\text{inc, PGF}} \rangle R_{\text{inc}}^{\text{PGF}} \frac{R_{\text{inc}}^{\text{LP}}}{R_{\text{inc}}^{\text{LP}}}, \quad \alpha_2 = \langle \hat{a}_{\text{LL}}^{\text{inc, PGF}} \rangle R_{\text{inc}}^{\text{QCDC}} \frac{R_{\text{inc}}^{\text{LP}}}{R_{\text{inc}}^{\text{LP}}} \langle \hat{a}_{\text{LL}}^{\text{QCDC}} \rangle, \quad \lambda = \alpha_1 - \alpha_2.
\]

(7.19)

(7.20)

The final formula for the gluon polarisation reads now

\[
\Delta G/G(x_G^{\text{av}}) = \frac{A_{\text{LL}}^{PT}(\bar{x}) + A^{\text{corr}}}{\lambda},
\]

(7.21)

\[
A^{\text{corr}} = -A_1(\bar{x}) D \frac{R_{\text{inc}}^{\text{LP}}}{R_{\text{inc}}^{\text{PGF}}} - A_1(\bar{x}_C) \beta_1 + A_1(\bar{x}_C) \beta_2,
\]

(7.22)

where
\[ \beta_1 = \frac{1}{R_{inc,LP}} \left( \langle \hat{a}_{LL, QCDC} \rangle_R - \langle \hat{a}_{inc, QCDC} \rangle_{R_{inc,LP}} \right) R_{inc,LP}^2, \]  
\[ \beta_2 = \left( \langle \hat{a}_{LL, QCDC} \rangle_{R_{inc,LP}} - \langle \hat{a}_{QCDC} \rangle_R \right) R_{inc,LP}. \]

In the following the \( \bar{x}_C \) is assumed to be equal to \( \bar{x}_C \). Possible impact of \( \bar{x}_C \) being different from \( \bar{x}_C \) is taken into account in the systematic error estimation.

In order to reduce the statistical uncertainty a weighted estimator for \( \Delta G/G \) is used. A value of \( \Delta G/G \) is calculated on the event-by-event basis and a weight is applied \((\text{cf. Secs 7.3.5 and 9.2})\). All the input variables like \( \hat{a}_{LL} \) or \( R \) are estimated using Neural Networks. In order not to introduce a bias in \( \Delta G/G \) extraction one has to take into account the fact that the average \( x \) and \( y \) are different for inclusive and high \( p_T \) samples. In case of a proposed weighted method of \( \Delta G/G \) extraction this requirement is automatically fulfilled because the fractions and analysing powers are estimated on the event-by-event basis.

7.2 Inputs to the asymmetry

7.2.1 Beam and target polarisation

The beam polarisation \( P_b \) is calculated for the measured beam momentum on the event-by-event basis using a parametrisation, as discussed in Sec. 4.2. In Fig. 4.1 the dependence of the beam polarisation on its momentum is presented for year 2004. The relative uncertainty of the beam polarisation is 5% \([70]\).

The target polarisation \( P_t \) is measured by the NMR coils \((\text{cf. Sec. 4.3})\) several times per run, which typically takes 30-60 minutes, and then averaged to obtain a single polarisation value for a given run. The relative precision of the target polarisation measurement is 5% \([70]\).

7.2.2 Dilution factor

The dilution factor \( f \) is introduced to quantify the fraction of interactions that occurred in the polarisable material. The naive expectation in case of the COMPASS polarised deuteron target would be that the dilution factor \( f \) equals to 0.5, because four out of eight nucleons in the \(^6\text{LiD} \) system are polarisable \((\text{cf. Sec. 4.3})\). However besides \(^6\text{LiD} \) there are also other materials in the target cells. These are mainly \(^3\text{He} \) and \(^4\text{He} \) used for the cooling of the target material, but also C, F, Ni and Cu from the NMR coils. All these materials have to be included in the computation of the dilution factor. Apart from the number of nucleons bound in nuclei of a given type also the corresponding cross sections enter the dilution factor. Therefore \( f \) depends on the event kinematics. The dilution factor is defined as

\[ f_{\text{bare}}(x, Q^2) = \frac{n_d \sigma_d(x, Q^2)}{n_d \sigma_d(x, Q^2) + \sum_A n_A \sigma_A(x, Q^2)}, \]

where \( n_i \) corresponds to number of nuclei of type \( i \) inside the target, \( \sigma_d \) and \( \sigma_A \) are the unpolarised cross sections for the muon-deuteron and muon-nucleus scattering respectively. The above expression can be
rewritten in following form
\[ f_{\text{bare}} = \frac{n_d}{n_d + \sum A n_A \sigma_A / \sigma_d}. \]  
(7.26)

The ratio \( \sigma_A / \sigma_d \) is approximately proportional to the ratio of unpolarised structure function \( F_A^2 / F_d^2 \). The dilution factor is computed using a parametrisation of the cross section ratios measured by NMC and EMC experiments and the composition of the material inside the COMPASS target \([105]\). The dilution factor defined in Eq. 7.26 is multiplied by factor \( C \approx 1.9 \) which takes into account:

- purity of the material used for the \( ^6\text{LiD} \) production,
- the \( ^6\text{Li} \) nucleus can be treated as \( \alpha \) particle plus quasi-free \( p \) and \( n \) thus we take into account:
  - probability that the quasi-free \( p \) and \( n \) in \( ^6\text{Li} \) are aligned with respect to each other (when they can be treated as the deuteron) \([76]\),
  - correction to such deuteron originating from a fact that it can be in D-state where nucleons can be anti-aligned with respect to the deuteron spin cf. Sec. 7.2.4.

In addition the factor \( C f_{\text{bare}} \) is multiplied by the factor \( \rho \) to take into account the unpolarised radiative corrections. These corrections were calculated using the TERAD program \([106]\). The radiative corrections are discussed in more detail in Sec. 10.6. Final effective dilution factor is defined therefore as

\[ f = \rho C f_{\text{bare}}. \]  
(7.27)

The effective dilution factor for this analysis is shown in Fig. 7.3. The relative uncertainty of the dilution factor in COMPASS kinematics was estimated to be \( \sim 2\% \).

7.2.3 Depolarisation factor

The depolarisation factor describes the transfer of the polarisation from the incoming muon to the virtual photon and is given by \([107]\)

\[ D = \frac{y \left[ (1 + \gamma^2 y/2) (2 - y) - 2 y^2 m^2_\mu/Q^2 \right]}{y^2 \left( 1 - 2 m^2_\mu/Q^2 \right) \left( 1 + \gamma^2 \right) + 2 (1 + R) \left( 1 - y - \gamma^2 y^2/4 \right)}. \]  
(7.28)
In contrast to Eq. 2.22 the mass of the muon is not neglected here. The depolarisation factor $D$ is to a good approximation directly proportional to $y$. Therefore events with large values of $y$ are more sensitive to spin effects. The average value of $D$ is $\langle D \rangle = 0.63$ in 2002, $\langle D \rangle = 0.65$ in 2003 and $\langle D \rangle = 0.64$ in 2004.

### 7.2.4 Deuteron D wave correction

When presenting measurements performed on a deuteron target it is customary to do it in terms of an average nucleon $N$. The cross section for such average nucleon is defined as $\sigma_N = (\sigma_p + \sigma_n)/2$. To translate spin dependent measurements performed on the deuteron to such an average nucleon one has to take care that the spins of the constituent proton and neutron are aligned with the deuteron spin.

When the deuteron is in the S state its constituent proton and neutron spins are indeed aligned with the deuteron spin. However in case of the D state three configurations of the proton and neutron spin projections are possible: both are aligned with the deuteron spin, both are anti-aligned with deuteron spin and the neutron and proton spin projections have opposite directions thus one is anti-aligned to the deuteron spin.

As shown in Ref. [108] after taking into account the probabilities of each configuration one will obtain the following expression for the deuteron cross section asymmetry

$$A_d^{||} = (1 - 1.5\omega_d)A_N^{||},$$

(7.29)

with $\omega_d \approx 6\%$ being the probability of the D state. The D state correction $(1 - 1.5\omega_d)$ directly transfers to $\Delta G/G$ as seen in Eq. 7.11. The final results for $\Delta G/G$ in this thesis will be presented for the average nucleon.

### 7.3 Extraction of the asymmetry

#### 7.3.1 Numbers of events and the cross section

In this section the relation between the numbers of collected events and cross section asymmetry is given. Also the weighted mean estimator of the asymmetry is discussed.

The total number of observed interactions $N$ of the muon beam in the target is a product of the total cross section $\sigma$ and the integrated luminosity $L$. In a fixed target experiment the luminosity is defined by an integrated beam flux $\phi$ and the density of the nucleons $n$ in the target (the scattering centres). Thus we can express $N$ as follows

$$N = \int a\phi n \left( \frac{d^2\sigma}{dx dQ^2} \right) d\bar{\xi},$$

(7.30)

where $\bar{\xi}$ denotes all integration variables like: $Q^2$, $x$, time $t$, position of the interaction point $\bar{r}$, etc. In Eq. 7.30 the total spectrometer acceptance $a$ was taken into account, which is a probability that an interaction which occurred in the target volume has been observed and reconstructed. Time-dependent variations of the spectrometer acceptance and of the target position (position of the target affects the number of the scattering centres illuminated by the beam) can lead to false asymmetries. These are discussed in Sec. 10.1.3.

The beam and the target material are polarised and therefore Eq. 7.30 should be expressed in terms of the helicities of the beam and target. To simplify the formula the differential cross section $d^2\sigma/dxdQ^2$
will be denoted by $\sigma$. Since the deuteron has spin one, 3 states with spin projections $+1$, $0$ and $-1$ on the reference axis have to be considered. The arrows $\phi^\uparrow$, $(\phi^\downarrow)$, $n^\uparrow(n^\downarrow)$ indicate the orientation of the spin of the beam and the target relative to the beam direction: parallel (anti-parallel), with $n^0$ being the projection 0. As only the relative spin orientation between the beam and the nucleon matters the following expressions hold: $\sigma^\uparrow\uparrow = \sigma^\downarrow\downarrow$, $\sigma^\uparrow\downarrow = \sigma^\downarrow\uparrow$, $\sigma^\uparrow 0 = \sigma^\downarrow 0$. Thus we can write

$$N = \int d\zeta a \left[ (\phi^\uparrow n^\uparrow + \phi^\downarrow n^\downarrow) \sigma^\uparrow\uparrow + (\phi^\uparrow n^\downarrow + \phi^\downarrow n^\uparrow) \sigma^\uparrow\downarrow + (\phi^\uparrow + \phi^\downarrow) n^0 \sigma^0 \right] ,$$

(7.31)

where $\bar{\sigma}$ is a spin average cross section $\bar{\sigma} = (\sigma^\uparrow\downarrow + \sigma^\downarrow\uparrow)/2$ and the $\sum_i n_i \bar{\sigma}_i$ is a sum over all elements in the target other than the deuteron. Most of these elements are not polarised and for them the spin averaged cross section is used. We can now introduce the beam and the deuteron target polarisations

$$P_b = \frac{\phi^\uparrow - \phi^\downarrow}{\phi}; \quad P_t = \frac{n^\uparrow - n^\downarrow}{n}$$

(7.32)

and define the measured asymmetry as

$$A = (\sigma^\uparrow\downarrow - \sigma^\downarrow\uparrow)/(\sigma^\uparrow\downarrow + \sigma^\downarrow\uparrow),$$

(7.33)

where $\phi = \phi^\uparrow + \phi^\downarrow$ is the total muon flux and $n = n^\uparrow + n^\downarrow + n^0$ is the total density of scattering centres. Using the above definitions we can rewrite Eq. 7.31 in the following form

$$N = \int d\zeta a \left[ \phi n \bar{\sigma} - \phi n \bar{\sigma} P_b P_t A + \phi \sum_i n_i \bar{\sigma}_i \right] .$$

(7.34)

Taking into account the dilution and depolarisation factors we come to the final form of Eq. 7.31

$$N = \int d\zeta a \phi n \bar{\sigma} \left[ 1 - f D P_b P_t A \right] .$$

(7.35)

### 7.3.2 The first order method

In COMPASS it is not practical to use directly Eq. 7.35 to extract the cross section asymmetry, because the incoming muon flux is known with the precision of $\sim 10\%$ which would translate to a large uncertainty on the derived asymmetry. Instead a counting rate asymmetry is defined as

$$A_N = \frac{N^\uparrow\downarrow - N^\downarrow\uparrow}{N^\uparrow\downarrow + N^\downarrow\uparrow} = \frac{N_u - N_d}{N_u + N_d} ,$$

(7.36)

where $N_u$, $N_d$ are the number of events observed in upstream and downstream target cells respectively. Here upstream cell has nucleons polarised anti-parallel to the beam $(P_b P_t < 0)$ while for downstream one it is opposite $(P_b P_t > 0)$. The flux is secured to be the same for both target cells by selecting events with the extrapolated beam trajectory crossing the full length of the target. Furthermore by considering small intervals in $x$, $Q^2$ the convolution in Eq. 7.35 can be approximated by a product which allows for cancellation.
of the beam flux and the cross section. The expression for the counting rate asymmetry becomes [109]

$$A_N = \frac{r - 1 - wA(rP_u - P_d)}{r + 1 - wA(rP_u + P_d)},$$

(7.37)

where \(r = a_un_u/a_dn_d\) and \(w = fDP_0\). As usually the \(wA \ll 0.1\) and \(P_u \approx -P_d\), then with an assumption that the difference between the acceptances is small \((r \approx 1)\), the term \(wA(rP_u + P_d)\) in the denominator can be neglected. This leads to a linear dependence of \(A\) on the counting rate asymmetry. For this reason this method is called the first order method. The obtained expression for \(A\) is following

$$A = \frac{1}{w}A_N - \frac{1}{w}\left(\frac{r - 1}{r + 1}\right).$$

(7.38)

The acceptances and the density of scattering centres are not the same for the two target cells. Hence \(r \neq 1\), which means that \(A_N\) is an estimator of \(A\) which is biased by the term \((r - 1)/(r + 1)\), which is called the apparatus asymmetry. In order to eliminate this bias the polarisations in the target cells are reversed periodically. Figs 7.4 a) and b) illustrate the spin configurations before and after reversal. The unprimed notation \((N^\uparrow\downarrow, N^\uparrow\uparrow)\) belongs to configuration a), the primed notation \((N'^\uparrow\downarrow, N'^\uparrow\uparrow)\) to configuration b) in Fig. 7.4. The counting rate asymmetry after the field reversal is defined as

$$A'_N = \frac{N'^\uparrow\downarrow - N'^\uparrow\uparrow}{N'^\uparrow\downarrow + N'^\uparrow\uparrow} = \frac{N'_d - N'_u}{N'_d + N'_u} = \frac{N'_u - N'_d}{N'_u + N'_d} = -\frac{r' - 1 - wA(r'P'_u - P'_d)}{r' + 1 - wA(r'P'_u + P'_d)}.$$  

(7.39)

Then data collected with two configurations of target spin orientations are combined

$$\frac{A_N + A'_N}{2} = \frac{1}{2}\left[\frac{r - 1 - wA(rP_u - P_d)}{r + 1} - \frac{r' - 1 - wA(r'P'_u - P'_d)}{r' + 1}\right].$$

(7.40)

The spin orientation of nucleons in upstream (downstream) cell is defined to be parallel (anti-parallel) to the beam direction, similarly after the polarisation reversal the orientation in upstream (downstream) cell is anti-parallel (parallel). Thus we can use the absolute values of the polarisations

$$|P_b| |P_u| = -P_bP_u, \quad |P_b| |P'_u| = -P_bP'_u,$$

$$|P_b| |P_d| = P_bP_d, \quad |P_b| |P'_d| = P_bP'_d.$$  

(7.41)

Hence we obtain

$$\frac{A_N + A'_N}{2} = \frac{1}{2}\left[\frac{r - 1}{r + 1} + \frac{r' - 1}{r' + 1} + \langle w \rangle A\left(\frac{r|P_u| + |P_d|}{r + 1} + \frac{r'|P'_u| + |P'_d|}{r' + 1}\right)\right],$$

(7.42)

where \(\langle w \rangle\) is defined as \(\langle w \rangle = \langle f \rangle \langle D \rangle \langle |P_b| \rangle\) with \(\langle f \rangle\) and \(\langle D \rangle\) being average values of \(f\) and \(D\) in the \((x, Q^2)\) bin and \(\langle |P_b| \rangle\) is the average of the absolute value of the beam polarisation. Using the average target polarisation

$$\langle P_t \rangle = \frac{1}{2}\left[\frac{r|P_u| + |P_d|}{r + 1} + \frac{r'|P'_u| + |P'_d|}{r' + 1}\right],$$

(7.43)

we obtain following expression for the cross section asymmetry and its statistical error

$$A = \frac{1}{\langle w \rangle \langle P_t \rangle} \left(\frac{A_N + A'_N}{2}\right) - \frac{1}{\langle w \rangle \langle P_t \rangle} \left(\frac{r - 1}{r + 1} - \frac{r' - 1}{r' + 1}\right).$$

(7.44)
7.3. EXTRACTION OF THE ASYMMETRY

Figure 7.4: Target spin configurations for the asymmetry calculation. The top row illustrates the configuration before the solenoid field reversal while the bottom row after. Figures a) and b) present the positive Micro Wave setting with the upstream cell positively polarised (striped pattern), i.e. the spins are oriented along the magnetic field. For the negative Micro Wave setting (c) and d) the upstream target cell is negatively polarised (checkboard pattern), i.e. the spins are anti-aligned with the field. See text for details.

\[
\sigma(A) \approx \frac{1}{2\langle w \rangle \langle P_i \rangle} \sqrt{\frac{1}{N_u + N_d} + \frac{1}{N'_u + N'_d}}.
\]

(7.45)

The statistical error for the asymmetry is determined assuming that \( r \approx 1 \) and the number of collected events is large (\( \sigma(N_i) = \sqrt{N_i} \)).

The false asymmetry \( A_{false} \) vanishes provided the ratio \( r \) is stable in time (\( r = r' \)). Another remark is that the \( r \) is “hidden” in the definition of \( \langle P_i \rangle \), therefore it has to be known for the correct asymmetry extraction. Determination of \( r \) with high precision is difficult and therefore a second order method of asymmetry extraction was developed.

In Sec. 10.1.3.1 we discuss false asymmetries that arise from sensitivity of the spectrometer’s acceptance to the direction of the solenoid field. Such effects can be suppressed by reversing direction of the target nucleons spins with respect to the magnetic field and combining data collected in the two configurations. The second configuration is illustrated on Figs 7.4 a) and b). For more detailed discussion of the Micro Wave reversal procedure cf. Sec. 10.1.3.1.

7.3.3 The second order method

In this section a second order method of asymmetry extraction is introduced. We start from the expression for the total numbers of events collected in the two target cells for the two spin configurations.

\[
N_u = \int d\vec{\xi}_u \phi n_u \sigma (1 - P_b \sigma f_u D A) = \int d\vec{\xi}_u (1 - \beta_u A), \quad (7.46)
\]

\[
N_d = \int d\vec{\xi}_d \phi n_d \sigma (1 - P_b \sigma f_d D A) = \int d\vec{\xi}_d (1 - \beta_d A), \quad (7.47)
\]

\[
N'_u = \int d\vec{\xi}'_u \phi n'_u \sigma (1 - P_b \sigma f'_u D A) = \int d\vec{\xi}'_u (1 - \beta'_u A), \quad (7.48)
\]

\[
N'_d = \int d\vec{\xi}'_d \phi n'_d \sigma (1 - P_b \sigma f'_d D A) = \int d\vec{\xi}'_d (1 - \beta'_d A), \quad (7.49)
\]

where \( \alpha_i = a_i \phi n_i \sigma \) and \( \beta_i = P_i \sigma f_i D \) and the \( \vec{\xi} \) denotes, as in Eq. 7.30, all variables \( (x, Q^2, \vec{v} \) etc.) involved in the integration. The above integrals are equivalent to [110]

\[
N_i = \langle a_i \rangle (1 - \langle \beta_i \rangle) A \int \phi n_i \sigma d\vec{\xi}, \quad (7.50)
\]
with the average acceptance

$$\langle a_i \rangle = \frac{\int a_i \phi n_i \sigma d\xi}{\int \phi n_i \sigma d\xi}$$  \hspace{1cm} (7.51)$$

and the average $\beta$

$$\langle \beta_i \rangle = \frac{\int \beta_i \alpha_i d\xi}{\int \alpha_i d\xi} \approx \frac{\sum_{j=1}^{N_i} \beta'_i}{N_i},$$  \hspace{1cm} (7.52)$$

where $\beta'_i$ is the value of $\beta_i$ for event $j$ with $j = 1 \ldots N_i$.

In the first order method we have defined the counting rate asymmetry. This time the interesting quantity will be the double ratio of the counting rates

$$\delta \equiv \frac{\langle a_u \rangle}{\langle a_d \rangle} = \frac{\langle a'_u \rangle}{\langle a'_d \rangle} = \frac{\int \phi n_u \sigma d\xi}{\int \phi n_d \sigma d\xi} \left(1 - \langle \beta_u \rangle A\right) \left(1 - \langle \beta'_u \rangle A\right)$$  \hspace{1cm} (7.53)$$

Assuming that the target position does not change between the spin reversals we obtain

$$\frac{\int \phi n_u \sigma d\xi}{\int \phi n_d \sigma d\xi} = 1.$$  \hspace{1cm} (7.54)$$

In addition we assume that the ratio of acceptances is equal to 1

$$\frac{\langle a_u \rangle}{\langle a'_u \rangle} = \frac{\langle a_d \rangle}{\langle a'_d \rangle} = 1.$$  \hspace{1cm} (7.55)$$

This leads to a second order equation for the asymmetry $A$

$$aA^2 + bA + c = 0$$  \hspace{1cm} (7.56)$$

with $a = \delta \langle \beta'_u \rangle - \langle \beta_u \rangle \langle \beta'_d \rangle$, $b = -\delta \langle \beta'_u \rangle + \langle \beta_u \rangle + \langle \beta'_d \rangle$, and $c = \delta - 1$.

If $a \neq 0$, $A = \frac{1 - b - \sqrt{b^2 - 4ac}}{2a}$ and for $a = 0$, $A = -\frac{c}{b}$.

The error of asymmetry is given by

$$\sigma(A) = \frac{1}{\langle \beta \rangle \sqrt{N_{\text{tot}}}},$$  \hspace{1cm} (7.57)$$

where we assumed that $\frac{N_{u_d}}{4} \equiv N_u \approx N_d \approx N'_u \approx N'_d$ and $< \beta > = < \beta'_u > = < \beta'_d > = < \beta > = < \beta'_u >$.

One of the solutions of Eq. 7.56 yields $A \gg 1$ which is non-physical, thus it is rejected. An important observation is that in case of the second order method the asymmetry does not depend on $r$ in contrast to the first order method.

### 7.3.4 The second order weighted method

In both the first order method and the second order method only mean values of $\langle f \rangle$, $\langle D \rangle$, $\langle P_b \rangle$ and $\langle P_t \rangle$ were considered. This is not an optimal solution as far as the statistical uncertainty is concerned. An estimator that gives the smallest variance is the weighted mean. In this section a method of asymmetry extraction based on such estimator is presented.

In this approach the values of $f$, $D$, $P_b$ and $P_t$ are calculated on the event-by-event basis and then they are used in a weight. To introduce the weight into the second order method a few modifications of the
formalism are necessary. Here, we define $p_i$

$$p_i = \int w N_i d\zeta = \int \phi_n \phi d\zeta \langle a_i \rangle_w (1 - A \langle \beta_i \rangle_w),$$  

(7.58)

where

$$\langle a_i \rangle_w = \int a_i \phi d\zeta,$$  

(7.59)

$$\langle \beta_i \rangle_w = \int \beta_i \phi d\zeta,$$  

(7.60)

with $\beta_i^j$ being the value of $\beta_i$ for event $j$. Then the double ratio $\delta$ from Eq. 7.53 is redefined as

$$\delta = \frac{p_u p_d'}{p_u' p_d}.$$  

(7.61)

Using similar assumptions as in the previous section we obtain the equation: $aA^2 + bA + c = 0$

with $a = \delta \langle \beta_u^w \rangle_{w} - \langle \beta_u \rangle_{w}$, $b = -\delta \langle \beta_u^w + \langle \beta_d \rangle_{w} \rangle + (\langle \beta_u \rangle_{w} + \langle \beta_d \rangle_{w})$, $c = \delta - 1$. With the assumptions that $N_u \equiv N_d \approx N'_{u} \approx N'_{d}$ and $< \beta > \equiv < \beta_u > \approx < \beta'_d > \approx - < \beta'_u > \approx - < \beta_d >$ the statistical error of the asymmetry is following

$$\sigma(A) = \sqrt{\frac{\langle w^2 \rangle \frac{1}{N_{tot}}}{\langle w \rangle^2}}.$$  

(7.62)

The optimal weight, which gives the smallest statistical error $\sigma(A) = \sqrt{\frac{1}{\langle \beta^2 \rangle_{N_{tot}}}}$ is $w = \beta = fDP_bP_t$. The error for this estimator is reduced by factor $\sqrt{\langle \beta^2 \rangle / \langle \beta \rangle^2}$ compared to the one for the non-weighted second order method.

However, such weight is not optimal as far as the systematic error is concerned. This is due to a fact that the mean value of the weight should be the same before and after the spin reversal. If this is not the case then the false asymmetries appear. Indeed in COMPASS case the $P_t$ is often different between the spin reversals. The data are sometimes collected when the polarised target is not yet in the “frozen spin” mode but it is still being polarised. Thus we choose the weight $w = fDP_b$ and for the target polarisation we use its mean value $\langle P_t \rangle$.

Detailed discussion of the second order method of asymmetry extraction as well as its uncertainties is given in Refs [110, 111].

### 7.3.5 Extraction of the asymmetry in presence of known background asymmetry

According to Eq. 7.21 the measured cross section asymmetry can be decomposed into two terms

$$A_{LL}^p = \lambda \frac{\Delta G}{G} - A_{corr}.$$  

(7.63)

Then number of observed events can be expressed as

$$N_i = \int d\zeta \phi_n \phi \left[ 1 - P_b P_t f_{f} D \left( \frac{\Delta G}{G} - A_{corr} \right) \right] = \int d\zeta C_i - \beta_i \frac{\Delta G}{G},$$  

(7.64)
where \( \beta_i = P_bP_cP_fD\lambda \) and \( C_i = P_bP_cP_fD\lambda \). For the second order weighted method we define

\[
p_i = \int w N_i d\xi = \int \phi m_i \sigma d\xi \langle u_i \rangle_w \left( \langle C_i \rangle_w - \frac{\Delta G}{G} \langle \beta_i \rangle_w \right),
\]

(7.65)

with \( \langle \beta_i \rangle_w \) redefined as

\[
\langle \beta_i \rangle_w = \frac{\sum_j N_i w_j \beta_j}{\sum_j w_j}
\]

(7.66)

and \( \langle C_i \rangle_w \) defined as

\[
\langle C_i \rangle_w = 1 + \frac{\sum_j N_i w_j C_j}{\sum_j w_j}.
\]

(7.67)

The expression for \( \langle u_i \rangle \) remains the same as in Sec. 7.3.4. Following the formalism described in the previous section we arrive at a second order equation for \( \Delta G/G \)

\[
a \left( \frac{\Delta G}{G} \right)^2 + b \frac{\Delta G}{G} + c = 0,
\]

(7.68)

where

\[
a = \delta \langle \beta'_a \rangle_w \langle \beta_d \rangle_w - \langle \beta_u \rangle_w \langle \beta'_d \rangle_w,
b = -\delta \left( \langle C_d \rangle_w \langle \beta'_u \rangle_w + \langle C'_u \rangle_w \langle \beta_d \rangle_w \right) + \left( \langle C'_d \rangle_w \langle \beta_u \rangle_w + \langle C_u \rangle_w \langle \beta'_d \rangle_w \right),
c = \delta \langle C'_u \rangle_w \langle C_d \rangle_w - \langle C_u \rangle_w \langle C'_d \rangle_w.
\]

(7.69)

In such approach the \( \Delta G/G \) value is extracted directly without an intermediate step of evaluation of the \( A_{LL}^{PT} \) cross section asymmetry. This method was used in this analysis to evaluate \( \Delta G/G \). For the statistical and systematic errors the optimal weight in the COMPASS case is \( w = f D P_b \lambda \). The values of \( f, D, P_b, \lambda \) and \( A^{corr} \) have to be known on the event-by-event basis. The parametrisation of \( P_b, f, D \) were discussed in sections 7.2.1, 7.2.2, 7.2.3. The values of \( \lambda \) and \( A^{corr} \) were parametrised using artificial neural networks as explained in Sec. 9.2.

To compare the statistical error of the new method, where \( \Delta G/G \) is extracted directly, with the old method, where the weighted average of \( A_{LL}^{PT} \) was used, let us assume \( A_{corr} = 0, R_{LL}^{inc} = 1 \) and \( R_{PGF}^{inc} = R_{QCD}^{inc} = 0 \) (both assumptions were used e.g. in Ref. [104] although they are not fully justified). If we redefine \( \lambda = \tilde{\lambda}_{LL}^{PGF} R_{PGF} \equiv \gamma \) then Eq. 7.63 can be rewritten as

\[
A_{LL}^{PT} = \gamma \frac{\Delta G}{G}.
\]

(7.70)

For the old method we would extract \( \Delta G/G \) as \( \Delta G/G(\langle x \rangle) = \langle A_{LL}^{PT} \rangle / \langle x \rangle \) while in the new method it will be \( \Delta G/G(\langle x \rangle) = \langle A_{LL}^{PT} \rangle / \gamma \). With the same assumptions as in Sec. 7.3.4 \( \frac{N_{tot}}{2} \approx N_u \approx N_d \approx N'_u \approx N'_d, < \beta > \equiv < \beta_u > \approx < \beta'_d > \approx < \beta'_u > \approx < \beta_d > \) and \( w = \beta \) it easy to show that

\[
\sigma^2(\frac{\Delta G}{G})_{old} = \frac{1}{< \gamma >^2 < \beta^2 > N_{tot}},
\]

(7.71)

\[
\sigma^2(\frac{\Delta G}{G})_{new} = \frac{1}{< \gamma^2 > < \beta^2 > N_{tot}}.
\]

(7.72)
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Thus the statistical error is reduced by the factor $\sqrt{\langle \gamma^2 \rangle / \langle \gamma \rangle^2}$ when extracting directly the $\Delta G/G$ compared to the old method. Moreover the new method treats properly contributions of the three LO processes to the $A_{LL}^{pr}$ and $A_{LL}^{inc}$ asymmetries.

7.4 Selection of events

This analysis includes the data taken with the COMPASS spectrometer in the years 2002, 2003 and 2004. The data used in the analysis have been selected using the data quality criteria (Sec. 7.4.1), the topological and kinematic cuts (Secs 7.4.2, 7.4.4 and 7.4.3), the hadron identification and high $p_T$ selection cuts (Secs 7.4.5 and 7.4.6).

7.4.1 Data quality and grouping.

The selection of runs for the analysis is based on general criteria, like minimum number of spills per run, maximum number of detector planes that were marked by a shift crew as having problems, etc. Such information is stored during the data taking in the electronic logbook and then is used for the data quality studies. Further analysis is performed by looking on the data itself. On the spill-by-spill basis it is required that certain observables have stable values, otherwise a spill is marked as problematic. These observables are for example: number of primary vertices, number of tracks per event, number of $K^0$ particles per event, number of tracks per vertex [49]. For each data production (cf. Sec. 4.6.2) a list of bad spills is produced and those spills are discarded from the analysis. Such data selection is used in general for all analyses of the COMPASS data. Appendix A.2 gives an overview of the run statistics.

Data taking in COMPASS is divided in periods that usually span a week. Such division is natural because usually once per week the accelerator undergoes the machine development. During that time no data are taken and moreover maintenance of the spectrometer is carried out. To avoid systematic effects due to different spectrometer conditions the periods are treated separately. The value of the $\Delta G/G$ is extracted for every period and then a weighted mean is used as the final result.

Within one period of data taking every eight hours a reversal of the solenoid magnetic field is performed. There are two possible ways to combine such data in the analysis:

- The global configurations (Fig. 7.5a)
  All the runs from the considered data taking period are treated together. The runs that belong to $\Leftarrow\Rightarrow$ setting are combined and used to calculate weights $\beta_u$ and $\beta_d$ from Eq. 7.69. Similarly runs from $\Rightarrow\Leftarrow$ configuration are combined to extract $\beta'_u$ and $\beta'_d$. Global configuration has the advantage of utilisation of larger statistics thus requirement of the 2nd order method that $N$ is large can be safely assumed to be fulfilled.

- The consecutive configurations (Fig. 7.5b)
  The period is split into sets of groups of runs. Each group is composed from two consecutive subgroups: one that corresponds to one solenoid field direction and the following subgroup that corresponds to opposite one. Within one group the data are treated as for the global configuration, i.e. runs that belong to the same configuration are combined. The weighted average over all groups is calculated.
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(a) Global configuration  (b) Consecutive configuration

Figure 7.5: Global (a) and consecutive (b) configurations for the asymmetry calculation.

to obtain the result for the complete period. During the data quality evaluation it is also checked that the spectrometer conditions in subsequent solenoid current configurations were similar. For some subgroup pairs the spectrometer behaviour was found to differ between the first and the second configuration. In such case the first (second) configuration is added to the previous (subsequent) group of runs if conditions during considered runs were similar. Thus there are cases when set of three groups are combined.

The advantage of the consecutive configurations is that only runs that are close in time are combined. As the performance of the COMPASS spectrometer is not fully stable e.g. due to temperature variations over one week of data taking, usage of the consecutive configuration reduces impact of random false asymmetries induced by such instabilities.

The latter type of grouping is used by analyses that have large quantities of data e.g. $A_{1}^{d}$, the former one in the opposite case. To obtain the final result from high $p_{T}$ sample the global configurations were used, while the consecutive ones were considered for systematic studies.

7.4.2 Topology selection

Selected events are required to have a reconstructed interaction point (primary vertex) containing a reconstructed track of beam muon $\mu$, a reconstructed track of scattered muon $\mu'$ and at least two additional outgoing tracks - hadron candidates. The primary vertex is identified using BestPrimaryVertex() function provided by PHAST [85].

7.4.3 Vertex cuts

For extraction of $\Delta G/G$ only the events that occurred in the polarised material are relevant. To ensure this the primary vertex is required to be located within one of the target cells. Such requirement is ensured by a series of cuts:

- The value of $Z$ coordinate of the reconstructed primary vertex is contained in one of the target cells $Z_{PV} \epsilon (-100, -40) \cup (-30, 30)$. The two target cells are clearly seen in Fig. 7.6 (left) as well as the gap between them.

- In the plane perpendicular to the beam direction the primary vertex is required to be within a radius of $R_{PV} \leq 1.3$ cm from the target centre. Taking into account that the target cell has a radius of $(1.50 \pm 0.05)$ cm [70] such a limit is rather conservative. The radial cut was selected taking into account that the position of the target with respect to the spectrometer is known with a precision of
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Figure 7.6: The longitudinal vertex distribution (left) with the cuts along $Z$ coordinate ($-100 \text{ cm} < Z < -40 \text{ cm}$ and $-30 \text{ cm} < Z < 30 \text{ cm}$) and the transverse vertex distribution (right) with cuts on $Y > 1 \text{ cm}$ and $R < 1.3 \text{ cm}$.

$\sim 0.05 \text{ cm}$, the target could move between weeks of the data taking by $\sim 0.05 \text{ cm}$ and it also moves during the field reversal by $\sim 0.06 \text{ cm}$.

- Because the target cells are not fully filled at the top, it is required for $Y$ coordinate of the primary vertex to be $Y_{PV} < 1 \text{ cm}$.

- The target volume is not perfectly aligned with the beam axis. A certain tilt is present and it is year dependent. It is taken into account while applying above mentioned cuts.

The cuts are illustrated in Fig. 7.6.

The extrapolation of incoming muon $\mu$ track is required to cross both target cells. The cells are defined with the same cuts as in primary vertex case. Such requirement ensures that both parts of the target are exposed to the same beam flux and that it will then cancel out in asymmetry calculations.

These cuts are applied using two PHAST functions CrossCells() and InTarget().

7.4.4 Cuts on muon kinematic variables

The beam energy is selected with the cut $140 < E_{\mu} < 180 \text{ GeV}$. Then the cut $y < 0.9$ removes events that are expected to have large radiative corrections. This cut also removes $\mu'$ with low momentum. Such $\mu'$ could originate from a pion decay and not from the primary vertex. The additional cut $y > 0.1$ removes events with poorly reconstructed scattered muon and events with a beam halo muon misidentified as $\mu'$. Events with the low values of $y$ have low values of the depolarisation factor $D$ and their impact on $A_{LL}^{F_p}$ is highly reduced. In order to select events from perturbative regime the $Q^2$ is required to be above $1 \text{ GeV}^2$.

In order to prevent fake triggers a reconstructed scattered muon is required to have associated hits in both stations that gave a trigger (e.g. HO03 and HO04). In case of pure calorimetric trigger it is required that none of “muon” triggers had fired. The pure calorimetric trigger extends the kinematic coverage to high $Q^2$ region where muon is scattered at large angle and does not go through muon identification setup.
### 7.4.5 Particle identification

As explained in Sec. 7.4.4 the scattered muon is required to have associated hits in certain trigger hodoscope planes. As the hodoscope planes are shielded by absorbers one can be fairly certain that track that corresponds to the trigger is a muon. This is not the case for the Calorimetric Trigger (CT) where the muon is scattered at large angle and is not in the acceptance of the hodoscope planes, thus $\mu'$ is also required to have passed an amount of material accounting to a sufficient number of radiation lengths ($> 50X_0$). The scattered muon is selected using the PHAST function iMuPrim().

The two particles with the highest values of $p_T$ associated to the primary vertex, besides $\mu$ and $\mu'$, are considered hadron candidates. They must fulfil the following requirements:

- **Exclusion of muon track candidates.**
  
  There is a small probability for a pile-up muon to be included in the primary vertex and therefore being considered a hadron candidate. To remove such events an information from hadron calorimeters and muon filters is utilised. If the energy measurement by hadron calorimeters is available, the hadron is required to have $E_{\text{cal}}/p \geq 0.3$, where $E_{\text{cal}}$ is the energy deposit in the calorimeters associated to the hadron candidate track of momentum $p$. If no measurement of energy is available from calorimeters the hadron candidate is rejected if it goes through the Muon Filter 2 (position of last cluster $z > 40m$).

- **Good quality of the track reconstruction.**
  
  First, the $\chi^2/\text{ndf}$ for the fitted track has to be smaller then 20. Then it is verified that the track was not reconstructed only within the fringe field of SM1 magnet by requiring the last cluster to be located behind SM1 ($z > 300\text{ cm}$).

- **Track does not go through the body of the target solenoid magnet.**
  
  The tracks are extrapolated to the entrance of the solenoid and then the distance between the track and the $Z$ axis should be less than the radius of the solenoid aperture (14.9 cm).

### 7.4.6 Cuts on hadronic kinematic variables

The following cuts are applied to the leading (highest transverse momentum $p_{T1}$) and the sub-leading ($p_{T2}$) hadrons in order to enhance the sample with events originating from PGF:

- $p_{T1} > 0.7\text{ GeV}$ and $p_{T2} > 0.7\text{ GeV}$. This requirement constitutes the high $p_T$ cut.

Additional cuts are used to clean up the sample:

- $x_F > 0$; ensure that events originate from the current fragmentation,

- $z_1 + z_2 < 0.95$; rejects events from exclusive production of a pair of hadrons,

- invariant mass of the two hadrons (assuming pion masses) is above the resonance region ($m(h_1, h_2) > 1.5\text{ GeV}^2$); removes events for which the virtual photon fluctuates to a vector meson such as a $\rho$, moreover this cut suppresses pairs of hadrons with a small difference in the azimuth angle [104] and enriches the selected sample with PGF events.

- $x > 0, x < 1$; ensures that only events where reconstructed kinematics is physical are considered.
The impact of the additional hadron quality cuts as well as particle identification cuts is presented in Table 7.1. In this table, the event candidates are events that pass the cuts defined in Secs 7.4.1, 7.4.2, 7.4.3, 7.4.4 and pass the high $p_T$ cut. “Hadron ID” refers to events that passed muon exclusion cuts from Sec. 7.4.5. “Track quality” corresponds to the events that passed the quality requirements and the solenoid aperture cut form Sec. 7.4.5.

The distributions of the kinematic variables $Q^2$, $y$, $x$ are shown in Fig. 7.7. The distributions of $p$, $p_T$, $\sum p_T^2$, and $z$ variables for leading and sub-leading hadrons are presented in Fig. 7.8.

<table>
<thead>
<tr>
<th>Cuts</th>
<th>Number of events that passed each cut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2002</td>
</tr>
<tr>
<td>Event candidate</td>
<td>89111</td>
</tr>
<tr>
<td>Invariant mass</td>
<td>59711</td>
</tr>
<tr>
<td>Hadron ID</td>
<td>52363</td>
</tr>
<tr>
<td>$x_F &gt; 0$</td>
<td>51325</td>
</tr>
<tr>
<td>$z_{12} &lt; 0.95$</td>
<td>49962</td>
</tr>
<tr>
<td>Track quality</td>
<td>49585</td>
</tr>
</tbody>
</table>

Table 7.1: Summary of the hadron cuts.
Figure 7.8: The distributions of hadron variables $p_1, p_2, p_{T1}, p_{T2}, \Sigma p_{T}^2, z_1, z_2$ for the high $p_T$ data sample.
Chapter 8

Monte Carlo simulations

In this chapter details of Monte Carlo simulations are presented. First the physics event generator LEPTO [55] is described, followed by the discussion of the simulation of experimental conditions. The adjustments made to LEPTO steering parameters are described and finally the comparison with experimental data is shown.

In Sec. 7.1.2 it was discussed that in order to obtain the gluon polarisation from the measured asymmetry certain characteristics, unobservable in the experiment, have to be known on the event-by-event basis. In this analysis they were parametrised using Neural Networks based on Monte Carlo (MC) simulations. This is the reason why a good description of the experimental data by MC is crucial. In order to compute weights needed for extraction of $\Delta G/G$ we need the information from the two MC samples: the high $p_T$ sample and the inclusive one. Both samples should be restricted to the DIS region, defined by $Q^2 > 1$ GeV$^2$. The LEPTO is the event generator used to describe the DIS data. Another widely used generator is PYTHIA [54]. However PYTHIA cannot be used for the analysis of $Q^2 > 1$ GeV$^2$ data, since there are problems in the description of the processes fractions in this case, even though the total cross section is reproduced properly, as explained in Ref. [104].

The first step in the Monte Carlo studies was the simulation of experimental conditions to reproduce the particles distributions observed for the data. The simulations were therefore checked extensively by comparing the distributions of normalised data and MC for variables describing the scattered muon and both selected hadrons. With enough confidence that LEPTO describes our data correctly we can treat it as a model for the underlying physics processes. In the second step MC simulations are used to extract essential physics quantities. This step is described in Chapter 9.

8.1 LEPTO generator

In presented analysis the muon-nucleon interactions were generated using LEPTO 6.5 program. LEPTO generator is based on the leading order electroweak cross sections and includes the QCD corrections using exact first order matrix elements for the PGF and QCDC processes. It has an option to include also higher order corrections simulated in terms of the leading $\log Q^2$ parton cascade approach. The fragmentation of produced partons into observable hadrons is performed with the LUND string hadronisation model.
8.1.1 Simulation procedure

In the LEPTO generator the procedure used to simulate the event kinematics for a chosen process is based on the known measured cross sections. For neutral current interactions a phase space point has to be generated, usually in the \((x, Q^2)\) plane, with a probability proportional to the known cross section.

It is done in two steps. First the cross section dependence for each variable \((x, Q^2)\) is parametrised independently as a simple functional form. Such function \(f\) must "envelop" the cross section, \(f(\chi) > \frac{d\sigma}{d\chi}\) (Fig. 8.1). It should be also chosen so that its cumulative distribution function is analytically invertible. Then a univocal \(\chi\) value can be obtained that follows \(f(\chi)\) distribution

\[
\chi = F^{-1}(u),
\]

where \(F^{-1}\) is an inverse of cumulative distribution of function \(f(\chi)\), \(\chi\) represents one of the \(x, Q^2\) variables and \(u\) is a random number obtained from the uniform distribution. Regions where \(f\) overestimates the cross-section are treated using the rejection technique. Then another random number \(v\) is generated from uniform distribution. If \(v \cdot f(\chi) < \frac{d\sigma}{d\chi}\) the point is accepted. Otherwise the procedure is repeated \([27, 55]\).

8.1.2 Cross section parametrisation

For the considered \(Q^2\) region the pure \(\gamma\) exchange dominates the cross section which can be described as

\[
\frac{d^2\sigma}{dx dQ^2} = \frac{2\pi\alpha^2}{x Q^2} (1 + (1 - y)^2) F_2(x, Q^2),
\]

where the structure function \(F_2\) is parametrised in terms of the \(q(x, Q^2), \bar{q}(x, Q^2)\) and \(g(x, Q^2)\) parton density functions (PDFs). The best PDFs were selected by requiring consistency of the parametrisations of the \(F_2\) structure function with the results of the \(F_2\) measurements by the NMC experiment \([112]\). Such agreement is important as the region of \(x\) and \(Q^2\) covered in this measurement is very similar to the one of the NMC. There is an additional restriction for PDF selection to be considered; the PDF has to be usable down to \(Q^2 = 1\) GeV\(^2\). The “MRST04 LO 3 flavours” \([113]\) parametrisation was selected for further simulations. The “MRST family” of PDFs describes the data most precisely from available LO PQCD parametrisations and the
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Figure 8.2: Comparison of $F_2$ parametrised using different PDF sets with the NMC measurement. The comparison is shown for two $Q^2$ bins: $\langle Q^2 \rangle = 1.25$ GeV$^2$ (left) and $\langle Q^2 \rangle = 3.5$ GeV$^2$ (right). The GRV98 LO [62] and CTEQ5 LO [114] parametrisations do not describe NMC data while the agreement for MRST “family” of PDF sets is reasonable.

MRST04 is the most recent one. The LO parametrisation had to be selected as LEPTO generator is using LO approximation. The difference between NLO and LO parametrisations in the considered region is anyhow small. Moreover the visible effects of NNLO corrections are partially taken into account in the simulations via Parton Shower mechanism. Results of the comparison are presented in Fig. 8.2.

8.1.3 First order QCD processes

The leading order parton level process is $\gamma q \rightarrow q$. At first order of QCD the QCDC process $\gamma q \rightarrow qg$ and the PGF process $\gamma g \rightarrow q\bar{q}$ have to be included in the matrix element. The first order matrix elements have soft and collinear divergences that in the full calculations are partly cancelled by virtual corrections while the rest is absorbed in the parton density functions. Such cancellation is not possible in MC calculation, thus to avoid those singularities cut-offs are introduced. In the presented analysis the “$z\hat{s}$ cut-off” scheme was used (it is the default option for LEPTO generator). It has two cut-off parameters: the fraction $z_q$ of parton energy with respect to the virtual photon and the invariant mass of the partonic subsystem $\hat{s}$, to regulate separately the divergences with respect to the incoming parton direction and for the two produced partons, respectively. The cut-offs are implemented as $z_{q,min} < z_q < 1 - z_{q,min}$ and $\hat{s} > \hat{s}_{min}$. It was checked if our experimental data can be used to determine the parameters $(z_{q,min}, \hat{s}_{min})$ of the cutoffs. Unfortunately none of the considered hadronic observables ($p_L, p_T, z, \theta, \phi$) is sensitive to the cutoff selection. Hence the default values are used as they were selected by the authors of LEPTO based on more suitable data.

To decide on the event-by-event basis which process type should be generated a probability for each event type is calculated as a function of kinematic variables $x$ and $Q^2$. The measured cross section contains all processes from all orders of QCD perturbative expansion. Thus when considering only three processes and neglecting higher order corrections the probabilities for them should add up to one. Hence the LP events probability $P_{LP}$ is defined by $P_{LP} = 1 - P_{QCDC} - P_{PGF}$, where $P_{QCDC}$ and $P_{PGF}$ are the first order QCD processes probabilities. They are defined as the ratio of the cross section obtained from the first order matrix element and the overall differential cross section. As explained previously the calculations of the matrix element integral depend on the cutoff selection, therefore the simulated fractions of processes are sensitive to the values of cutoffs.

For the factorisation scale, which appears in the parton densities, and for the renormalisation scale, which
iterative string fragmentation into hadrons. The string breaking continues as long as enough energy for the production of new $q\bar{q}$ pairs is available.

appears in expressions depending on the strong coupling constant $\alpha_s$, the $Q^2$ was selected. This choice of the scale is a default one in LEPTO. The uncertainty related to the $Q^2$ scale selection is taken into account in the determination of systematic uncertainty.

### 8.1.4 Hadronisation

The hadronisation of produced partons into observable hadrons is based on the LUND model as implemented in JETSET package \[115\]. In this model a colour triplet string is stretched between the products of the reaction. This system hadronises by the production of quark-antiquark or quark-diquark pairs from the energy of the colour field, leading to production of hadrons.

Fig. 8.3 illustrates the string breaking of the colour flux between $q$ and $\bar{q}$ with the creation of the new $q_1\bar{q}_1$-pair, such that a meson $q\bar{q}_1$ can be formed followed by the scaled down version of the string between $\bar{q}$ and $q_1$ and the further creation of new $q_i\bar{q}_i$ pairs is an iterative procedure until the last two hadrons are formed. Classically the two quarks of the $q_i\bar{q}_i$-pair must be produced at a certain distance so that the field energy between them can be used to produce the mass. Quantum mechanically the quarks may be created at the same point with local flavour conservation and then tunnelled out to the classically allowed region. For $q_i\bar{q}_i$-pairs generated in a tunnelling process the production probability is

$$
exp\left( -\frac{\pi m^2}{\kappa} \right) = exp\left( -\frac{\pi m^2}{\kappa} \right) exp\left( -\frac{\pi k_T^2}{\kappa} \right)
$$

(8.3)

with the mass $m$ of the produced quark (antiquark) and its transverse momentum $k_T$ relative to the string. The string constant $\kappa$, representing the energy per unit length of the colour flux tube, is known phenomenologically to be $\kappa \approx 1\text{GeV/fm}$.

Since the string is assumed to have no transverse excitations, the $k_T$ is locally compensated between the quark and antiquark of the pair. This leads to a flavour independent Gaussian spectrum for the $p_T$ of the produced hadrons (i.e. the $q_i\bar{q}_i$-pairs) with a width $\sigma(p_T) \approx 0.36\text{GeV}$ (parameter PARJ(21) in JETSET \[115\]). In practise there are non-Gaussian tails to this shape which are modelled by a second broader Gaussian that is added to the first one. The width of the second Gaussian is given by the parameter PARJ(24) (=2, default value) and the fraction of this admixture by PARJ(23) (=0.01, default value). The tunnelling picture also implies a suppression of heavy quark production, $u : d : s : c \approx 1 : 1 : 0.3 : 10^{-11}$ \[116\].

In JETSET the hadronisation process is governed by so called LUND symmetric fragmentation function based on Eq. 8.3. It defines the probability for the fraction $z$ of the available energy taken by a newly created
hadron as

\[ f(z) = z^{-1}(1-z)^{a}e^{-bm_{T}^{2}/2z}, \]  

(8.4)

where \(m_{T}^{2} = m^{2} + p_{T}^{2}\) and \(m\) is the mass of the hadron. The parameters \(a\) and \(b\) were obtained from fits to \(e^{+}e^{-}\) data and are usually assumed to be the same in the DIS region. However in studies carried out by HERMES and SMC experiments it was shown that the modification of those parameters is needed for better description of the experimental data \([117, 103]\). Also in the analysis presented here these parameters were adjusted to obtain a correct description of the experimental results. This is described in more detail in Sec. 8.3.

Let us describe the nucleon remnant treatment starting from the LP. When the struck parton is a valence quark the string is attached to the nucleon remnant which is a diquark. The string is split according to the LUND fragmentation function \(f\) (Eq. 8.4).

In case of a struck sea quark (antiquark) the remaining system consists of three valence quarks and a corresponding sea antiquark (quark). The partner of the struck parton gets assigned a fraction of the nucleon longitudinal momentum according to the Altareli-Parisi splitting function \(P(g \rightarrow q\bar{q})\) \((\text{cf. Sec. 2.2.4})\). The valence quarks are randomly divided into a quark and a diquark. The split of the remnant involves sharing of the momentum between the quark and the diquark according to the LUND fragmentation function \(f\) (Eq. 8.4). Two strings are formed: one between the single valence quark and the sea antiquark, the second between the diquark and the sea quark.

In case of the PGF process a very similar scenario occurs, also in this case the nucleon remnant is split into a quark and diquark. They form two strings with the antiquark and quark, respectively, produced in the fusion process.

For the QCDC process the string is stretched from the scattered quark via gluon to the target remnant \((\text{for detailed description of multiparton system fragmentation see Ref. [116] Sec. 12.2.4})\).

8.1.5 Parton shower

In order to take into account higher order QCD effects in LEPTO the parton shower (PS) approach \([118]\) is used. In DIS the struck parton can emit a gluon either before or after the boson vertex thus leading to initial or final state parton showers (Fig. 8.4). In such approach any higher orders in \(\alpha_{s}\) can be simulated, but only in the leading \(\log Q^{2}\) approximation. The shower evolution is governed by the Sudakov form factor. The inclusion of the PS into the MC simulation dramatically improves the description of the data. Especially the \(p_{T}\) distributions are affected as presented in Fig. 8.8. In part this is expected as the parameters of the fragmentation function were tuned in the presence of the PS. For the case without PS the fragmentation parameters should be adjusted to take into account the additional parton emissions not simulated explicitly because the default settings are obtained with PS.

8.2 Selection of MC samples

For the high \(p_{T}\) MC sample the same selection of events as for the experimental data is used \((\text{see Sec. 7.4})\). To economise the computational time the high \(p_{T}\) sample is generated with additional pre-cuts applied at the generator level: \(p_{T}\) of two hadrons > 0.6 GeV and \(\theta_{h} < 250\) mrad.
Selection of Feynman diagrams of the PGF process with gluon emissions treated by Parton Shower mechanism. Figures (a-c) present final state showers while figure (d) shows an initial state one.

For the inclusive sample the selection is as follows. Selected events are required to have a primary vertex containing a reconstructed beam muon $\mu$ and a reconstructed scattered muon $\mu'$. In order to prevent fake triggers a reconstructed scattered muon is required to have associated hits in both hodoscope stations that gave a trigger as in high $p_T$ case. In case of semi-inclusive triggers a presence of a hadron track originating from the interaction point is required in addition. The beam energy is required to be in the interval between 140 and 180 GeV. In order to select events from perturbative regime it is required that $Q^2 > 1$ GeV$^2$. In addition as described for high $p_T$ selection a cut $0.1 < y < 0.9$ is applied. Also the same vertex cuts are used as for the data.

8.3 Simulation of experimental conditions

The LEPTO generator is responsible for the simulation of an underlying physics process on the partonic level and the hadronisation of produced partons. The experimental setup and response of the spectrometer for the passage of the produced particles is simulated by the COMGEANT program [119]. COMGEANT is based on GEANT 3 package [120] and is responsible for the description of material located in the experimental hall, interactions of particles produced by LEPTO with that material, description of the magnetic fields and the passage of charged particles through them, and finally description of the COMPASS spectrometer detectors and simulation of their response. The “hits” generated by COMGEANT are then processed by the CORAL reconstruction program in the same way as the experimental data. This ensures that any tracking inefficiencies of the data are taken into account in the MC simulations. The reconstructed MC events can be analysed in the same way as experimental data with an additional benefit of available full information about the generated events.

8.3.1 Verification of the apparatus description

In order to obtain a good description of the experimental data a proper simulation of our apparatus was examined. For this purpose mainly the agreement between the real and simulated data for muon variables in the inclusive sample was considered.
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Figure 8.5: Efficiency of one of the trigger hodoscope planes during two periods of data taking. For period 04W39 less efficient slabs are clearly visible.

Figure 8.6: Impact on the data description by the MC simulations of trigger hodoscope inefficiencies. The data vs. MC comparison is presented for $x$ and $y$ kinematic variables for inclusive sample (2004).

Incoming beam particles used by the generator were extracted from data. For each year of data taking one set of beam tracks was created. To describe properly the beam the data obtained with the random trigger were used. This ensures that the beam profile is not biased by trigger acceptance as most of the beam tracks will not interact in the target. Beam tracks are reconstructed by the Beam Telescope and the BMS with possibility of bridging with a spectrometer track. To extract halo tracks the time gates in the reconstruction are enlarged. This enables to reconstruct the “off time” tracks. Tracks that are reconstructed in the spectrometer and can be identified as a muons, excluding all that are identified as beam, are extracted as halo tracks. The impact of the proper description of the beam position on the inclusive kinematic variables was studied and have been found to be negligible in case of $Q^2 > 1$ GeV$^2$ samples. As a next step the efficiencies of the trigger hodoscope planes were extracted for years 2003 and 2004 from the experimental data and were included in the COMGEANT. Also here the impact on distributions of the kinematic variables was found to be small. As an example, the 2D efficiency map of one of the trigger planes and its evolution during one year of data taking is presented in Fig. 8.5. The impact on the kinematic variables is shown in Fig. 8.6. The fact that those two effects do not have a big impact on data description by MC simulations, in spite of the fact that both beam position and efficiencies of hodoscope planes have been found to vary with time, allows us to use only one MC simulation per year.
8.3.2 Adjustment of the generator parameters

With a gained confidence that the apparatus is described well to our best knowledge, tuning of generator parameters was performed. The Fig. 8.7 presents the agreement between two MC simulations with different selection of the PDF parametrisation. It is seen that the choice of PDFs has strong influence on the shape of kinematic variables distribution for simulated events. Thus it will have a significant impact on agreement between the data and MC. As explained in Sec. 8.1.2 the PDFs were selected based on the comparison with the \( F_2 \) measurement by the NMC experiment.

With a satisfactory description of the inclusive variables distributions studies of the agreement between the data and the simulation for the high \( p_T \) sample were performed. To obtain a good description of the experimental data Parton Shower in LEPTO had to be enabled. Especially the description of hadrons transverse momenta has improved as presented in Fig. 8.8. This poses a theoretical dilemma, as with the PS one simulates higher order effects whereas the formula for the \( \Delta G/G \) is derived in LO. The impact of this is taken into account for the estimation of the systematic uncertainty.

To improve the agreement between data and MC for hadronic variables the parametrisation of fragmentation in the LEPTO generator has been tuned. The parameters \( a \) (PARJ 41) and \( b \) (PARJ 42) of the LUND fragmentation function (Eq. 8.4) were adjusted in such a way that the description of the \( p_L, p_T \) and \( z \) of the leading hadron is optimal. A broad spectrum of parameter values was scanned in order to check sensitivity of hadronic observables to these parameters. The final set of parameters was selected based on the best agreement of the full MC simulation with the experimental data. To improve further the agreement for high values of transverse momenta the distribution of the transverse momenta from the fragmentation process was adjusted. Three parameters are available: PARJ 21 - the width of the Gaussian core, PARJ 23 - the width of a second Gaussian modelling the non Gaussian tails, PARJ 24 - height of second Gaussian as a fraction of the core height. The obtained values are given in Table 8.1. For detailed discussion of the adjustment of the JETSET fragmentation parameters see Ref. [104].

<table>
<thead>
<tr>
<th></th>
<th>PARJ 21</th>
<th>PARJ 23</th>
<th>PARJ 24</th>
<th>PARJ 41</th>
<th>PARJ 42</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>0.36</td>
<td>0.01</td>
<td>2.0</td>
<td>0.3</td>
<td>0.58</td>
</tr>
<tr>
<td>COMPASS</td>
<td>0.3</td>
<td>0.02</td>
<td>3.5</td>
<td>0.6</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 8.1: Default and COMPASS tuned values of LEPTO fragmentation parameters.
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Figure 8.8: Comparison between the data and the MC simulations for the high-$p_T$ sample (2004): red triangles - PS on, blue squares - PS off. The distributions and ratios Data/MC for hadron transverse momenta are shown.

Table 8.2: Dependence of $<a_{LL}>$ and process fractions on MC settings. Presented are values for "Final" MC sample and averaged ones over the four MC samples.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Final MC</th>
<th>Mean from 4 MC’s</th>
<th>RMS from 4 MC’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;a_{LL}^{LP}&gt;$</td>
<td>0.633</td>
<td>0.628</td>
<td>0.030</td>
</tr>
<tr>
<td>$&lt;a_{LL}^{QCDC}&gt;$</td>
<td>0.495</td>
<td>0.474</td>
<td>0.018</td>
</tr>
<tr>
<td>$&lt;a_{LL}^{PGF}&gt;$</td>
<td>-0.363</td>
<td>-0.376</td>
<td>0.012</td>
</tr>
<tr>
<td>$R_{LP}$</td>
<td>0.399</td>
<td>0.394</td>
<td>0.066</td>
</tr>
<tr>
<td>$R_{QCDC}$</td>
<td>0.292</td>
<td>0.309</td>
<td>0.044</td>
</tr>
<tr>
<td>$R_{PGF}$</td>
<td>0.309</td>
<td>0.296</td>
<td>0.025</td>
</tr>
</tbody>
</table>

8.3.3 Comparison with the data

In Fig. 8.9 the comparison between the data and the MC simulation for the inclusive sample is presented for kinematic variables $x$, $Q^2$ and $y$. In Fig. 8.10 and 8.11 the agreement for the high $p_T$ sample is illustrated for the MC with default (red triangles) and COMPASS tuning (blue squares). Fig. 8.10 shows distributions of variables $x$, $Q^2$, $y$, while Fig. 8.11 those for hadronic ones: momenta and transverse momenta of the leading and next to leading hadrons. Distributions were normalised to the number of events in the data sample.

MC is used to train neural networks in order to parametrise several characteristics of our samples. It is important to know how those characteristics are affected by different tunings of the MC. In order to estimate systematic effects associated with this, four MC samples were prepared:

1. default fragmentation parameters, PS off;
2. default fragmentation parameters, PS on;
3. COMPASS fragmentation tuning, PS off;
4. COMPASS fragmentation tuning, PS on.

The dependence of considered variables ($a_{LL}^{LP}$, $a_{LL}^{QCDC}$, $a_{LL}^{PGF}$, $R_{LP}$, $R_{QCDC}$, $R_{PGF}$) on the MC settings...
Figure 8.9: Comparison between the data and the MC simulation for the inclusive sample (2004). The distributions and the ratios Data/MC are shown as functions of $x_{Bj}$, $Q^2$, and $y$.

Figure 8.10: Comparison between the data and the MC simulations for the high-$p_T$ sample (2004): red triangles - COMPASS tuning, blue squares - default parameters. The distributions and ratios Data/MC are shown for inclusive variables $x_{Bj}$, $Q^2$, $y$. 
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Figure 8.11: Comparison between the data and the MC simulations for the high-$p_T$ sample (2004): red triangles - COMPASS tuning, blue squares - default tuning. The distributions and ratios Data/MC are shown for hadronic variables $p_1$, $p_2$, $p_{T1}$, $p_{T2}$ and $\Sigma(p_T^2)$.

Figure 8.12: The dependence of fractions $R^i$ (left plot) and $<a_{LL}>$'s (right plot) for LO, QCDC and PGF processes on the MC settings.
is presented in Table 8.2 and in Fig. 8.12. Studies of systematic uncertainty due to generator parameters setting are described in more detail in Sec. 10.5.

The final settings for the MC simulations that gave the best description of data consist of:

1. Usage of the beam profile extracted from experimental data.
2. Parametrisation of trigger hodoscopes efficiencies.
3. Usage of MRST04 LO parametrisation of the PDFs.
4. Inclusion of Parton Shower mechanism.
5. Modification of the fragmentation parameter values as defined in Table 8.1.

Due to the performed tuning of the LEPTO parameters a satisfactory description of experimental data by MC, both for the inclusive and high $p_T$ samples, was obtained. Therefore with a confidence we can use the MC to parametrise fractions of processes and their $a_{LL}$'s.
Chapter 9

Neural networks approach

As already explained in Sec. 7.1.2, in order to extract the polarisation of gluons in the nucleon parametrisations of several quantities as a function of measured variables are needed. Such parametrisations were obtained using neural networks. In the following section the basic terminology is introduced and the type of neural networks that was used in the analysis is described in more detail. In Sec. 9.2 the details of the training procedure as well as the results of the parametrisations are discussed. Secs 9.3 and 9.4 discuss the parametrisation of the momentum fraction carried by the gluon $x_G$ and the scale $\mu^2$.

9.1 Neural networks

Artificial neural networks (NN) are one of the modern methods of data analysis. They are based on the way the human brain works and their main characteristic is an ability to learn. Although neural networks are a greatly simplified model of the brain they are capable e.g. of modelling an object of unknown characteristics - parametrisation, dividing a set of objects into several groups based on their characteristics - classification, and many more. In fact the classification is one of the most popular tasks where neural networks are used; for image recognition, speech recognition, separation of signal from background.

In this chapter the focus will be on one type of neural networks, a multilayer perceptron (MLP). This type of neural network is frequently used for classification or parametrisation tasks and it was used also in the presented analysis. The MLP is a neural network without a feedback, the signal is propagated throughout the network in one direction. In Fig. 9.1 a schematic diagram of a MLP is presented. The neural network, similarly to the brain, is composed of neurons and their connections. In the MLP the neurons are organised in several layers, with neurons connected only to the previous and the next layers. The input signal is introduced through the input layer by setting the state of the neurons from which it is composed. For a network with $N_0$ inputs this will be denoted as $u_i$ where $i = 1, \ldots, N_0$. Then the signal, through the connections between the neurons, is propagated to the output layer. It is worth to say that at least one hidden layer is needed for the MLP to be able to parametrise the exclusive OR (XOR) logic function. However, already two hidden layers are sufficient to enable the network to cope with any parametrisation problem [121].

The neuron is a building block of the neural network, it has input connections that have different weights and its state is a function of the weighted input signals. The output can be connected to several other neurons. A model of the neuron that is commonly used has been introduced by McCulloch and Pitts in 1943.
Figure 9.1: Multilayer perceptron. The “+1” inputs for each layers are the bias terms and allow for adjustment of the activation threshold.

[122]. We will consider an MLP with $L$ layers, each consisting of $N_k$ neurons where $k = 1, 2, \ldots, L$. The state of a neuron $i$ from a layer $k$ ($E_i^{(k)}$) is defined as

$$y_i^{(k)} = f \left( s_i^{(k)} \right),$$

where

$$s_i^{(k)} = \sum_{j=0}^{N_{k-1}} w_{ij}^{(k)} x_j^{(k)}; \quad f(x) = \begin{cases} 1 & \text{when } x \geq 0 \\ 0 & \text{when } x < 0 \end{cases}.$$  \hspace{1cm} (9.2)

The $x_j$ are the input signals of the neuron $E_i^{(k)}$ which are connected to the neurons from the layer $k - 1$ in the following way

$$x_i^{(k)} = \begin{cases} u_i & \text{for } i > 0, k = 1 \\ y_i^{(k-1)} & \text{for } i > 0, k = 2, \ldots, L \\ +1 & \text{for } i = 0, k = 1, \ldots, L \end{cases}.$$  \hspace{1cm} (9.3)

The $w_{ij}$ are the weights of the connections with input neurons. Such a neuron is presented schematically in Fig. 9.2. The weights $w_{i0}^{(k)}$ are called bias terms and have a meaning of a threshold value for the neurons activation. This is easily seen by rewriting Eq. 9.2 as follows

$$y_i^{(k)} = \begin{cases} 1 & \text{when } s_i^{(k)} + w_{i0}^{(k)} \geq 0, \\ 0 & \text{when } s_i^{(k)} + w_{i0}^{(k)} < 0, \end{cases}.$$  \hspace{1cm} (9.4)

where $s_i^{(k)} = \sum_{j=1}^{N_{k-1}} w_{ij}^{(k)} x_j^{(k)}$.

In most applications of MLP the original Heaviside activation function $f(x)$ is replaced with a continuous sigmoid function like $f(x) = 1/(1 + \exp(-\beta x)); \ \beta > 0$, or a hyperbolic tangent $f(x) = \tanh(\alpha x/2) = (1 - \exp(-\alpha x))/(1 + \exp(-\alpha x)); \ \alpha > 0$. Different activation functions are presented in Fig. 9.3. By selection of an activation function the sensitivity of the neural network to the outliers in the input data can be adjusted. In the presented analysis the unipolar sigmoid function was used. One exception is the activation function of the neurons in the output layer, which for the parametrisation tasks is chosen as a simple linear function.
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Figure 9.2: Schematic representation of a neuron $E_i^{(k)}$.

![Schematic representation of a neuron](image)

Figure 9.3: Neuron activation functions.

![Neuron activation functions](image)

\[ f(x) = x. \] This assures that the output is proportional to the input signals.

The ability of the neural network to learn is realised by the weights that are assigned to the connections between neurons. Values of the weights are adjusted during the training procedure. In the presented work the supervised training technique is used. It is an iterative procedure where for each iteration step \( n \) the values of weights are adjusted. To determine the weights corrections a training data set is needed where the expected output \( d_i(n) \) of neural network for step \( n \) is known for each input vector. During the training the response of the neural network is compared to the expected one and an error is calculated, usually as the Mean Squares Error (MSE)

\[
Q(n) = \sum_{i=1}^{N_L} \left( d_i(n) - y_i^{(L)}(n) \right)^2,
\]

where \( L \) denotes the output layer. In the presented analysis the MSE function was always used, although in some other applications an asymmetric error function can be better suited, e.g.

\[
Q(n) = \sum_{i=1}^{N_L} \left[ a \left( d_i(n) - y_i^{(L)}(n) \right) \right]^2 / \left[ a \left( d_i(n) - y_i^{(L)}(n) \right) + 1 \right],
\]

where \( a \) is a scaling factor.

In the course of the training procedure, the weights are adjusted in order to minimise the error. The minimisation is based on the steepest gradient algorithm

\[
w_{ij}^{(k)}(n+1) = w_{ij}^{(k)}(n) - \eta \frac{\partial Q(n)}{\partial w_{ij}^{(k)}(n)},
\]

where the constant \( \eta > 0 \) stands for the step size. Let us consider

\[
\frac{\partial Q(n)}{\partial w_{ij}^{(k)}(n)} = \frac{\partial Q(n)}{\partial s_i^{(k)}(n)} \frac{\partial s_i^{(k)}(n)}{\partial w_{ij}^{(k)}(n)} = \frac{\partial Q(n)}{\partial s_i^{(k)}(n)} \delta_i^{(k)}(n) = -2\delta_i^{(k)}(n)y_j^{(k)}(n); \quad \delta_i^{(k)}(n) = -\frac{1}{2} \frac{\partial Q(n)}{\partial s_i^{(k)}(n)}. \]

(9.7)
Thus we obtain the following equation for the weight after adjustment

\[ w_{ij}^{(k)}(n + 1) = w_{ij}^{(k)}(n) + 2\eta \delta_i^{(k)}(n)x_j^{(k)}(n). \]  

(9.8)

In case of the MSE function \( \delta_i^{(k)}(n) \) becomes

\[
\delta_i^{(k)}(n) = \varepsilon_i^{(k)}(n) = \begin{cases} 
  d_i(n) - y_i^{(L)}(n) & \text{for } k = L \\
  \sum_{m=1}^{N_{k+1}} \delta_{m}^{(k+1)}(n)w_{mi}^{(k+1)} & \text{for } k = 1, \ldots, L - 1,
\end{cases}
\]

(9.9)

with \( f' \) being the derivative of \( f \). In this algorithm the errors are calculated starting from the output layer and then propagated towards the input layer. Such an algorithm of weights adjustment is called “error back-propagation”. During the training the step size starts from being fairly large, then it is decreased when we are approaching the minimum in the error space. In order to speed up the convergence it is common to introduce a momentum term

\[ w_{ij}^{(k)}(n + 1) = w_{ij}^{(k)}(n) + 2\eta \varepsilon_i^{(k)}(n)f'(s_i^{(k)}(n))x_j^{(k)}(n) + \alpha \left[ w_{ij}^{(k)}(n) - w_{ij}^{(k)}(n - 1) \right], \]

(9.10)

where the parameter \( \alpha \in (0, 1) \).

The data set on which the neural network is trained is randomly divided into two parts: the “training set” and the “testing set”. The network is trained using the “training set” while the “testing set” is used to monitor the training procedure. When the network errors obtained from the two sets diverge too much, the training is stopped. This prevents situations where the neural network would learn the contents of the “training set” by heart instead of finding more general patterns. For more detailed description of neural networks see Ref. [123] and references therein.

It is possible that after training the neural network will end up in a local minimum in the error space. In order to minimise such a possibility a dynamic structure of the network is used. During the procedure additional neurons can be introduced or neurons that are not used can be removed. In case the modified network structure leads to a smaller error the modification is retained, otherwise the previous structure is used for further training. Attempts to modify the network structure are repeated periodically while the modification’s position is selected randomly. Such procedure allows the network to search for a global minimum in case a local minimum is found.

The NN’s used in this thesis were prepared using the NetMaker package [124]. The package was implemented for COMPASS and ICARUS neutrino experiment. The program is written in the C#\(^1\) language and optimised for working with large data sets. It provides a graphical interface for a network preparation and for controlling the learning process. After the process is finalised, a file containing the description of the structure of the network, including all the weights, is prepared. It is a text file written in an XML\(^2\) standard. A special C++ class, that simulates the neural network based on the XML file, was prepared and added to the PHAST package. The class allows to run during the analysis the neural network obtained with the NetMaker, and estimate the values of required kinematic variables and \( a_{LL} \)’s on the event-by-event basis.

\(^1\)C# (C sharp) is an object-oriented programming language developed by Microsoft and based on C++ syntax.
\(^2\)XML - the Extensible Markup Language is a general-purpose markup language. It provides a set of rules based on markups according to which an information, e.g. a structure of network, is described.
9.2 Parametrisations

In the proposed method of $\Delta G/G$ extraction from the measured asymmetry the knowledge of the fractions of the contributing processes ($R_{PGF}$, $R_{QCDC}$, $R_{LP}$, $R_{inc,PGF}$, $R_{inc,QCDC}$, $R_{inc,LP}$) and the values of the $a_{LL}$'s ($a_{LL}^{PGF}$, $a_{LL}^{QCDC}$, $a_{LL}^{inc,PGF}$, $a_{LL}^{inc,QCDC}$) as well as $x_G$ and $x_C$ is required on the event-by-event basis. For that purpose neural networks are used as a tool to obtain a parametrisation of required quantities as a function of measured variables. Several neural networks are needed, because each of the $a_{LL}$'s and the $x$ variables is parametrised independently. The processes fractions were parametrised by the two neural networks, one for the inclusive and one for the high $p_T$ sample.

The neural networks are trained in a mode where their output has an interpretation of the expectation value $X$ of parametrised quantity as a function of the considered input parameters. Technically this means that the error function used in the training is a standard Mean Squares Error function ($MSE$) and that the neuron(s) of the last (output) layer has(ve) a linear activation function, resulting in the response proportional to the sum of the amplitudes of the input signals.

In the inclusive case the Bjorken scaling variable $x$ and $Q^2$ are selected as the input variables. In case of the high $p_T$ sample in addition the transverse and longitudinal momenta of the hadron pair ($p_T^{1}, p_T^{2}, p_L^{1}, p_L^{2}$) are used. The input variables are first normalised so that their mean value and variance in the training sample correspond to a normal distribution. This ensures that all signals from the input neurons are of the same magnitude and that importance of neither of the input variables is not enhanced artificially.

For the $a_{LL}$'s and the $x$ variables the parametrisations are based on neural networks with one output neuron. Results of the training are presented in Fig. 9.4. The output of the neural networks, i.e. the parametrised value of the considered quantity, is plotted as a function of the input value. In the implementation of the $\Delta G/G$ extraction $a_{LL}/D$ is used instead of $a_{LL}$, where $D$ is the depolarisation factor. Therefore the NN is trained to parametrise directly $a_{LL}/D$. Obtained correlations between the parametrised and the true values are in general $\sim 60\%$. An exception is the correlation for the $a_{LL}$ of the QCDC process which is significantly lower and which is not understood currently. However in order not to introduce a bias, it is sufficient that the mean value of the $a_{LL}$ is reproduced correctly.

To illustrate this statement let us consider the unweighted method which can be treated as weighted method where all events have the same weight. In such case we could build the weight from the averaged values of $a_{LL}$'s over the whole sample, i.e. we would use a parametrisation that gives poor correlation while reproducing mean value correctly. As the unweighted method does not introduce a bias, we can assume that this is also the case for weighted method even for non prefect correlation of $a_{LL}$'s parametrisation, provided that the mean values are reproduced.

The fractions $R$ of the three processes sum up to unity. With this constraint it is sufficient to use two variables (dimensions) to parametrise them. Relations between the two parametrisation variables $o_1$ and $o_2$ and the processes fractions are following

$$R_{PGF} = 1 - o_1 - 1/\sqrt{3}o_2, \quad R_{QCDC} = o_1 - 1/\sqrt{3}o_2, \quad R_{LP} = 2/\sqrt{3}o_2. \quad (9.11)$$

Thus for the parametrisation a neural network with two output neurons ($o_1$ and $o_2$) is used. Table 9.1 gives the expected values of neural network outputs (so called training flags). The resulting neural net-
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Figure 9.4: Output of neural networks for $a_{\text{LL}}$'s and $x$'s. See text for details.

Figure 9.5: Two dimensional output of neural networks for estimation that a given event originated as PGF, QCDC, or LP. Left - high $p_T$ sample, right - inclusive sample.
work outputs obtained for the high $p_T$ and inclusive MC samples are presented as two-dimensional plots in Fig. 9.5. The triangles enclose the region where all $R$ fractions are positive. Each triangle apex represents the situation when the fraction of indicated process is equal to 100%. The distances from the triangle sides are proportional to the fractions of 3 processes (0 for the distance equal to 0 and 100% for distance equal to the triangles height as defined in Eqs 9.11).

We know that for the inclusive sample $\sim 80\%$ of the events originates from the LP while the remaining 20% is divided to a good approximation evenly between QCDC and PGF. As consequence of this the NN returns on average large values of $o_2$, which correspond to high probability for an event to originate from LP, and values of $o_1$ that are $\sim 0.5$ which reflects the similar PGF and QCDC fractions. To explain why the NN output is being grouped in one corner of the output space and that no events are clearly identified as the PGF we have to consider that $R$'s have a weak sensitivity to the input variables $x$ and $Q^2$. If the $R$ fractions would not depend on $x$ and $Q^2$ then the neural network would simply return for each event the average values of $R$ in the considered sample. On the “triangle plot” for the inclusive sample it would correspond to a single point at $o_1 \approx 0.5$ and $o_2 \approx 0.7$. Fortunately the $R$ fractions exhibit an $x$, $Q^2$ dependence although a weak one. This is seen as the elongated shape on the plot of 2D output of the NN. The visible “wing” on the right-hand side corresponds to a quite small fraction of events. In this region the average fraction of the QCDC is high and the events have high $x$ values. For high $x$ region the gluon distribution goes to zero, thus the PGF events are strongly suppressed. Still for the considered input variables ($x$, $Q^2$) no sharp cut can be found that defines a region where only one process occurs. Therefore NN will only be able to reproduce average values of the fractions as a function of $x$ and $Q^2$.

For the high $p_T$ case the situation is different. The addition of hadronic input variables improves the sensitivity, while the high $p_T$ cuts increase the PGF and QCDC fractions to a level where all $R$'s are $\approx 1/3$. The increased sensitivity is visible as the elongated shape of the two-dimensional output along the $o_2$ axis. This shows that the neural network is able to distinguish between the LP and the remaining two processes. However dependence of the cross-sections for the QCDC and PGF in the considered variables are similar which leads to smaller discriminating power between these two processes; in most cases the neural network returns $R_{PGF} \approx R_{QCDC}$.

Although the discrimination between the three competing processes is not perfect it improves significantly statistical accuracy of $\Delta G/G$ compared to the usage of average values of $R$'s and $a_{LL}$'s (cf. Sec. 7.3.5). The resulting statistical precision will be presented in Chapter 11, after the discussion of the systematic uncertainties which contain also a contribution from the neural networks studies.

### 9.3 The gluon momentum fraction $x_G$

The gluon polarisation is determined for a kinematic region covered by the selected sample and corresponds to a given fraction of a nucleon momentum carried by gluons, $x_G \equiv \xi$, defined as [125]

$$\xi = x \left( \frac{4}{Q^2} + 1 \right). \quad (9.12)$$

3Using equations 9.11 this corresponds to $R_{PGF} = R_{QCDC} \approx 0.95$ and $R_{LP} \approx 0.81$. 
The ξ has a meaning of a fraction of a nucleon momentum carried by a struck parton also for LP and QCDC events. The quantity  the Mandelstam variable for the hard process and is known for simulated PGF and QCDC events but cannot be directly determined from data. Therefore based on MC simulations a NN parametrisation is built as a function of measured observables. The procedure of obtaining such parametrisation is described in previous section.

As explained in Sec. 7.1.2 for the extraction method introduced in this thesis the value of \( \Delta G/G \) is probed at an average \( x_{av}^G \). The \( x_{av}^G \) is defined in Eq. 7.18. To estimate the value of \( x_{av}^G \) at which the \( \Delta G/G \) is measured the NN parametrisation of \( x_G \) described supra is used. For each event of the selected data sample the \( x_G, x'_G \) and the \( \alpha_1, \alpha_2, \lambda \) weights are obtained from NN parametrisation and thus we obtain \( x_{av}^G \) on event-by-event basis. In Fig. 9.6 the distribution of the \( x_{av}^G \) is shown, with mean value \( < x_{av}^G > = 0.094 \) and RMS = 0.056. However as the distribution is asymmetric (note that the \( x_{av}^G \) axis has a logarithmic scale) we will instead quote the \( < x_G > \) as the value corresponding to the maximum of the \( x_G \) distribution (MPV - most probable value) and the asymmetric error is taken as distribution width at half-height. Thus we obtain

\[
< x_G > = 0.083^{+0.052}_{-0.034}.
\]

(9.13)

### 9.4 Scale \( \mu^2 \)

Another important information is the scale at which the gluon distribution is probed. For the considered kinematic regime the relevant scale is \( \mu^2 = Q^2 \). The average \( Q^2 \) for the selected sample is \( < Q^2 > = 3 \text{GeV}^2 \). The scale dependence of the MC was studied by previous analyses and was found to be small in the kinematic region covered by COMPASS [103, 104].

In the weighted method of the \( \Delta G/G \) extraction different \( Q^2 \) regions contribute with different weights. Therefore for estimation of the scale at which the gluon polarisation is probed in presented analysis a weighted average of \( Q^2 \) is used. The weight is \( fDP_b \) as described in Sec. 7.3.5. The resulting average scale of the presented \( \Delta G/G \) measurement is

\[
< \mu^2 > = 1.94 \text{GeV}^2.
\]

(9.14)
Chapter 10

Systematic uncertainties

In this chapter details of the analysis of systematic errors are discussed. There are two main origins of the systematic errors for the performed $\Delta G/G$ extraction: experimental effects and Monte Carlo simulations.

The experimental systematic uncertainties are described in Sec. 10.1, with the main contribution due to false asymmetries. In Sec. 10.2 the contribution due to $A_1$ asymmetry parametrisation is discussed, followed by estimation of the non-pion contamination of the selected sample and its effect on $\Delta G/G$ extraction (Sec. 10.3). Sec. 10.4 is dedicated to analysis of systematic uncertainties related to the Neural Networks used in this thesis. The estimation of the systematic uncertainties due to the Monte Carlo simulations is explained in Sec. 10.5. Discussion of possible effects due to Radiative Corrections and Resolved Photon processes is presented in Secs 10.6 and 10.7, respectively. Finally the contribution to the systematic error due to simplifications used in derivation of the formula for $\Delta G/G$ extraction is given in Sec. 10.8. The summary of the systematic uncertainties is presented in Sec. 10.9.

10.1 Experimental systematic uncertainties

To obtain a result that is not dominated by systematic uncertainties, the systematic effects should be controlled with a precision much better than the statistical precision of the considered result. One of the main systematic effects that affect an asymmetry measurement are the false asymmetries. The precision of measured asymmetry depends on the size of the data sample used. Therefore to increase the precision of false asymmetries determination a larger sample was selected. It was obtained by removing the cuts on $p_T$ of the leading hadrons as well as the cut on $\Sigma z$ (cf. the standard selection in Sec. 7.4.6) and it will be called “all $p_T$” sample. To insure that estimation of systematic effects obtained with this sample is relevant for the high $p_T$ sample, events from both samples should have similar distributions of measured momenta and angles. It was checked to be the case for this analysis. As an example the comparison of distributions of average $\theta$ angle for the two leading hadrons for the two samples is shown in Fig. 10.1. The agreement between the two samples is reasonable, in contrast to the low $Q^2$ analysis where a cut on the $\theta$ angle of the hadrons was essential [126].

In the $\Delta G/G$ extraction method used in this analysis the event weight is introduced, which reflects a sensitivity of a given event to the gluon distributions. There is no intermediate step of asymmetry extraction as it was done in the previous analyses. By loosening cuts one will mainly introduce events originating from the LP, but the statistical error of the $\Delta G/G$ obtained from such weighted method for the all $p_T$ sample
will not decrease significantly. Thus, the experimental systematic effects should be studied directly for the asymmetries rather than for the value of $\Delta G/G$. Furthermore by performing the study on the asymmetries we decouple from the systematic effects from the MC simulations. In the study of experimental uncertainties the following quantities were considered:

- $A_{1h}^{PT} = A^{PT}_{L,L}/D$; the $A_{1}$ asymmetry for the high $p_T$ sample,
- $A_{1h}^{2h} = A^{2h}_{L,L}/D$; the $A_{1}$ asymmetry for the all $p_T$ sample.

### 10.1.1 Validation of the sign of the asymmetries

A possible concern may arise if an asymmetry is extracted with a correct sign. In order to verify that the asymmetries have the correct signs the fact that the measured $A_{1}^{d}$ is positive for high values of $x$ [9] is utilised. The $A_{1h}^{2h}$ is actually very similar to $A_{1}^{d}$ in COMPASS as for the majority of events there are at least two outgoing hadrons from the interaction point. In order to access high values of $x$ the $A_{1h}^{2h}$ was extracted for the pure calorimeter trigger events only at an average $x \approx 0.11$. The values obtained for the two MW configurations are $A_{1h, MW+}^{2h} = 0.076 \pm 0.015$ and $A_{1h, MW-}^{2h} = 0.092 \pm 0.014$. Thus the correctness of the sign of the asymmetries is confirmed.

### 10.1.2 Global versus consecutive configuration

In Sec. 7.4.1 the difference between the extraction of asymmetry using global or consecutive configurations was discussed. As the 2nd order method can introduce a bias in case the used data sample is too small, the global configuration was selected for the evaluation of the $\Delta G/G$. However, to check if it does not introduce a bias, results obtained from the global and consecutive configurations for all $p_T$ sample are compared: $A_{1h,G}^{2h} \equiv A_{G} = 0.00700 \pm 0.00205$, $A_{1h,C}^{2h} \equiv A_{C} = 0.00750 \pm 0.00175$.

To check the compatibility of the two sets one has to consider their difference and take into account correlation between the two samples for the error calculation. As periods without matching counterparts are excluded from the consecutive set, it is a subset of the global sample. Therefore an approximate expression for error of difference between sample and its sub-sample was used $\sigma(A_{C} - A_{G}) = \sqrt{\sigma^2(A_{C}) - \sigma^2(A_{G})}$ [127]. The difference between the asymmetries obtained from the two configurations, $A_{G} - A_{C} = 0.0005 \pm 0.00107$, is compatible with zero.
10.1.3 False asymmetries

A false asymmetry does not depend on the orientation of the target spins and may result from changes of spectrometer acceptance and/or changes of the density of the target material exposed to the beam. Such asymmetry was defined in Sec. 7.3.2. Let us rewrite Eq. 7.44

\[ A_{\text{meas}} \equiv \frac{1}{2 \langle w \rangle \langle P_t \rangle} \left( A_N + A_N' \right) = A_{LL} + \frac{1}{2 \langle w \rangle \langle P_t \rangle} \left( \frac{r - 1}{r + 1} - \frac{r' - 1}{r' + 1} \right) = A_{LL} + A_{\text{false}}. \]  

(10.1)

As seen from this formula the false asymmetry vanishes when the ratio \( r = a_u n_u / a_d n_d \) is stable in time \( (r = r') \).

False asymmetries could be of two types: reproducible false asymmetry and random false asymmetry.

10.1.3.1 Reproducible false asymmetry

This asymmetry is caused by changes of the ratio \( r \) during the solenoid field reversal. It was measured that COMPASS target moves vertically by 600 \( \mu \text{m} \) during the change of the solenoid field. This results in a change of the number of nucleons exposed to the beam especially as the target cells filling with the target material is not perfectly uniform. Also the performance of a part of the detectors is affected by the direction of the solenoid field which can cause changes in the spectrometer acceptance. Such asymmetries can be suppressed by combining data collected with different MW polarisations. As explained in Sec. 4.3 the two target cells are polarised using the MW radiation with a different frequency for each cell. This results in one cell being polarised parallel to the magnetic field and the second cell anti-parallel. By exchange of the applied MW frequencies one obtains an opposite configuration (Fig. 7.4).

Let us consider the expression for the experimental asymmetry for the positive MW setting, i.e. with positive polarisation of the upstream cell with respect to the magnetic field,

\[ A_+ \equiv A_{LL} + A_{\text{rep}} = \frac{1}{2 \langle w \rangle \langle P_t \rangle} \left( N_u - N_d - N'_u - N'_d \right). \]  

(10.2)

For the negative MW setting the upstream cell has a negative polarisation. Thus with the same direction of the solenoid field as for the positive setting we obtain an opposite spin configuration of the muon-nucleon system. As the cross-section asymmetry \( A_{LL} \) is defined as \( A_{LL} = \sigma_+ - \sigma_- \), the equation for \( A_- \) asymmetry should consider difference between downstream and upstream counting rates as opposed to \( A_+ \). The reproducible asymmetry does not depend on the spin direction but on the setting of the magnetic field so it is not affected by the MW reversal. Thus for the negative MW polarisation the reproducible asymmetry contributes to the measured asymmetry with a negative sign;

\[ A_- \equiv A_{LL} - A_{\text{rep}} = -\frac{1}{2 \langle w \rangle \langle P_t \rangle} \left( N_u - N_d + N'_u - N'_d \right). \]  

(10.3)

Measurements of both \( A_+ \) and \( A_- \) enable to decouple \( A_{LL} \) and \( A_{\text{rep}} \);

\[ A_{LL} = \frac{1}{2} (A_+ - A_-), \quad A_{\text{rep}} = \frac{1}{2} (A_+ + A_-). \]  

(10.4)

As the amount of data taken at each of the two MW settings was not always equal, the error of obtained
asymmetry would be dominated by the smaller sample. For that reason a weighted mean is used to determine $A_{LL}$ at the cost that $A_{rep}$ does not cancel completely.

**MW asymmetry.** In Fig. 10.2 the values of $A_{2h}^{\text{MW}}$ asymmetry for the three analysed years are presented. Each point corresponds to a week of data taking, with data collected for the opposite MW settings clearly separated. No significant difference between the two settings is observed.

However to estimate the size and possible non-cancellation of $A_{rep}$ the asymmetry extraction was performed for both the all $p_T$ and high $p_T$ data samples. The values of $A_1 = A_{LL}/D$ and $A_{1,rep} = A_{rep}/D$ for the two samples are summarised in Table 10.1. The average reproducible false asymmetry for the high $p_T$ sample is compatible with zero at 2.5σ level while for the all $p_T$ sample the compatibility is within 2.1σ. Although the obtained reproducible asymmetry is compatible with zero within 3 sigma a thorough investigation of possible causes of such asymmetry was performed. The results of this investigation are presented in following paragraphs.

For a weighted average of $A_{2h}^{\text{MW}+}$ and $A_{2h}^{\text{MW}-}$ a part of $A_{1,rep}$ contribution ($A_{2h}^{R}$) will remain. In our case the remaining part is compatible with zero within the statistical uncertainty

$$A_{2h}^{R} = A_{2h}^{rep} - \frac{\sigma (A_{2h}^{\text{MW}+}) - \sigma (A_{1,rep}^{\text{MW}+})}{\sigma (A_{1,rep}^{\text{MW}+}) + \sigma (A_{1,rep}^{\text{MW}-})} = 0.000110 \pm 0.000052. \quad (10.5)$$

However this only tests the bias introduced by usage of the weighted average. Therefore for the estimate of the contribution from the $A_{1,rep}$ to the systematic error of $\Delta G/G$ measurement a conservative value of 0.001 based on previous studies [96, 65, 100] was used for $\sigma(A_{2h}^{rep})$.

**False asymmetries in the data samples without physics asymmetry.** As explained at the beginning of Sec. 10.1.3, the false asymmetries arise when the ratio $r$ is not constant in time. One way to quantify the systematic effect due to such instability is to decouple it from the physics asymmetry. This is achieved by combining data in such a way that physics asymmetry does not contribute; asymmetry is calculated between the data sets collected with the same spin configuration. Two such false asymmetries are considered: asymmetry for data collected during periods with the same sign of the solenoid magnetic field and asymmetry within one target cell.

**Field reversal asymmetry.** In the double ratio method of the asymmetry extraction it is assumed that the ratio of the spectrometer acceptance for the two target cells and the numbers of nucleons in the target cells are constant over the solenoid field reversals (Eqs 7.54, 7.55). To verify that this is the case an asymmetry is constructed in such a way that no physics asymmetry is present and only the false asymmetries appear. The data for each target cell are treated separately. The target cell is divided into two halves and each half gets artificially attributed a different sign of the nucleon spins orientation (Fig. 10.3). Therefore the physics asymmetry is expected to cancel out and any observed asymmetry will be a false one. Moreover the obtained false asymmetries should cancel out when combining data collected with opposite MW settings. Thus such asymmetry allows to test the conjecture that $A_{rep}$ cancels out by simple verification that observed asymmetry is compatible with zero. This is in contrast to the $A_1$ asymmetry which has positive values for high $x$ region, thus it is not trivial to use it for such a test.
10.1. EXPERIMENTAL SYSTEMATIC UNCERTAINTIES

<table>
<thead>
<tr>
<th></th>
<th>all $p_T$</th>
<th>high $p_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MW+</td>
<td>0.0111 ± 0.0025</td>
<td>−0.032 ± 0.022</td>
</tr>
<tr>
<td>MW−</td>
<td>0.0037 ± 0.0026</td>
<td>0.052 ± 0.023</td>
</tr>
<tr>
<td>$A_{1,\text{rep}}$</td>
<td>0.0038 ± 0.0018</td>
<td>−0.040 ± 0.016</td>
</tr>
<tr>
<td>$A_1$</td>
<td>0.0075 ± 0.0018</td>
<td>0.008 ± 0.016</td>
</tr>
</tbody>
</table>

Table 10.1: Two top rows contain the values of $A_1$ asymmetry obtained from data collected with each of the MW settings (MW+ or MW-). Row three and four contain the values of the asymmetries $A_{1,\text{rep}}$ and $A_1$. The first column corresponds to the all $p_T$ data sample used for the systematic studies, while the second column contains values for the high $p_T$ data sample (used for the final result).

Figure 10.2: Values of the $A_{2h}$ asymmetry as a function of the week of data taking presented separately for each year. The full (empty) squares correspond to the data collected with positive (negative) MW setting. Red triangles are the averages over full year.
The results for the asymmetries between the two halves of the upstream and downstream cells are given in Fig. 10.4. Neither significant false asymmetry is observed, nor correlation with the MW configurations. The results are stable through the data taking within the statistical fluctuations. The weighted average over all periods values are \( A_{\text{true}}^{h, \text{upstream}} = -0.00054 \pm 0.00263 \), \( A_{\text{true}}^{h, \text{downstream}} = -0.00058 \pm 0.00248 \). The obtained asymmetries are compatible with zero within the statistical uncertainties. It has to be kept in mind that this method is sensitive to the variations of the ratio \( r \) over a range limited to the size of one cell. If the study were performed over the whole target the obtained false asymmetry might be larger. Also by artificially dividing our sample we tend to be more sensitive to statistical fluctuations.

**False asymmetries in presence of physics asymmetry** Although the observed false asymmetry is consistent with zero, one may consider a hypothesis that several false asymmetries would exist but they average out when combining all the data. To check this the data were divided in several ways. Then the asymmetries calculated for different sub-samples were compared. The following asymmetries were considered:

**Day-night asymmetry.** The temperature in the experimental hall varies with time (Fig. 10.5). Apart from global trends (warmer and colder periods), a day-night effect is clearly visible. Due to the temperature changes the dimensions and positions of the detectors vary, which was observed in the alignment procedure. This may lead to a variation of the performance of the spectrometer and thus to changes of acceptance. To quantify this effect an asymmetry is calculated using the data divided into groups according to the temperature in the experimental hall. It was observed that the temperature is the highest around 7pm and the lowest around 6am. Therefore the data were divided into two groups: from midnight to noon ("night") and from noon to midnight ("day"). The results are presented in Fig. 10.6 and the two asymmetries are found to be compatible within errors. Thus we conclude that no variation of the spectrometer performance due to temperature changes is observed. However, even if a non-zero asymmetry would exist, its effect would be minimised because the solenoid field was reversed odd number of times per day.

**Trigger-by-trigger asymmetries.** Different triggers cover different kinematic regions and different angles of the scattered muon and thus they select muons reconstructed in different types of tracking detectors. E.g. for the LT the \( \mu' \) is reconstructed mainly from hits in the GEM and MicroMega detectors, while for the OT the \( \mu' \) is reconstructed in the large drift chambers and proportional chambers. If there would be a significant difference in performance of different types of tracking detectors, the triggers would be affected differently. To quantify the effect the asymmetry is calculated separately for each trigger with only events that had the corresponding trigger bit set being included in the calculation. The resulting asymmetries are summarised in Table 10.2. They are consistent within the statistical uncertainties.

**Inner - outer asymmetry.** To check the effect of the target material inhomogeneity as well as the effect of the target movement on the asymmetry, the data were divided into two samples based on the distance \( R \) of the interaction point from the beam axis. Two regions are considered, the inner \((R < 0.8 \, \text{cm})\) and the full \((R < 1.3 \, \text{cm})\) ones. The outer \((0.8 \, \text{cm} < R < 1.3 \, \text{cm})\) region, after selections to ensure the same beam muon flux for the two target cells, has insufficient statistics. Thus the full sample which contains both the inner as well as the outer regions has to be used. Using the approximate formula for the error of the difference
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Figure 10.3: Spin configuration used for the calculation of the field reversal asymmetry. The large grey arrows denote the actual spin orientation of target nucleons. The two target cells are artificially divided into halves. Each half gets attributed a different spin orientation as denoted by small coloured arrows.

Figure 10.4: Values of the field reversal false asymmetry shown for the three analysed years as a function of week of data taking. The blue squares correspond to the upstream cell while the red triangles to the downstream one. The full (empty) squares/triangles are based on data taken for positive (negative) MW setting. The green circles are averages over one whole year for upstream and downstream cells separately.
Figure 10.5: Variation of the temperature in the experimental hall in the scale of few days (a) or a month (b).

Figure 10.6: Values of the $A_{1}^{2h}$ asymmetry calculated for data collected during the day (blue squares) and night (red triangles) shown for the three analysed years. The green circles are averages over all years for the day and night data samples separately.

Table 10.2: Values of $A_{1}^{2h}$ for the main triggers contributing to the analysed data sample. Last row contains average value of the $x$ variable for each sub-sample.
between sample and its sub-sample [127], one obtains $A_{1,full}^{2h} - A_{1,inner}^{2h} = 0.0004 \pm 0.0017$. The result is compatible with zero within statistical uncertainty and we conclude that no false asymmetry between the two regions of the target is observed.

**Left-right and top-bottom scattered muon asymmetries.** The COMPASS spectrometer is not left-right symmetric due to the spectrometer magnets. It is also not fully top-bottom symmetric. Furthermore for some detectors the high voltage is supplied from several power supplies as well as the readout is performed in groups of channels. Such fragmentation of the power supply and the readout could lead to a different behaviour of a certain region of the spectrometer in case hardware problems would occur. The effect is expected to be negligible as the tracking planes in the spectrometer offer a high level of redundancy. Furthermore, runs with serious problems during data taking are excluded from the analysis. However, to quantify a possible effect the two false asymmetries related to the detection of scattered muon are considered:

- **left-right**
  The asymmetry is calculated for events where the scattered muon goes to the left (right) part of the spectrometer, i.e. with positive (negative) values of the $X$ coordinate. The obtained asymmetries are following $A_{left,\mu'} = 0.0087 \pm 0.0024$, $A_{right,\mu'} = 0.0062 \pm 0.0027$.

- **top-bottom**
  Similarly to the left-right case the two asymmetries are calculated for the scattered muon going to the top (bottom) half of the spectrometer, i.e. with positive (negative) values of the $Y$ coordinate $A_{top,\mu'} = 0.0064 \pm 0.0025$, $A_{bottom,\mu'} = 0.0087 \pm 0.0026$.

As the values of the considered asymmetries are compatible within the statistical uncertainties we conclude that a false asymmetry related to the detection of scattered muon is not observed.

**Top-bottom hadron asymmetry.** Significant false asymmetry is observed as a function of the $\phi$ azimuthal angle of the leading hadron in $p_T$. The $\phi$ angle is measured in the laboratory system relative to the $Y$ axis, thus $\phi = 0$ corresponds to the “top” direction. The $A_1^{2h}$ asymmetry is presented in Fig. 10.7 for the two MW settings. For an assumed flat distribution one obtains the total $\chi^2/NDF = 136/31$ with the probability $\sim 10^{-15}$. Such false asymmetry was already observed at COMPASS for the $\Delta G/G$ extraction from the high $p_T$ pairs channel at $Q^2 < 1$ GeV$^2$. As shown in that analysis the same effect can be reproduced in a MC simulation and is caused by an interference of the fringe fields of the solenoid and the SM1 magnets. It leads to a different illumination of the spectrometer for different solenoid field directions. For a perfectly top-bottom symmetric spectrometer such asymmetry should cancel out completely after integrating over the $\phi$ angle. In experimental conditions such requirement is not always met as the detectors are not perfectly centred on the beam axis. However, as it was already shown, by combining the data collected with the two MW configurations the false asymmetry cancels to a level better then 0.001 for $A_1^{2h}$.

### 10.1.3.2 Random false asymmetries

Such asymmetries can be caused by random changes of the performance of experiment. For example a set of detectors having lower efficiency during a period of time would affect differently the acceptance of the spectrometer for events coming from the two target cells. Such variation of acceptance could cause a false
asymmetry. As the occurrence of such variations is random they should average out when combining data taken with large number of field rotations. This assumption is checked using the pulls method described infra.

A special case would be an asymmetry caused e.g. by a continuous degradation of the spectrometer performance. However, in order to assess that this effect does not produce a bias, it is sufficient to show that the non-cancellation of the reproducible false asymmetry is small and that the random false asymmetries average out.

**Pulls method for the estimate of random false asymmetries.** The upper limit for the random false asymmetries is obtained in a standard approach used in different COMPASS analyses. It is called the pulls method. As explained in Sec. 7.4.1 for the global configuration the data are divided into groups of runs called “periods”, each corresponding to one week of data taking. For each period the value of $\Delta G/G$ is extracted and the weighted mean over all periods is taken as the final result. To test stability of the spectrometer between the periods we will compare $A_{1h}^{2h}$ values obtained for each of them. As each period corresponds to only one MW setting the $A_{rep}$, false asymmetry has to be removed from the obtained values of asymmetry:

$$A_{1h}^{2h} = A_{1h,MW+}^{2h} - A_{rep}, \quad A_{1h}^{2h} = A_{1h,MW-}^{2h} + A_{rep}.$$  

Using these values we obtain the distribution of pulls $P_i$, defined as

$$P_i = \frac{A_{1i}^{2h} - \langle A_{1i}^{2h} \rangle}{\sigma(A_{1i}^{2h})},$$  \hspace{1cm} (10.6)

where $i$ runs over all periods.

In the absence of false asymmetries the distribution of pulls should be Gaussian with the mean value equal to zero and the RMS equal to 1. Random fluctuations of the spectrometer efficiency would enlarge the RMS. The limit for the systematic error due to such false asymmetries can be derived as follows. The dispersion of the results taking into account statistical fluctuations and possible systematic effects is $\sigma_{MAX}^2 = \sigma_{SYS}^2 + \sigma_{STAT}^2$, where $\sigma_{STAT}$ is expected to be equal to 1. Let us define $\sigma_{MAX} = \rho + 2\delta\rho$, where $\rho$ denotes the RMS of the pulls distribution and $\delta\rho$ its uncertainty.

Then $\sigma_{SYS} = \sqrt{(\rho + 2\delta\rho)^2 - 1^2}$. Thus the contribution to the systematic error of $A_{1h}^{2h}$ is $\sigma(A_{1h,random}) =$
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\[ \sigma_{SYS} \cdot \sigma(A_1^{2h}) = 0.0018. \]

The distribution of pulls is presented in Fig. 10.8. The RMS value of the distribution is estimated from a Gaussian fit to be \( \rho = 1.246 \pm 0.464 \) and the evaluated contribution to the systematic error is \( \sigma(A_1^{2h\text{,random}}) = 0.0035. \)

10.1.3.3 Total systematic error due to false asymmetries

At this point all the contributions to the systematic error connected to the false asymmetries can be combined. The two types of the false asymmetries under considerations were the reproducible and random asymmetries. The contribution from the former was estimated to be \( \sigma(A_1^{2h\text{,rep}}) = 0.001 \) and letter to \( \sigma(A_1^{2h\text{,random}}) = 0.0035. \) In order to express the systematic error due to false asymmetries in terms of \( \sigma(\Delta G/G) \) we should note that the obtained statistical error of \( \Delta G/G \) is larger than the error of \( A_1^{p_T} \) calculated for the same data sample (comparing Eqs 7.62 and 7.72 it is seen that the statistical error is increased by factor \( \sim 1/\langle \lambda^2 \rangle^2 \), where \( \lambda < 1 \). This factor in our case is \( \sigma(\Delta G/G) / \sigma(A_1^{p_T}) \approx 5.2. \) Thus it seems reasonable to assume that the systematic error obtained from the all \( p_T \) sample should be multiplied by the same factor.

Finally the total systematic error due to the false asymmetries reads

\[
\sigma(\Delta G/G)_{\text{false}} = \sqrt{\sigma^2(A_1^{2h\text{,random}}) + \sigma^2(A_1^{2h\text{,rep}}) \cdot \sigma(\Delta G/G) / \sigma(A_1^{p_T})} = 0.019. \quad (10.7)
\]

10.1.4 Contributions to the systematic error from \( f, P_b \) and \( P_t \)

As stated in Sec. 7.2 the error of the beam, \( P_b \), and the target polarisation, \( P_t \), is 5% and it is 2% for the dilution factor, \( \sigma(f) \). Because an estimation of the correlation factors is not straightforward, it is assumed that the systematic errors \( \sigma(\Delta G/G)_f, \sigma(\Delta G/G)_{P_b} \) and \( \sigma(\Delta G/G)_{P_t} \) are proportional to the errors given above. It is an overestimation because a part of the formula used for the \( \Delta G/G \) extraction, that relates to \( A_1^d \), should not be affected strongly by these uncertainties. It is due to the fact that \( A_1^d \) is extracted from the world data, not only the COMPASS ones. The total contribution to the systematic error due to uncertainties of \( P_b, P_t \) and \( f \) is

\[
\sigma(\Delta G/G)_{f,P_b,P_t} = 0.006. \quad (10.8)
\]
Table 10.3: Results for $\Delta G/G$ using various $A_d^1$ parametrisation.

<table>
<thead>
<tr>
<th>$A_d^1$ parametrisation</th>
<th>$\Delta G/G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.077 ± 0.094</td>
</tr>
<tr>
<td>#2</td>
<td>0.078 ± 0.094</td>
</tr>
<tr>
<td>#3</td>
<td>0.090 ± 0.094</td>
</tr>
<tr>
<td>#4</td>
<td>0.088 ± 0.094</td>
</tr>
</tbody>
</table>

10.2 Systematic error related to the $A_d^1$ parametrisation

In order to estimate the systematic effect due to used $A_d^1$, four parametrisation of this asymmetry are used. These are:

1. fit to the world data for all $Q^2$ [128],
2. fit to the world data for $Q^2 > 1$ GeV$^2$,
3. fit to the COMPASS data only for $Q^2 > 1$ GeV$^2$,
4. simple fit: $A_d^1 = x_1^{1.24}$.

Obtained results for the $\Delta G/G$ with the four parametrisation are presented in Table 10.3. The RMS of these results is used as an estimate of the uncertainty connected with the $A_d^1$ parametrisation. The estimated error is $\sigma(\Delta G/G)_{A_1} = 0.007$. For the final $\Delta G/G$ result the published fit to the world data [128] is used.

10.3 Non-pion contribution

In our data sample, there are about 30% of events where a non-pion particle is selected. However, the agreement between the MC simulations and the experimental data for multiplicities of different hadrons in the final state was not tested. And thus the adjustment of the fragmentation parameters did not take those observables into account. To test the impact of events with non-pion particle in the final state on $\Delta G/G$ extraction, such events were removed in two ways using information from the RICH (Ring Image Cerenkov detector, cf. Sec. 4.4). For the first sample only events with positively identified pions were accepted. For the second one events with positively identified kaons or protons were removed. The obtained results in both cases are in agreement with $\Delta G/G$ from the whole sample. Note however, that a difference by 30% in the number of events between pure pion and full samples allows a statistical fluctuation of $\Delta G/G$ larger than 0.5 $\sigma$. Therefore, the described test is a weak one.

10.4 Neural Network stability

As shown in Sec. 9.2 ten different neural networks (NN’s) are used in the analysis. The most crucial is the one that determines the probabilities for an event to originate from each of the three LO processes. Therefore most of the systematic studies were done for this particular neural network.

First, it has to be verified that the output of the NN behaves as expected. For this purpose the NN was tested on a MC sample that was not used during the training procedure. The data set was divided in bins of $R_{PGF}$, $R_{QCDC}$ and $R_{LP}$ as obtained from NN. In each bin and for each process $p$, the average fraction $R_p$ is
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Figure 10.9: NN and MC comparison for $R_{PGF}$, $R_{QCDC}$, $R_{LP}$ in bins of NN parametrisation.

computed according to the complete information available for generated events. For a correctly trained NN one expects that the fractions obtained directly from the MC will be equal to the ones obtained from the NN. The results are presented in Fig. 10.9. In the top part, the process fractions obtained from MC are shown as a function of NN response, while in the bottom part their difference is presented. The results are in good agreement. Although for the LP a deviation is observed for the last point with $R_{LP}$ about 2.8 sigma away from the expected value, it has no significant impact as this bin contains only 0.5% of the events. Also for this process there are seven consecutive points below the expected value by about 0.005. A probability for such occurrence is within 3 $\sigma$ for Gaussian distribution thus this is not significant. To quantify the effect of a possible NN bias on $\Delta G/G$, the fractions $R_{LP}$ and $R_{PGF}$ where artificially distorted

$$R_{LP, bias} = R_{LP} + 0.04 (0.5 - R_{LP}), \quad R_{PGF, bias} = R_{PGF} - 0.04 (0.5 - R_{LP}).$$

The resulting change of $\Delta G/G$ is $0.023 \pm 0.012$, where the error was calculated using simplified formula $\sqrt{\sigma (\Delta G/G)_{nobias}^2 - \sigma (\Delta G/G)_{bias}^2}$, which gives the lower limit for allowed statistical fluctuations. As the resulting change of $\Delta G/G$ is consistent with zero, we don’t use the above result for further systematic error estimate.

A similar test is presented in Fig. 10.10. It shows a comparison of probabilities obtained from the NN and the MC as a function of the sum of $p_T^2$ values of the two hadrons. The results from the NN and the MC are in agreement. Note that, for this comparison the binning is done in $\sum p_T^2$, thus MC points can be obtained without any NN training. Moreover the plot presents how the agreement between NN and MC depends on the kinematics of the event. This makes this test to be complementary to the previous one.

Similar tests (but not so detailed) have been done for all other NN's used in the analysis for estimation
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Figure 10.10: NN and MC comparison for $R_{PGF}$, $R_{QCDC}$, $R_{LP}$ as a function of $\sum p_T^2$.

<table>
<thead>
<tr>
<th>NN</th>
<th>$\Delta G/G$</th>
<th>$\sigma(\Delta G/G)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed NN #1</td>
<td>0.1337</td>
<td>0.0843</td>
</tr>
<tr>
<td>Fixed NN #2</td>
<td>0.1350</td>
<td>0.0847</td>
</tr>
<tr>
<td>Fixed NN #3</td>
<td>0.1365</td>
<td>0.0832</td>
</tr>
<tr>
<td>Fixed NN #4</td>
<td>0.1403</td>
<td>0.0839</td>
</tr>
<tr>
<td>Fixed NN #5</td>
<td>0.1392</td>
<td>0.0846</td>
</tr>
<tr>
<td>Fixed NN #6</td>
<td>0.1339</td>
<td>0.0838</td>
</tr>
<tr>
<td>Dynamic NN</td>
<td>0.1451</td>
<td>0.0853</td>
</tr>
</tbody>
</table>

Table 10.4: $\Delta G/G$ results obtained using NN's trained in various configurations.

of $a_{LL}$ and $x$ values (cf. Sec.9.2). In all cases, the NN output corresponds to the expectation value of the considered variable in the MC.

In the training procedure a NN with dynamic structure was used. To quantify what is the effect of different structures on the stability of obtained result a set of NN's with varying structure was tested. They differed by the number of neurons in the two hidden layers. To have a more strict control over the structure the tested NN's were not allowed to dynamically adjust during the training procedure. These NN's were then used for $\Delta G/G$ extraction. The results are summarised in Table 10.4.

All the NN's with the fixed structure give similar $\Delta G/G$ results. Their RMS is about 0.002. However, their mean is below the dynamic NN result by about 0.009. It is conjectured that it is due to the fixed internal structure, which was used for these tests, as it increases the probability that the NN training ends in a local minimum. Using dynamic structure decreases this probability, but never eliminates it. For a more conservative estimate of the error connected to the NN stability, $\sigma(\Delta G/G)_{NN}$, we use the value 0.009 (deviation from the dynamic NN result) instead of 0.002 (RMS). Note that this test was performed in an early stage of the analysis, when the final MC sample and data selection cuts where not finalised. Therefore
10.5 Systematic errors due to the MC

To obtain a satisfactory description of the experimental data it was necessary to include the Parton Shower (PS) model into the MC simulations as well as to adjust values of parameters controlling the fragmentation process (cf. Sec. 8.3.2). To estimate a possible systematic effect on $\Delta G/G$ four different MC simulations were considered:

1. PS enabled, default parameters of the fragmentation,
2. PS enabled, COMPASS parameters of the fragmentation,
3. PS disabled, default parameters of the fragmentation,
4. PS disabled, COMPASS parameters of the fragmentation.

For each of these MC samples we performed three different analyses to extract $\Delta G/G$. The first analysis used MC events without further changes. In the second one the events from kinematic regions with a poor description of the data by the MC were discarded. In the third analysis the MC events were re-weighted to obtain a perfect description of the data. The rejection of the problematic regions as well as the weight determination was performed with a help of a dedicated NN.

The NN used to determine the problematic regions was trained to distinguish between the data and the MC events based on 6D input vector $(x, Q^2, p_{T,1}, p_{T,2}, p_1, p_2)$. The network was trained to return 1 for MC events and 0 for events originating from data. As the network was working in the mode where it returns a probability $P$ (for a given event to originate from MC), it should return 0.5 if it is not able to distinguish between the data and MC. Thus the kinematic regions of data where the result differs significantly from 0.5 are considered as poorly described by the MC simulation.

The probability can be easily translated into the data over MC ratio $r = (1 - P)/P$. We define regions that are properly described by the MC as those for which the ratio $r$ obtained from the NN falls into the range $[0.66, 1.5]$. Events for which the ratio lies outside of this region were not included for $\Delta G/G$ determination by the second method.

For the third method the same output of the NN was used as discussed above. However, this time, instead of applying cuts, a weight equal to $r$ was applied to each MC event, so that the data over MC ratio after re-weighting is constant and equal to 1. The weight was applied to the events during the training of the standard NN's used for $\Delta G/G$ extraction (parametrisation of $R_{PGF}, a_{LL}^{PGF}$, etc.). Although for this method all events were used, due to the re-weighting procedure the obtained $R$'s, $a_{LL}$'s and $x$'s are different from the ones used for extraction of the final result.

From these studies we obtained 12 values of $\Delta G/G$ which are summarised in Table 10.5. In the first column, the version of the MC for the three analyses is indicated (“rejection” denotes the second while “weighted” the third analysis). In the second and the third columns the values and errors for $\Delta G/G$ are given, respectively. As presented in Sec. 8.3.2 and 8.3.3, the agreement with the data is poor for some of the considered MC samples, in particular the ones without Parton Shower. Therefore, for the estimate of the systematic error, instead of the difference between the maximum and minimum value of $\Delta G/G$, it is safer
Table 10.5: Results for $\Delta G/G$ obtained with various settings of the MC generator. See text for details.

<table>
<thead>
<tr>
<th>MC’s</th>
<th>$\Delta G/G$</th>
<th>$\sigma(\Delta G/G)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMPASS, PS ON</td>
<td>0.0867</td>
<td>0.0935</td>
</tr>
<tr>
<td>COMPASS, PS OFF</td>
<td>0.0744</td>
<td>0.0775</td>
</tr>
<tr>
<td>default, PS ON</td>
<td>0.1114</td>
<td>0.0805</td>
</tr>
<tr>
<td>default, PS OFF</td>
<td>0.1129</td>
<td>0.0711</td>
</tr>
<tr>
<td>COMPASS, PS ON</td>
<td>0.0997</td>
<td>0.0953</td>
</tr>
<tr>
<td>COMPASS, PS OFF</td>
<td>0.0598</td>
<td>0.0798</td>
</tr>
<tr>
<td>default, PS ON</td>
<td>0.0751</td>
<td>0.0930</td>
</tr>
<tr>
<td>default, PS OFF</td>
<td>0.0861</td>
<td>0.0826</td>
</tr>
<tr>
<td>COMPASS, PS ON</td>
<td>0.0737</td>
<td>0.0915</td>
</tr>
<tr>
<td>COMPASS, PS OFF</td>
<td>0.0750</td>
<td>0.0787</td>
</tr>
<tr>
<td>default, PS ON</td>
<td>0.1099</td>
<td>0.0801</td>
</tr>
<tr>
<td>default, PS OFF</td>
<td>0.0980</td>
<td>0.0704</td>
</tr>
<tr>
<td>RMS</td>
<td>0.0176</td>
<td></td>
</tr>
</tbody>
</table>

to use their RMS (last raw in Table 10.5). However, as we tend to observe values of both $\Delta G/G$ and $A_{T1}$ that are consistent with zero, the RMS could underestimate the error. As seen in Eq. 7.11 relatively small values of $A_{T1}$ and $A_{d1}$ will lead to small $\Delta G/G$ values without much sensitivity to the estimated fractions of processes. To be on the safe side the systematic error connected to the MC simulations is extracted using the following formula

$$
\sigma(\Delta G/G)_{MC} = \frac{RMS(\Delta G/G)}{\Delta G/G} \cdot (\Delta G/G + \sigma(\Delta G/G)) = 0.037.
$$

Here the results for the “COMPASS, PS ON” case were used for the values of $\Delta G/G$ and $\sigma(\Delta G/G)$.

10.6 Radiative corrections

The differential cross section for lepton-nucleon scattering defined in Eq. 2.7 is the cross section for one photon exchange. However, there are also contributions to the measured cross section from other electroweak processes which cannot be discarded on event-by-event basis (Fig. 10.11). As these additional processes account for a large fraction of the measured cross section, especially at low $x$ and high $y$ regions, a radiative corrections (RC) procedure was devised to subtract them. The measured differential cross section is multiplied by a correction factor calculated theoretically which accounts for such processes [129].

Radiative corrections for the data are taken into account in the dilution factor calculation (cf. Sec. 7.2.2). For the MC simulations a working implementation of the RADGEN program in LEPTO generator is currently not available. In order to estimate an upper limit for the effect due to the RC, tables of RC weights were used. Corrections for inclusive and semi-inclusive events were prepared for the dilution factor calculation and were parametrised as functions of variables $x$ and $y$. Two MC samples were studied: the inclusive and the semi-inclusive ones. Studying the effect of RC on high $p_T$ sample is not possible due to lack of RC calculations for such sample. The study performed for the semi-inclusive case can be viewed as an upper limit for the effect on the high $p_T$ sample. For selected two hadrons with high transverse momentum the available phase space is limited as the two hadrons will take away on average more energy than a single hadron. Furthermore by cutting on $p_T$ we will cut the hadron angular distributions. Thus it is conjectured that the RC for the high $p_T$ sample will be smaller than for the semi-inclusive sample.
Table 10.6: The effect of the radiative corrections in the inclusive and semi-inclusive MC samples for fractions of the processes and $a_{LL}$’s.

Radiative correction weights were applied on event-by-event basis. It was observed that for the semi-inclusive sample the RC effect on the distributions of kinematic variables $x$, $y$, $Q^2$ can be neglected while for the inclusive case the distributions change significantly (Fig. 10.12). To quantify their impact on the $\Delta G/G$ extraction, the process fractions and average values of $a_{LL}$’s were extracted using RC weighted events. Their comparison with the values obtained from the unweighted MC (Table 10.6) leads to a conclusion that effect due to RC is small for the considered quantities.

### 10.7 Resolved photon

Apart from the three LO processes also resolved photon processes could contribute to the cross-section. In such processes the photon fluctuates into a hadronic state and one of the produced partons interacts with the nucleon (Fig. 10.13). A contribution of such processes was found to be significant, of the order of 50%, in the low $Q^2$ high $p_T$ analysis [11].

Because the PYTHIA (the generator used in the low $Q^2$ study) is not applicable for simulations in the kinematic region of current analysis [104], the RAPGAP [130] generator was used to estimate the contribution of the resolved photon processes to our sample. As opposed to the PYTHIA the RAPGAP does not allow to generate simultaneously events originating from the three LO processes and the resolved photon ones. They have to be generated separately and then weighted with the obtained cross-sections. Unfortunately the parton distribution functions of the photon are poorly known which leads to a variation of obtained cross-section by few orders of magnitude depending on the selection of PDFs. Thus to estimate the resolved photon contribution a fitting procedure was developed.

First, it was verified that for the high $p_T$ sample the RAPGAP gives comparable results to the LEPTO
Figure 10.12: The distributions of kinematic variables $x$ and $y$ for inclusive (a) and semi-inclusive (b) samples. The distribution of real data events (yellow histogram) is compared to the results of MC simulations. The blue squares correspond to events generated by LEPTO while red triangles present the distribution of LEPTO events weighted with Radiative Corrections tables.

Figure 10.13: Diagrams of resolved photon processes.

Figure 10.14: Comparison of kinematic distributions of events generated by the LEPTO with distributions of events originating from LO processes obtained form the RAPGAP. Red triangles correspond to the default setting of fragmentation parameters of RAPGAP, blue squares correspond to the COMPASS tuning of those parameters.
if one neglects the resolved photon contribution (Fig. 10.14). Then, the kinematic distributions of events originating from the resolved photon were compared to the distributions of LEPTO events. As shown in Fig. 10.15 they differ significantly. This allowed to estimate the fraction of resolved photon events in the high $p_T$ sample. To obtain the fraction of resolved photon events a sum of LEPTO and resolved photon distributions was fitted to the experimental data with one free parameter $f$

$$S = f \cdot \text{LEPTO} + (1 - f) \cdot \text{Resolved photon.}$$ (10.11)

Both distributions were first normalised to the number of events in the data sample. The fits were performed in a 2D space $(Q^2, y)$ for nine different photon PDFs\footnote{GRS (1), SASSGAM (2): the numbers in brackets correspond to the values of the 'INGA' option of the RAPGAP generator [130]. DO-G (311), LAGC-G (331), GS-G (341), GRV-G (351), ACPGFP-G (361), WHHFG (381), SaS-G (391): the numbers in brackets correspond to the ID number of a PDF in the LHAPDF library [131].} and for three different $\mu^2$ scale selections. In total twenty seven MC simulations of resolved photon events were considered. The scale $\mu^2$ is equal to the factorisation and renormalisation scales, $\mu_R^2$ and $\mu_F^2$, which are assumed to be equal. It also regulates the occurrence of resolved photon events; in the simulation they are allowed for $\mu^2 > Q^2$. The three considered scales were the following: $\mu^2 = 4 \cdot m^2 + p_T^2$, $\mu^2 = Q^2 + p_T^2$ and $\mu^2 = \hat{s}$.

To account for the spectrometer acceptance the events generated by LEPTO were processed by a full MC simulation including the apparatus description and the algorithm for event reconstruction. On the other hand the output of RAPGAP cannot be used currently by COMGEANT to perform a full simulation. To circumvent this the obtained RAPGAP distributions were weighted with 2D $(Q^2, y)$ acceptance obtained from the full LEPTO simulation. As the resolved photon contributions depend on the kinematic region the fits were performed for each trigger independently.

Selected fits are presented in Fig. 10.16 and the obtained resolved photon contributions are summarised in Table 10.7. The biggest resolved photon contribution is observed for the IT sample which is consistent with the results of the low $Q^2$ high $p_T$ analysis [11, 100], where this trigger was dominant. For $Q^2 > 1 \text{ GeV}^2$, the IT corresponds to 0.4% of the data sample. For the OT sample, which comprise most of the available
Figure 10.16: $Q^2$ and $y$ distributions for the LEPTO LO and the RAPGAP resolved photon simulations compared to the experimental data. The RAPGAP simulations are done with the photon PDFs of Ref. [132] and with scale $\mu^2 = m^2 + p_T^2$. The MC distributions are normalised to the fraction obtained from 2D fit to data (cf. text for details). The results are presented for four samples: a) All triggers, b) Inner Trigger, c) Outer Trigger, d) Middle Trigger. The green circles represent the sum of LEPTO and RAPGAP distributions.


10.8. SIMPLIFICATION OF THE FORMULA FOR $\Delta G/G$ EXTRACTION

Data samples by trigger

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>IT</th>
<th>LT</th>
<th>MT</th>
<th>incMT</th>
<th>OT</th>
<th>pCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum resolved photon fraction for samples with $\mu^2 = m^2 + p_T^2$ scale</td>
<td>0.005</td>
<td>0.43</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>~ 0</td>
<td>0.06</td>
</tr>
<tr>
<td>Maximum resolved photon fraction for all samples</td>
<td>0.005</td>
<td>0.59</td>
<td>0.19</td>
<td>0.10</td>
<td>0.08</td>
<td>~ 0</td>
<td>0.06</td>
</tr>
<tr>
<td>Resolved photon fractions for sample with default values of fragmentation parameters ($\mu^2 = m^2 + p_T^2$ scale, photon PDF from Ref. [132])</td>
<td>0.05</td>
<td>0.44</td>
<td>0.10</td>
<td>0.09</td>
<td>0.08</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>Fraction of all events</td>
<td>1.0</td>
<td>0.004</td>
<td>0.15</td>
<td>0.44</td>
<td>0.23</td>
<td>0.45</td>
<td>0.05</td>
</tr>
<tr>
<td>$&lt;Q^2&gt;$</td>
<td>1.19</td>
<td>1.80</td>
<td>1.66</td>
<td>1.67</td>
<td>3.01</td>
<td>13.45</td>
<td></td>
</tr>
</tbody>
</table>

Table 10.7: Fractions of resolved photon events, obtained from fits of kinematic distributions to the data, presented for different trigger samples. The first row presents maximal fractions obtained for the $m^2 + p_T^2$ scale which is the most suitable in our case. The second row contains maximal fractions obtained from all simulations. The third row shows the fractions obtained from MC samples with the default values of fragmentation parameters. In the fourth row the relative sizes of the trigger samples are presented, while the last row contains average $Q^2$ for the considered samples.

statistics, the resolved photon contribution is negligible. For the second most populated trigger MT it was found to be below 10%. However, for the whole sample the contribution is well below 1%.

The values of fragmentation parameters were tuned to obtain a better description of the experimental data. When doing this we might compensate for not simulated resolved photon events by an artificial change of fragmentation parameters. To test this another fit was performed using distributions obtained from simulations with the default setting of fragmentation parameters. The obtained fraction is $\sim 5\%$, however with obtained quality of the fits it is not possible to judge if such MC simulation would describe data better than the one used for extraction of the final result.

In the low $Q^2$ analysis [11], where resolved photon events correspond to a half of the sample, the systematic effect due to the lack of knowledge about polarised photon PDFs leads to about 10% relative error on $\Delta G/G$. In our case we can safely neglect the resolved photon contribution, both to the final result and to the systematic error.

10.8 Simplification of the formula for $\Delta G/G$ extraction

During the extraction of $\Delta G/G$ we assume for simplicity that in Eq. 7.21 $\bar{x}'_C$ equals to $\bar{x}_C$. Where $\bar{x}'_C$ corresponds to a value of the nucleon momentum fraction carried by struck quark in the QCDC process for a sample of events where $\bar{x} = \bar{x}_C$; $x_C$ is the nucleon momentum fraction carried by struck quark in the QCDC process for inclusive sample. The impact of this assumption was estimated in two tests. In the first one $\bar{x}'_C$ was assumed to be proportional to $x_C$, $\bar{x}'_C = 1.6 \cdot x_C$. In the second one $\bar{x}'_C$ was approximated by using Neural Network. The NN that is used to estimate $x_C$ based on values of $Q^2$ and $x$ was given as an input the value of $x_C$ for given event instead of $x$. Thus it effectively estimated $x'_C$. The resulting change of $\Delta G/G$ was 0.007 and 0.012 respectively. For the systematic error estimate we assumed that the contribution due to the approximate formula for $\Delta G/G$ is $\sigma(\Delta G/G)_{\text{formula}} = 0.012$. 
10.9 Summary of the systematic contributions

An extensive study of the systematic uncertainties was performed. It covered both experimental and theoretical contributions. For the estimate of the experimental systematic error we considered possible contributions from: the false asymmetries, uncertainties due to parametrisations of beam polarisation, dilution factor, cross section spin asymmetry $A_1$, uncertainty due to measurement of the target polarisation. The theoretical uncertainty comprise the contribution related to the neural networks, the uncertainty due to variation of MC parameters settings, the effects due to Radiative Corrections and Resolved Photon processes, and uncertainty due to approximate formula for $\Delta G/G$.

The systematic contributions are summarised in Table 10.8. As described in Sec. 7.2.4 the D-wave state correction for the deuteron was taken into account. All contributions were summed in quadrature and the obtained total systematic error is $\sigma(\Delta G/G)_{sys} = 0.049$. The two largest systematic uncertainties are due to false asymmetries and the MC.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(\Delta G/G)_{NN}$</td>
<td>0.009</td>
</tr>
<tr>
<td>$\sigma(\Delta G/G)_{MC}$</td>
<td>0.040</td>
</tr>
<tr>
<td>$\sigma(\Delta G/G)_{f,P_b,P_t}$</td>
<td>0.006</td>
</tr>
<tr>
<td>$\sigma(\Delta G/G)_{false}$</td>
<td>0.021</td>
</tr>
<tr>
<td>$\sigma(\Delta G/G)_{A_1}$</td>
<td>0.008</td>
</tr>
<tr>
<td>$\sigma(\Delta G/G)_{formula}$</td>
<td>0.013</td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.049</td>
</tr>
</tbody>
</table>

Table 10.8: Summary of the major systematic contributions.
Chapter 11

Results for $\Delta G/G$

The gluon polarisation $\Delta G/G$ in the nucleon was extracted from the sample of events with pairs of hadrons with high transverse momenta. The COMPASS data taken in 2002-2004 were split into periods of data taking each corresponding to about one week. The selection of events and grouping of the data is detailed in Sec. 7.4. The $\Delta G/G$ for a given period is extracted using a second order weighted method introduced in Sec. 7.3.5. Event weights were determined using the parametrisation of process fractions and parton kinematics based on the Neural Networks approach (Sec. 9.2).

The value of $\Delta G/G$ averaged over the muon kinematic variables for a given year was obtained as the weighted average of $\Delta G/G$ values calculated for each period of the data taking. The results presented on period-by-period basis as well as the combined results for the three years of data are shown in Fig. 11.1. The numerical results for all periods are listed in Appendix.

The direct measurement provided by COMPASS using hadron pairs with high transverse momenta for $Q^2 > 1 \text{GeV}^2$ data results in

$$\frac{\Delta G}{G} = 0.08 \pm 0.1(\text{stat.}) \pm 0.05(\text{syst.})$$

at $< x_G > = 0.083^{+0.052}_{-0.034}$ and $< \mu^2 > = 1.94 \text{GeV}^2$, which is consistent with zero within the statistical error. It is worth to note that the systematic uncertainty is small compared to the statistical error. The different contributions to the systematic error are discussed in Chapter 10 and are summarised in Table 10.8. The two largest contributions originate from the Monte Carlo and from false asymmetries. A further increase of statistical precision, after inclusion of 2006 data, is expected to improve the estimation of the systematic uncertainties due to false asymmetries.

Besides this result other results from direct measurements of the gluon polarisation are also available. The two of them are complementary measurements performed by COMPASS. One with high $p_T$ hadron pairs at $Q^2 < 1 \text{GeV}^2$ [11, 65] (shown as red circle in Fig. 11.2) and the second one with open charm production at $< \mu^2 > = 13 \text{GeV}^2$ [10, 50] (shown as red star in Fig. 11.2). Moreover the HERMES [56, 58] and the SMC [12] have previously measured gluon polarisation with high $p_T$ hadron pairs for all $Q^2$ and $Q^2 > 1 \text{GeV}^2$, respectively. The different results obtained in fixed target experiments are summarised in Fig. 11.2. The figure also displays five different curves with predictions for the $x$-dependence of $\Delta G/G$. The three solid, blue curves were obtained using the parametrisations from Ref. [61] and they correspond to three different values of the gluon contribution to the nucleon spin, $\Delta G = \int_0^1 \Delta G(x)dx$, quoted on the right-hand side of the diagram. The dashed and dotted, black curves show the results from Ref. [9] that correspond to a positive and negative polarisation of the gluons. The two curves correspond to $\left|\int_0^1 \Delta G(x)dx\right| = 0.2-0.3$. 
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Figure 11.1: Results of $\Delta G / G$ extraction presented for each period of data taking in 2002 (a), 2003 (b) and 2004 (c) years. The combined values from the three years yield the final value of $\Delta G / G$ (d).
Figure 11.2: Comparison of existing direct measurements of $\Delta G/G$. The red triangle is the result of analysis presented in this thesis. The red star and the circle correspond to preliminary results of the two complementary analyses of COMPASS, the open charm and the high $p_T$ pairs for $Q^2 < 1$ GeV$^2$ analyses, respectively. The other points represent results from the HERMES and SMC high $p_T$ pairs analyses. The blue solid curves show the predicted functions of $\Delta G/G(x)$ for three different gluon polarisations $\Delta G$ obtained with parametrisation from Ref. [61]. The black dashed and dotted lines show the results of the QCD-analysis [9] of the inclusive measurements performed by COMPASS. The two curves correspond to two fit solutions of equal significance but yielding opposite sign of the $\Delta G$. 
CHAPTER 11. RESULTS FOR $\Delta G/G$

A direct comparison between the high $p_T$ pairs measurement and results from the polarised proton-proton scattering at RHIC is not possible. This is due to a different experimental procedure. However, a QCD-analysis including not only the inclusive and semi-inclusive DIS measurements, but also different measurements from the RHIC was performed [36, 133] and can be compared to the result of this thesis. This QCD-analysis used the $p_T$-dependence of the measured asymmetries for the polarised proton-proton scattering to constrain the polarised gluon distribution in the region of $x$ covered by the RHIC data. This range of $x$ almost coincides with the range covered by the COMPASS data. The result of the QCD analysis is presented in Fig. 11.3. It shows the $\chi^2$ distribution for the QCD fit as a function of the value of the truncated first moment of $\Delta G(x)$, $\Delta g^1_{[0.05-0.2]} = \int_{0.05}^{0.2} \Delta G(x,Q^2)dx$, at $Q^2 = 10\text{GeV}^2$. It is seen that the polarised proton-proton scattering results favour small values of $\Delta G$ in the covered $x$ range. This result is compatible with the measurement presented in this thesis and the other direct measurements of $\Delta G/G$ shown in Fig. 11.2.

The presented results clearly suggest that the value of $\Delta G/G$ in the covered range of $x_G$ is compatible with zero. The precise results from the high $p_T$ analyses of COMPASS as well as recent HERMES result disfavour high values of the first moment of $\Delta G(x)$ unless $\Delta G(x)$ has a node in the measured region [134].
Chapter 12

Summary and outlook

The spin composition of the nucleon is studied in polarised lepton-nucleon scattering, measured by dedicated experiments since the 70-ties. Still the covered kinematical range is small compared to the unpolarised measurements. This limits the precision of polarised parton distribution functions obtained in QCD analyses. While the polarised quark distributions are relatively well constrained in recent QCD-fits, the polarised gluon distribution, and thus the gluon spin contribution to the nucleon spin, remain uncertain.

In this thesis a complementary approach to determine the gluon polarisation in the nucleon is pursued using a direct measurement. It is done my measuring double spin asymmetries of events with high \( p_T \) hadron pairs in polarised lepton-nucleon scattering. To access the gluons in the nucleon the photon-gluon fusion process (PGF) is used. In this process, the virtual photon interacts with a gluon from the nucleon creating a quark-antiquark pair. To enrich the analysed data sample with events originating from the PGF process a hadron pair with high transverse momenta in the final state is requested. However, this requirement does not fully suppress leading process (LP) and QCD-Compton (QCDC) events. Such events contribute to the measured asymmetry as a background to the PGF as they do not probe the gluons in the nucleon, but the quarks. A Monte Carlo simulation is used to estimate the fractions of the PGF, LP and QCDC events as well as the parton kinematics in order to determine their contributions to the measured asymmetry.

The analysis presented in this thesis is based on the data taken by the COMPASS experiment at CERN during the years 2002-2004. The polarised lepton-nucleon scattering is studied using the naturally polarised \( \mu^+ \) muon beam of 160 GeV energy and the longitudinally polarised \( ^6\text{LiD} \) target. The selected \( Q^2 > 1 \text{ GeV}^2 \) kinematic region ensures that the perturbative QCD is applicable. For the necessary MC simulations the LEPTO event generator was used.

In this thesis we presented a novel approach to determine the gluon polarisation from deep inelastic scattering of muons on nucleons. The \( \Delta G/G \) is extracted using the second order weighted method directly from the counting rate asymmetry with weights based on the Neural Network parametrisation of the parton kinematics and the processes fractions. The proposed approach allows for correct treatment of the background processes as well as increases the statistical sensitivity of the measurement.

In order to extract the required information from the MC simulations it is essential that they reasonably describe the experimental data. A detailed study of the description of the spectrometer by GEANT MC simulation was performed by the author. With gained confidence in the MC model for the apparatus, several LEPTO parameters had to be adjusted to improve the description of the experimental data by the MC simulations. The impact of changes of LEPTO parameters on the extracted gluon polarisation was in-
cluded in the determination of systematic uncertainties. With the best obtained MC settings we estimate that the analysed data sample contains a fraction $R_{PGF} = 0.31$ of PGF events with average analysing power $< a_{LL}^{PGF} >= 0.63 \pm 0.3$.

The result for the gluon polarisation measured by the COMPASS experiment in the years 2002-2004 is

$$\frac{\Delta G}{G} = 0.08 \pm 0.1(stat.) \pm 0.05(syst.)$$

at $< x_G >= 0.083^{+0.052}_{-0.034}$ and $< \mu^2 > = 1.94 \text{GeV}^2$. Within the present statistical accuracy this value is consistent with zero and consistent with QCD-fits to the present data for the inclusive and the semi-inclusive polarised deep inelastic scattering. Also the two complementary analyses performed by COMPASS, with the high $p_T$ pairs for $Q^2 < 1 \text{GeV}^2$ and the open charm production, have obtained value of $\Delta G/G$ which are consistent with zero.

The combined analysis of data collected in 2002-2006 years for the high $p_T$ pairs, $Q^2 > 1 \text{GeV}^2$ channel is ongoing. It is expected that adding additional data and improvements to the events selection will lead to reduction of the statistical uncertainty by factor 2. We expect to present the new result by the end of the 2010.

The result of this work together with current results from other fixed target experiments as well as collider experiments at RHIC indicate that the $\Delta G/G$ is consistent with zero for $x_G$ around 0.1. To further constrain the spin dependant distribution function of gluons a measurement in wider range of $x_G$ is needed. In a near future, the data on polarised proton-proton scattering at RHIC higher energy, $\sqrt{s} = 500 \text{GeV}$, may further constrain the gluon spin contribution at smaller $x_G$. An essential increase of accuracy of $\Delta G(x)$ may be achieved with a polarised lepton-nucleon collider, due to significant increase of covered kinematical domain, both in $x$ and $Q^2$. Currently such project is under consideration in the USA [135].

As the recent measurements indicate that the gluon contribution to the nucleon spin is small it leads to a conclusion that the orbital angular momentum of the partons in the nucleon is probably significant. An experimental evaluation of this quantity would be an important test of the QCD improved Parton Model of the nucleon. An access to the orbital angular momentum of quarks is possible with exclusive processes: Deeply Virtual Compton Scattering (DVCS) and Deeply Virtual Meson Production. Such studies are already pursued at the Jefferson Laboratory and by the HERMES experiment. Recently the COMPASS collaboration has presented a proposal of such measurements at CERN [136] in an extended range of $x$ and $Q^2$.

In conclusion, the present understanding of the spin structure of the nucleon is far from being complete. With the well established evidence that the quark spins contribute only to about 30% of the nucleon spin, and experimental hints that the gluon spin contribution is probably small, the “Nucleon Spin Crisis” remains unsolved. The new experimental activities planned for a next decade are certainly expected to provide interesting answers.
Appendix A

Tables

A.1 Monte Carlo settings

Table A.1: Versions of the software and the input files used in MC simulations.

<table>
<thead>
<tr>
<th>Software versions</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORAL(prod-2005-4-12-sl3), COMGEANT(0-0-7.03.1\textsuperscript{2}), ROOT(5.10.00), LEPTO(6.5.1), EXTGEN(9), PHAST(7.054)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Beam file</th>
<th>beam_halo.35513.data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background file</td>
<td>random/muplus160/2004/fz/random_rich.2004.00.outpipe.fz.1\textsuperscript{[2]}</td>
</tr>
<tr>
<td>Solenoid map</td>
<td>smctgt_solenoids.fieldmap</td>
</tr>
<tr>
<td>SM1 map</td>
<td>SM1M.map.172.data</td>
</tr>
<tr>
<td>SM2 map</td>
<td>SM2.map.4000.data</td>
</tr>
<tr>
<td>COMGEANT geometry version</td>
<td>geom_general_072.ffr, geomMuon_2004_00.real.ffr</td>
</tr>
</tbody>
</table>

1) The input files are available at gridka.fzk.de (/grid/fzk.de/compass/compass3/users/conrad/compassusr/compass/COMPASS_FILES).
2) COMGEANT 0-0-7.03 was modified to allow non-binary values in the coincidence matrices, available at gridka.fzk.de (/grid/fzk.de/compass/compass3/users/conrad/compassusr/software/comgeant/0-0-7.03.1).

Table A.2: LEPTO and COMGEANT settings.

<table>
<thead>
<tr>
<th>LEPTO</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LST12 (# of flavours of sea quarks)</td>
<td>3</td>
</tr>
<tr>
<td>LST13 (# of flavours in the final state)</td>
<td>4</td>
</tr>
<tr>
<td>LST15 (PDF)</td>
<td>20452 (MRST04 LO 3 flavours from LHAPDF library)</td>
</tr>
<tr>
<td>$Q^2$ cut</td>
<td>$&gt;0.9$</td>
</tr>
<tr>
<td>High $p_T$ sample</td>
<td>$p_T &gt; 0.6$ GeV, $\theta &lt; 0.25$</td>
</tr>
<tr>
<td>COMPASS fragmentation tuning</td>
<td></td>
</tr>
<tr>
<td>Fragmentation $p_T$</td>
<td>PARJ21=0.3, PARJ23=0.02, PARJ24=3.5</td>
</tr>
<tr>
<td>Fragmentation function parameters</td>
<td>PARJ41=0.6, PARJ42=0.1</td>
</tr>
<tr>
<td>Parton shower OFF</td>
<td></td>
</tr>
<tr>
<td>LST8 (Turn off PS)</td>
<td>1 (Select JADE cut-off scheme\textsuperscript{1})</td>
</tr>
<tr>
<td>LST20 (Cut-off scheme)</td>
<td>1 (Default JADE cut-off setting)</td>
</tr>
<tr>
<td>PARL8</td>
<td>0.0050 (Default JADE cut-off setting)</td>
</tr>
<tr>
<td>PARL9</td>
<td>2.0000 (Default JADE cut-off setting)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>COMGEANT</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low calorimeter thresholds</td>
<td>HCAL1 = 5 GeV, HCAL2 = 7 GeV</td>
</tr>
<tr>
<td>High calorimeter thresholds</td>
<td>HCAL1 = 17.5 GeV, HCAL2 = 21 GeV</td>
</tr>
<tr>
<td>Coincidence matrices</td>
<td>The matrices include the efficiencies of the Hodoscope detector planes cf. Ref. [137]</td>
</tr>
</tbody>
</table>

1) The $z\bar{z}$ cut-off scheme causes LEPTO to crash with PS OFF.
A.2 Event statistics

Table A.3: Number of events contained in the different periods. “mDST” refers to the number of events in the “mini Data Summary Tapes”, i.e. events with at least one (primary or secondary) vertex. “Selected events” corresponds to the final selected sample. Last column contains the extracted value of $\Delta G/G$. Note that results presented in the Table are not corrected for D-wave state admixture in deuteron.

<table>
<thead>
<tr>
<th></th>
<th>mDST</th>
<th>Selected events</th>
<th>$\Delta G/G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>02P1C</td>
<td>$117 \cdot 10^6$</td>
<td>6032</td>
<td>$-0.203 \pm 0.823$</td>
</tr>
<tr>
<td>02P2A</td>
<td>$151 \cdot 10^6$</td>
<td>8496</td>
<td>$-1.065 \pm 0.710$</td>
</tr>
<tr>
<td>02P2D</td>
<td>$135 \cdot 10^6$</td>
<td>8495</td>
<td>$0.018 \pm 0.733$</td>
</tr>
<tr>
<td>02P2E</td>
<td>$182 \cdot 10^6$</td>
<td>11679</td>
<td>$-0.217 \pm 0.626$</td>
</tr>
<tr>
<td>02P2F</td>
<td>$87 \cdot 10^6$</td>
<td>5792</td>
<td>$0.973 \pm 0.953$</td>
</tr>
<tr>
<td>02P2G</td>
<td>$58 \cdot 10^6$</td>
<td>3276</td>
<td>$1.500 \pm 1.219$</td>
</tr>
<tr>
<td>02P3G</td>
<td>$106 \cdot 10^6$</td>
<td>5815</td>
<td>$0.148 \pm 0.953$</td>
</tr>
<tr>
<td>2002</td>
<td>$836 \cdot 10^6$</td>
<td>49585</td>
<td>$-0.064 \pm 0.305$</td>
</tr>
<tr>
<td>03P1A</td>
<td>$163 \cdot 10^6$</td>
<td>17312</td>
<td>$-0.028 \pm 0.536$</td>
</tr>
<tr>
<td>03P1B</td>
<td>$136 \cdot 10^6$</td>
<td>14350</td>
<td>$1.048 \pm 0.557$</td>
</tr>
<tr>
<td>03P1C</td>
<td>$141 \cdot 10^6$</td>
<td>17995</td>
<td>$0.233 \pm 0.496$</td>
</tr>
<tr>
<td>03P1D</td>
<td>$196 \cdot 10^6$</td>
<td>15789</td>
<td>$0.871 \pm 0.533$</td>
</tr>
<tr>
<td>03P1E</td>
<td>$213 \cdot 10^6$</td>
<td>30760</td>
<td>$-0.108 \pm 0.387$</td>
</tr>
<tr>
<td>03P1F</td>
<td>$192 \cdot 10^6$</td>
<td>24509</td>
<td>$-1.008 \pm 0.457$</td>
</tr>
<tr>
<td>03P1I</td>
<td>$196 \cdot 10^6$</td>
<td>22649</td>
<td>$0.065 \pm 0.459$</td>
</tr>
<tr>
<td>03P1J</td>
<td>$297 \cdot 10^6$</td>
<td>27579</td>
<td>$-0.385 \pm 0.439$</td>
</tr>
<tr>
<td>2003</td>
<td>$1.53 \cdot 10^9$</td>
<td>170493</td>
<td>$0.001 \pm 0.167$</td>
</tr>
<tr>
<td>04W22</td>
<td>$402 \cdot 10^6$</td>
<td>32958</td>
<td>$0.593 \pm 0.354$</td>
</tr>
<tr>
<td>04W23</td>
<td>$245 \cdot 10^6$</td>
<td>17439</td>
<td>$0.519 \pm 0.476$</td>
</tr>
<tr>
<td>04W26</td>
<td>$236 \cdot 10^6$</td>
<td>20850</td>
<td>$0.531 \pm 0.447$</td>
</tr>
<tr>
<td>04W27</td>
<td>$136 \cdot 10^6$</td>
<td>12104</td>
<td>$0.457 \pm 0.592$</td>
</tr>
<tr>
<td>04W28</td>
<td>$185 \cdot 10^6$</td>
<td>12720</td>
<td>$0.006 \pm 0.569$</td>
</tr>
<tr>
<td>04W29</td>
<td>$167 \cdot 10^6$</td>
<td>13091</td>
<td>$0.973 \pm 0.582$</td>
</tr>
<tr>
<td>04W30</td>
<td>$225 \cdot 10^6$</td>
<td>19192</td>
<td>$0.085 \pm 0.461$</td>
</tr>
<tr>
<td>04W31</td>
<td>$210 \cdot 10^6$</td>
<td>19086</td>
<td>$-0.614 \pm 0.472$</td>
</tr>
<tr>
<td>04W32</td>
<td>$306 \cdot 10^6$</td>
<td>27710</td>
<td>$-0.288 \pm 0.397$</td>
</tr>
<tr>
<td>04W37</td>
<td>$333 \cdot 10^6$</td>
<td>31525</td>
<td>$0.396 \pm 0.368$</td>
</tr>
<tr>
<td>04W38</td>
<td>$349 \cdot 10^6$</td>
<td>44276</td>
<td>$-0.253 \pm 0.308$</td>
</tr>
<tr>
<td>04W39</td>
<td>$204 \cdot 10^6$</td>
<td>23784</td>
<td>$0.186 \pm 0.456$</td>
</tr>
<tr>
<td>04W40</td>
<td>$151 \cdot 10^6$</td>
<td>11950</td>
<td>$-0.559 \pm 0.616$</td>
</tr>
<tr>
<td>2004</td>
<td>$3.15 \cdot 10^9$</td>
<td>286685</td>
<td>$0.188 \pm 0.105$</td>
</tr>
<tr>
<td>total</td>
<td>$5.52 \cdot 10^9$</td>
<td>507213</td>
<td>$0.077 \pm 0.094$</td>
</tr>
</tbody>
</table>
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