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Chapter 1

Introduction

“Non sunt multiplicanda entia praeter necessitatem.”
(William of Ockham)

A great amount of understanding of the fundamental forces has been gained over
the last thirty years. Still, many fundamental questions, in particular concerning
mesonic and baryonic structure and decays remain unanswered, owing to the
special properties of strong interaction and QCD.

A promising approach for obtaining a more detailed insight into hadron physics
is the observation of leptonic and semi-leptonic charm hadron decays. They pro-
vide clean final state channels and take place at a scale where theoretical predic-
tions of QCD are already possible and at which effects are still big enough to be
observed more easily than in beauty physics. Measurements can be done by ob-
serving the decay of charmed mesons, like D+

s or D+. Such mesons have short
lifetimes of the order of 10−12 sec and travel only about cτ = 150 µm before de-
caying.

To precisely determine decay kinematics of such mesons with sufficiently high
statistics, detectors with high spatial resolution have to be used in high-intensity
hadron beams, as planned in COMPASS a fixed target experiment at CERN. Such
high-intensity experiments set new requirements in many fields, for example
the amount of collected data, development of readout electronics, and radiation
hardness of detectors.

In COMPASS, Silicon microstrip detectors will be used for beam definition, as
charm decay detectors in the target region, and as tracking detectors in the very
beam vicinity in the spectrometer. To enable the detectors to stand hadron beam
intensities as high as those planned in COMPASS, they will be operated at Nitro-
gen temperature to exploit the Lazarus effect.

1



Introduction

After an overview of the physics objectives and the experimental apparatus of
COMPASS in chapter 2, the main features of Silicon microstrip detectors are dis-
cussed in chapter 3. Mechanisms of radiation damages and the principles of the
Lazarus effect, which allows to operate detectors in high-radiation environment,
are described.

Chapter 4 is dedicated to the specific realization of Silicon microstrip detectors
in the COMPASS experiment, including a survey of the detector design and the
readout electronics. Production and tests done in the lab with a software de-
veloped within the framework of this thesis are discussed in chapter 5. Here,
emphasis is placed on the noise performance of the detectors. In chapter 6, the
analysis of readout and performance tests in the T11 test beam at CERN in March
2001 is presented. Finally commissioning, debugging and first tests of the de-
tectors and of the readout system on the COMPASS beam line from August to
October 2001 are presented in chapter 7.

2



Chapter 2

The COMPASS experiment

ECAL HCALTracking RICH µ filterMagnets

target SM2 RICH2 filter 2

ECAL2

µRICH1SM1 filter 1µ

ECAL1 HCAL1

HCAL2

polarized

Figure 2.1: Artist’s view of the COMPASS spectrometer

COMPASS1 is a high-luminosity fixed target experiment at the CERN2 Super Pro-
ton Synchrotron (SPS). With the help of a conversion target, muons with energies
up to 190 GeV and pions, kaons and protons with energies up to 300 GeV are
used to elucidate a variety of physics in the mid to high energy range [CO96].
COMPASS started taking data in 2001.

Being a merger of the HMC3 and CHEOPS4 projects, COMPASS is designed to be
a multipurpose experiment which can investigate spin structure functions as well
as study many properties of hadronic systems. Main issues of the two physics
programs, the muon and the hadron program, are summarized in this chapter. A
brief overview of the detector itself is given. The COMPASS tracking detectors as
well as the setup in the target region are discussed in detail.

1Common Muon and Proton Apparatus for Structure and Spectroscopy
2Conseil Européenne pour la Recherche Nucléaire
3Hadron Muon Collaboration [Nap95]
4Charm Experiment with Omni-Purpose Setup [Ale95]
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The COMPASS experiment

2.1 COMPASS physics

2.1.1 Muon program

Gluon polarization ∆G/G. As results from EMC [Ash88, Ell88] and SMC
[Ada97] as well as from experiments at SLAC [Ant96] and DESY [Air98] have
shown, a substantial amount of the spin content of the nucleon is not carried by
the quark spins as the Ellis-Jaffe sum rule suggests [Tho01]. In the gluon inter-
pretation polarized glue ∆G lowers the quarks’ contribution to the total spin. As
a major goal, COMPASS aims at a direct measurement of the gluon helicity dis-
tribution ∆G(x) by using deep inelastic scattering of a polarized muon beam of
100–190 GeV off a polarized target.

A study of the cross section asymmetry for

g
γ∗

p

µ

c

c

µ′

Figure 2.2: Photon-gluon fusion. The
incident muon interacts with a gluon in
the nucleon through the exchange of a
virtual photon.

open charm leptoproduction [Glu88] is con-
sidered the best option for experiments with a
muon beam. In leading order, open charm will
be produced in the photon-gluon fusion (PGF)
process shown in fig. 2.2.A main tool to recon-
struct open charm events is the identification
of D0 mesons from their hadronic decay prod-
ucts. The background of charmed hadrons
produced in other reactions is expected to be
low as the charm quark mass is rather large.

Additional determination of ∆G/G. The most promising additional way to
measure ∆G in COMPASS uses its capability of identifying all particles produced
in muon-nucleon scattering. Here, the asymmetry of oppositely charged hadron
pairs in high pt particle production events in deep-inelastic scattering is measured
[Bra98]. The basic diagram still is PGF, the hardness of the process is guaranteed
by the large pt. Developed for COMPASS, this method has recently been applied
to HERMES data [Air00].

Lambda polarization. Another possible contribution to the spin of the nucleon is
the existence of negatively polarized strange quarks. Measuring the polarization
of Λ/Λ hyperons from the target fragmentation, one gets a handle on comple-
mentary information on the polarization of the strange sea-quarks. Using a po-
larized beam in combination with an unpolarized target, reactions with quarks
oriented anti-parallel to the virtual photon’s helicity can be selected. One should
expect Λs carrying negative polarization, hence the spin of the strange quarks
should be predominantly oriented anti-parallel to that of the proton (assuming
negatively polarized muons).

4



COMPASS physics

Ξ +
c

Σ ++
c

Ξ 0

n p
Ξ c

0

udc

dss
dds

uss
uus

uududd uds

ssc

uscdsc
uuc

ucc
scc

dcc

Ω+
cc

Ξ ++
ccΞ +

cc

Σ 0
c

Ξ −

Σ − Σ +Λ,Σ 0

Σ +
cΛ+

c,

Ω 0
c

ddc

Ω++
ccc

Ξ ++
ccΞ +

cc

Ω+
cc

Σ ++
c

Ξ +
cΞ 0

c

Ω −
Ξ 0

Σ +

∆+∆0∆−

Σ −

Ξ −

∆++

ddc
dsc usc

uuc

uud
uus

ussdss

udd
dds

ddd uuu

Σ 0

udc
cΣ +

Σ 0
c

dcc ucc

uds

ssc

scc

sss

Ω 0
c

a b

Figure 2.3: SU(4) representation of the ground state baryons. a) J = 1/2, b) J = 3/2 [PDG00]

After one year of running at 160 GeV/c, COMPASS should be able to obtain
∆G/G within an error of 0.11 for the open charm program and within 0.05 by
using high pt methods, with higher systematic errors from model interpretations
in case of high pt hadrons.

Longitudinal and transverse spin distribution functions. Apart from ∆G,
COMPASS will measure helicity distributions ∆q and transverse spin distribution
functions ∆tq from the relevant identified hadron asymmetries, in semi-inclusive
double-polarized muon-nucleon deep inelastic scattering.

2.1.2 Hadron program

Charm physics. Charm physics in general is interesting, as it allows to study the
influence of strong interactions on the weak decay of hadrons at a scale where
QCD predictions are already possible, unlike in the light quark sector [Sch99,
Ric95]. In addition, still little is known about the properties of charmed baryons.
Not even all 1/2+ ground states (fig. 2.3) have been observed: Ξ0′

c and the Ξ+′
c of

the SU(4) anti-quartet still need confirmation [PDG00]; of the 3/2+ baryons, up
to now only Ξ0∗

c has been observed.

To get a handle on charmed baryons, semi-leptonic decays of charmed hadrons
will be studied. Knowledge of their decay widths proves to be the best test of our
understanding of charmed baryon decays, since precise theoretical predictions
are available within the framework of Heavy Quark Effective Theory (HQET).
Transitions like Σ0

c → Λ+
c can be used for tagging and thus for background reduc-

tion.
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The COMPASS experiment

Furthermore, investigation of the lifetimes of charmed baryons helps to under-
stand the effects of the hadronic environment on the decay of the naked charm
quark; non-leptonic decays will be studied to obtain and compare decay rates of
these decays. Up to now, only (and still incompatible) data on the Λ+

c exist.

Apart from charmed baryons, leptonic decays of the charmed D and Ds mesons
will be studied. Their decay constants FD and FDs

contain all non-perturbative
aspects of charm decays. By accessing them with charm decays, QCD effects are
limited to the initial state, as in the final state only leptons are observed [Ric95].
Tagging the D-mesons in processes like D+∗

s → D+
s γ or D+∗ → D+π 0 facilitates

background reduction. COMPASS is able to pin down FDs
and FD to statistical

errors of ±10% and ±20%, respectively, within one year of running.

As so far no studies on doubly-charmed baryons have been done, this is one of
the issues of the hadron program: Such baryons may reveal a heavy cc-diquark in
the center surrounded by a third light quark, bearing dynamics similar to heavy
mesons. Such states are expected in a mass range from 3.6 GeV/c2 (ccu, ccd) to
3.8 GeV/c2 (ccs). Despite COMPASS being a high-rate experiment, only about
30 − 300 fully reconstructed events are expected, because production cross sec-
tions and branching ratios are very low.

Exotics and gluonic systems. Since gluons carry color charge, the construction of
bound states with valence gluons or consisting only of gluons is predicted within
QCD. If consisting of gluons only, those states are called glueballs, if they consist
of valence quarks and valence gluons, we speak of hybrids. To provide a gluon-
rich environment, COMPASS will use the double pomeron exchange mechanism
[Mey98, God99] in central collisions of a proton beam on a proton target.

The identification of e. g. glueballs is challenging. Since they are expected in
a wide mass region starting at 1.5–1.8 GeV, there are many meson resonances
which mix with glueballs with identical quantum numbers. The so far best can-
didate for a scalar glueball ground state 0++ comes from the Crystal Barrel ex-
periment at LEAR, the f0(1500) [Ams95]. High statistics as well as a good under-
standing of glueball production mechanisms and decay patterns are necessary to
clearly identify glueballs. COMPASS will be able to detect many decay modes
and several different production mechanisms. The f0(1500) will be investigated,
and a systematic scan of the mass region up to 2.5 GeVwill be done, in which
e. g. the first excited state, the tensor glueball 2++, is predicted around 2.3 GeV
by lattice QCD [Sch99, Bra99].

Another issue is the search for charmed exotics, i. e. particles not composed of
qq or qqq quark content. An experiment like COMPASS should have sufficiently
high statistics to show qqg or five-quark systems like uudcs or uddcs, if only
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their binding energy is high enough for a bound state.

To cross-check results obtained with central production, the Coulomb excitation
process with a high Z target can be used. Glueball candidates should be absent
in the final states produced in that process.

Primakoff scattering reactions. To study mesonic structure, Compton scattering
with virtual photons in inverse kinematics, the Primakoff mechanism, is used. In
such reactions, a pion scatters off a heavy target nucleus via a quasi-real photon
from the electric field of the nucleon, producing a real photon, as illustrated in
fig. 2.4. Access to several quantities such as polarizabilities of the pion is gained.
Using kaon or sigma beams, similar studies can be performed on these particles
as well.

γ∗

Z

π±

γ

π±′

Figure 2.4: The Primakoff mechanism: Compton scattering in inverse kinematics

2.2 The COMPASS detector

2.2.1 The spectrometer

To provide a large angular acceptance of about 180 mrad and a large dynamical
range of up to 150 GeV, the global structure of the COMPASS experiment com-
prises a high-rate, two-stage forward magnetic spectrometer. The two stages use
conventional magnets with 1.0 Tm and 5.2 Tm bending power. Each of the two
spectrometer stages will be equipped with complete tracking, particle identifi-
cation, electronic and hadronic calorimeters and muon detection systems in the
final setup. For the 2001 run, a reduced setup (fig. 2.5) was used, which is fully
adequate to start muon and spin physics [Bra99].

Due to their different angular acceptances, the spectrometer stages cover different
momentum regions. The small angle (second stage) spectrometer is to a large ex-
tent common for both programs and all experimental configurations, while in the
first spectrometer some detector types are used only in the muon and the hadron
program, respectively. In addition, the target region is equipped differently for
the muon and the hadron program.
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Figure 2.5: The COMPASS spectrometer in its initial setup

Because of the size of the muon target magnet, there is not much space for small
angle trackers between the target itself and the first spectrometer magnet (SM1).
Therefore, tracking is restricted to two Silicon stations and two stations of scintil-
lating fibers upstream of the target, as well as two Micromega tracking stations
in front of SM1. Details of the setup of the target region in the hadron program
are discussed later in this chapter.

The tracking stations downstream of the target are composed of different detector
systems, which provide good spatial resolution near the beam axis as well as
coverage of a large area leading to a large angular acceptance. Tracking detectors
are distributed over the whole length of the experiment and are described in more
detail in section 2.2.3.

In both stages, a RICH5 will be used to identify pions, kaons and protons.
Presently RICH1, located between SM1 and SM2, is installed and provides par-
ticle separation in the momentum range between 3 and 55 GeV/c. RICH2 is
planned for later installation and will be located downstream of SM2. It will
allow particle separation up to 120 GeV/c and provide additional information in
the momentum range from 30 to 65 GeV/c, where in RICH1 the particle identifi-
cation is challenging.

At the end of each spectrometer stage, both an electronic and a hadronic calorime-
ter detect the energies of produced hadrons, photons and electrons. A muon wall
measures the positions of passing muons. In order to allow particles with higher
energy to enter the second spectrometer stage, the calorimetric detectors in the
first stage have a hole of 1.4 × 0.7 m2.

5Ring Imaging Cherenkov detector
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2.2.2 The target region

Muon program. In general, for measuring spin-dependent quantities, polarized
targets have to be used. Two different target materials are needed in order to
measure the proton’s as well as the neutron’s spin structure: NH3 and 6LiD with
maximum polarizations of 85% and 50%, respectively. The material is polarized
by dynamical nuclear polarization. For polarizing the muon target, a supercon-
ducting solenoidal magnet and a dilution refrigerator are used to reach the nec-
essary low temperatures of the order of mK. As muon target in the 2001 run the
existing SMC target magnet is used.

Hadron program. In the hadron program, different target types will be used:
For central production of mesons and gluon-rich states, a liquid hydrogen target
is needed, whereas to produce charm hadrons, a thin Copper plate will be used.
For Primakoff reactions, a thin target with a high Z material is needed [Kuh01].

Trackers in hadron setup. In the hadron setup only a comparatively small solid
state target with a recoil detector is present. Therefore, more space for track-
ing detectors is available between the target and SM1, which will be used for
two more Silicon tracking stations (figure 2.6). Furthermore, the gap of SM1 is
planned to be reduced in order to get smaller fringe fields. The installation of Sil-
icon microstrip detectors is planned up- and downstream in the vicinity of SM1
as well.

The charm vertex detector. In the hadron setup, a spatial resolution as high as
possible is needed to ensure high charm tagging efficiency even for short-lived
mesons as well as a highly efficient triggering on secondary vertices.

Downstream of the copper target, trigger detectors as well as a tracking detector
similar to that of WA92 [Adi93] will be used, consisting of 10 planes of Silicon

beam

target, recoil detectorSilicon

4m



Figure 2.6: Tracking stations in the target re-
gion: Two stations in front of the target are used
for beam definition. The two stations behind the
target will only be present in the hadron setup.

νν

µµ

DDss

2cm

beam
kink

Cu target Silicon trigger

Figure 2.7: The charm vertex detector: Behind
the Copper target, 10 planes of Silicon detec-
tors are sandwiched between two trigger detec-
tors. [Sch00]
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GEM (30×30 cm²)
Straw drift chambers (325×273 cm²)

Silicon (7×5 cm²)

10×10 cm

Figure 2.8: Hybrid tracker concept: Sizes and coverage provided by a Straw station as large area
tracker and one GEM and one Silicon station for the small area tracking

strip detectors with an extremely fine pitch of 12 µm (fig. 2.7). With a distance of
only 2 mm from one detector to the next, this setup will allow to fully reconstruct
semi-leptonic and leptonic charm decays, including the charmed particle’s track.
Hence, complete kinematical reconstruction of the decay is possible [Sch00].

2.2.3 Tracking in the COMPASS spectrometer

In general, in the spectrometer region of COMPASS hybrid tracking stations suit-
able for both large and small area tracking are used. The detectors operated closer
to the beam feature increased precision and radiation hardness. To prevent radia-
tion damage and to withstand the high beam intensities, all tracking detectors ex-
cept for the Silicon detectors have a deactivated central area. With the staggered
tracking concept, the number of events per readout channel is approximately con-
stant. Figure 2.8 shows a typical combination of different detector types.

Straw chambers, drift chambers and well established multi-wire proportional
chambers (MWPCs) serve as large-area trackers, while newly-developed Gas
Electron Multipliers (GEMs), and Micromegas do the small area tracking. To
obtain high precision tracking in the very vicinity of the beam, the central re-
gions of the small area trackers will be covered by Silicon microstrip detectors in
the future. Table 2.1 summarizes properties of the different trackers used within
COMPASS.
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Spatial Time
Detector type Active area resolution resolution Reference
Scintillating fibers (target region) 52.5 × 52.5 mm2 120 µm 430 ps [Hor99]
Scintillating fibers (spectrometer) 123 × 123 mm2 410 µm 440 ps [Zie01]
Silicon microstrip detectors 7 × 5 cm2 < 14 µm 5 ns [Wie00]
Gas electron multipliers 30 × 30 cm2 46 ± 3 µm 15 ns [Sim01]
Micromegas 38 × 38 cm2 70 µm 9.5 ns [Bed01]
Straw drift tubes 325 × 273 cm2 150 µm (70 ns) [San99]
Drift chamber 140 × 124 cm2 175 µm (80 ns) [Per01]
Multi-wire proportional chamber 150 × 120 cm2 500 µm [Sau77]

Table 2.1: Tracking detectors in COMPASS

For the central beam region, Silicon detectors provide the best spatial resolution
for the detector types given, which is needed for finding tracks with very low
inclination with regard to the beam. Another reason for Silicon detectors is that
the created electron-hole pairs are drained off the depletion zone in less than
25 ns (cf. section 3.4.1), while detectors using gas amplification have much larger
regeneration times.

Upstream of the target, tracking detectors are needed for beam definition. For
this, two stations of Silicon microstrip trackers as well as two stations of scintil-
lating fibers are used. Between the target and SM1, scintillating fibers and Mi-
cromegas are used for small area tracking, while drift chambers do the large area
tracking. The tracking immediately behind SM1 is done with straw trackers for
large angles and GEM detectors for small angles, respectively. Downstream of
RICH1, tracking stations consist of MWPCs for large angles and GEMs for small
angles.

2.2.4 A glance at selected tracking detectors

Silicon microstrip detectors. What we refer to as one station of Silicon detec-
tors consists of two 7 × 5 cm2 double-sided Silicon wafers (detectors), mounted
10 mm apart. One of these stations provides four readout planes. The two detec-
tors are rotated by 5◦ with respect to each other for separating multiple hits. The
spatial resolution is better than 14 µm (cf. section 3.4.1) and the time resolution is
better than 5 ns.

Scintillating fibers. These detectors provide a spatial resolution of at least
500 µm. With a very good time resolution of about 300 ps they are used for
precise track timing. Detectors with active areas from 39.4 × 39.4 mm2 up to
123 × 123 mm2 are distributed over the experimental apparatus, using fiber di-
ameters of 0.5 mm and 1.0 mm.
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Figure 2.9: GEM detector in the lab
Figure 2.10: Straw drift chamber DL4. Note the central
beam hole.

Small area trackers. Gas Electron Multiplier (GEM) and Micromesh Gaseous De-
tector (Micromegas) stations each consist of two detectors mounted back-to-back.
GEMs are made of three copper-clad amplification foils. These foils have a fine
perforation of 120 µm pitch to provide electron multiplication due to the high
electric field in the holes. GEMs provide a spatial resolution of 46 ± 3 µm and
a time resolution of about 15 ns. Details are discussed in [Sim01]. Micromegas
utilize a fine metal mesh instead of amplification foils. They reach a spatial res-
olution of 70 ns and a time resolution of 9.5 ns [The01]. In 2001, the small area
tracking is done with 7 stations of 30× 30 cm2 GEM detectors in the spectrometer
and 2 Micromega stations covering an area of 38 × 38 cm2 each in front of SM1.

Straw chambers. Covering an active area of 273 × 325 cm2, Straw chambers (fig.
2.10) are made of copper coated Kapton or mylar tubes with an anode wire in the
center. In the middle region, tubes with a diameter of 6 mm are used, in the outer
region the tubes have a diameter of 10 mm. Centered around the beam, they
have a 20 × 20 cm2 beam hole. The straws are arranged in double layers, which
are displaced by half a tube diameter with respect to each other. Straws equipped
with vertical or horizontal tubes are used to gain different projections within one
station. One double layer reaches a spatial resolution of about 150 µm.

12



Chapter 3

Silicon microstrip detectors

Since J. Kemmer [Kem80] introduced planar technology to produce Silicon detec-
tors in 1980, which made it possible to read out position information with great
precision by dividing the detector’s surface into fine strips, such devices have
become a common tool in particle physics.

This chapter gives a summary on Silicon detectors and their principle of oper-
ation. Radiation damage and annealing mechanisms are discussed. Thorough
descriptions of double-sided Silicon microstrip detectors and production tech-
niques are given in [Pei92, Kem88].

3.1 Basic principle of operation

In a semiconductor device, a fast charged particle will create electron-hole pairs
along its track by Coulomb interaction. The charge carriers created are sepa-
rated by an electric field applied over the detector and are read out with position-
sensitive electrodes along the detector volume.

Unlike in gaseous detectors, there is no multiplication of the primary charge, so
that the collected charge is only a function of the detector thickness, yielding
about 390 eV/µm equivalent to about 108 electron-hole pairs per µm for Silicon
[Pei92]. The advantage of semiconductor devices is that the average energy re-
quired to create an electron-hole pair is some 10 times smaller than that required
for gas ionization. The energy required for the production of one electron-hole
pair is 3.6 eV [PDG00] in Silicon. This energy is larger than the band gap in Silicon
because of momentum conservation. Thus the amount of ionization produced for
a given energy is an order of magnitude larger.
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Typically, Silicon detectors are required in environments where the amount of
material used should be as small as possible to avoid multiple Coulomb scatter-
ing and to minimize the impact on the particle tracks. Owing to its high density,
a high energy loss can already be obtained with comparatively thin Silicon detec-
tors. Since the detector thickness determines the signal amplitude, the commonly
used compromise are detectors of 300 µm thickness, resulting in an average of
3.2·104 electron-hole pairs generated per MIP1, a signal requiring low-noise elec-
tronics. Background noise arises from the semiconductor’s intrinsic carrier den-
sity and from design issues like interstrip and load capacitances.

3.2 Ionization energy loss by heavy particles

3.2.1 The Bethe-Bloch formula

Charged particles other than electrons mainly lose energy in matter by ionization
or equivalent processes, like the creation of electron-hole pairs. The stopping power
or mean rate of energy loss is given by the Bethe-Bloch formula [PDG00, Leo87],

−dE
dx

= κρ

[

ln
(

2meγ
2v2Wmax

I2

)

− 2β2 − δ − 2
C
Z

]

(3.1)

with the material density ρ, the electron mass me, the velocity of the incident
particles v given in terms of β and γ, the maximum energy transfer in a single
collision Wmax ≈ 2mec2βγ [Gru93],

κ = 2πNar2
emec2 Z

A
z2

β2 = 0.1535
MeV cm2

g
Z
A

z2

β2 , (3.2)

and charge of the incident particle z, The atomic number and the mass of the de-
tector material is denoted by Z and A, respectively. The mean ionization energy
of Silicon is I = 13.5 eV·Z [Ste84].

This formula holds for relativistic particles with not too high energy. Inelastic
scattering of the incident particles off the atomic shells of the detector atoms is
assumed, which creates electron-hole pairs along the particles’ tracks.

1Minimum ionizing particle, for definition see section 3.2.1
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Figure 3.1: Energy loss rate for muons with (red curve) and without (blue curve) density and shell
correction applied. The relativistic rise is nearly cancelled by the density correction.

Energy dependence. Figure 3.1 shows a Bethe-Bloch curve. At non-relativistic
energies, the energy loss is dependent on the particles’ velocity and charge but
not on their mass, leading to the characteristic 1/β2 dependence given in (3.2).
A minimum is reached at about β ≈ 0.96. Particles with an energy loss close to
this minimum are known as minimum ionizing particles, MIPs. Most relativistic
particles can be treated as MIPs as well, since from the minimum of the curve on,
its relativistic rise due to the logarithmic dependence in (3.1) is cancelled by the
density correction to a good approximation.

In (3.1), two corrections, the density effect correction δ and the shell correction C, have
been added. These corrections cause an 32% effect for muons at 160 GeV beam
energy, which corresponds to βγ ≈ 1500 and is typical for the particle energies
in COMPASS.

Density effect. This effect arises from the fact that the electric field of the particle
tends to polarize the atoms along its path. Due to this polarization, electrons far
from the path of the particle will be shielded from the full electric field intensity.
Collisions with such electrons will therefore contribute less to the total energy
loss than predicted by the Bethe-Bloch formula without corrections. Hence, the
logarithmic rise of (3.1) will be truncated at high energies. The density correction
δ is usually given by Sternheimer’s parameterization [Ste84], which involves the
material’s plasma frequency in its high-energy limit

δ/2 → ln(h̄ωP/I) + ln βγ − 1/2. (3.3)

While negligible when dealing with gases with low densities, this effect has to be
taken into account in the case of solid-state materials (fig. 3.1). It also becomes
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important for higher energies (βγ & 100).

Shell correction. C/Z is a low-energy correction that takes atomic binding effects
into account, which have partially been neglected in the Bethe-Bloch formula.
The original assumption of a stationary electron with respect to the incident par-
ticle nevertheless is a rather good one for βγ & 0.3, the correction decreasing
very rapidly with energy.

3.2.2 Energy loss distribution

Statistical fluctuations. Up to now, we considered the mean energy loss of a par-
ticle passing the detector. For any given particle, however, we will not find an
energy loss equal to this calculated value, because we deal with the number of
collisions and the energy loss in every such collision as statistical quantities.

It can be shown that for thick absorbers with a large number of collisions, the
energy loss distribution takes a Gaussian form. This follows directly from the
central limit theorem [Fli99, Leo87].

Landau distribution. With thin absorbers, where the number of collisions is too
small for the central limit theorem to hold, large deviations from the mean energy
loss given by (3.1) are observed. The general shape of this distribution can be
described by the Landau distribution, which to a good approximation is given by
[Gru93]

L(λ) =
1√
2π

e−
1
2(λ+e−λ), λ =

∆E − ∆Emp

ξ
(3.4)

with the most probable energy loss ∆Emp. The deviation of the energy loss from
the ∆Emp is denoted by λ. The mean energy loss is usually approximated by
taking the first multiplicative term of the Bethe-Bloch formula, ξ = κρx, which
also acts as normalization in the denominator of λ. κ is given in (3.2), x is the
absorber thickness and ρ is the material’s density.

A Landau distribution is shown in figure 3.2. Due to its asymmetry, the average
energy loss is significantly higher than the most probable energy loss Emp. The
distribution is widened towards high energies due to the rare possibility of large
one-shot energy transfers in single collisions, which result in high energy elec-
trons. For MIPs the most probable energy loss is 26 keV in a 100 µm Silicon layer,
scaling within 10% between 20 µm and 300 µm. The average differential energy
loss dE/dx is 1.66 MeV/g cm2.

16



p-n junctions

E [a. u.]∆energy loss 
0 0.5 1 1.5 2 2.5 3 3.5 4

E
)

∆
L(

0

0.05

0.1

0.15

0.2

0.25

0.3

Most probable
energy loss

Mean energy loss

Figure 3.2: Typical Landau distribution of the energy loss in a thin absorber. The mean energy
loss is shifted towards higher energies due to high-energetic electrons.

δ-electrons. Although the probability for the generation of very high-energy
electrons is small, their energy range can be quite large. δ-electrons are able to
create electron-hole pairs themselves and hence increase the errors in spatial res-
olution. A 50 keV δ-electron drifting perpendicularly to the original track creates
1.4·104 electrons along its own track, and causes a displacement of 3.3 µm of the
measured track with respect to the real particle track [Pei92].

Corrections to Landau’s theory. While Landau assumed thin, gaseous absorbers
and a free electron cross section, with Silicon detectors we observe a broadening
of the distribution caused by the binding energy of the electrons in the Silicon
atoms [Hal84, Dam86]. This effect is corrected by a number of modifications cal-
culated by Blunck and Leisegang [Mat80] and not discussed further in this thesis.

3.3 p-n junctions

In intrinsic Silicon, electron-hole pairs are created by thermal excitation. Since
they are produced pairwise, the density of holes and electrons is equal. At room
temperature, the intrinsic charge carrier density is about ni = 1.45·1010 cm−3. This
number is about four orders of magnitude larger than the expected signal. To
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lower the number of free charge carriers, a Silicon detector has to be depleted of
the free charge carriers.

3.3.1 Depletion zone

To influence the properties of semiconductors, impurity atoms are introduced,
which either donate or accept electrons. These impurities are integrated into the
crystal lattice and create what is called doped or extrinsic semiconductors.

The amount of dopants is big in comparison

p
+

n
+

n

0<V<VDep

E

depletion zone

Figure 3.3: Double-sided Silicon detec-
tor with p-n junction: geometry, space
charge density ρ and electric field E dis-
tribution in the depletion zone [Rie94]

to the intrinsic charge carrier density, but
very small if compared to the total number
of atoms in the crystal. n regions are doped
with electron donors, usually elements of
the fifth group. As the fifth valence elec-
trons of such atoms have a very low binding
energy, basically all these electrons are lifted
to the conduction band at room temperature
and become majority charge carriers. Like-
wise, p regions are doped with electron ac-
ceptors, usually elements of the third group.
There, holes become the majority charge car-
riers.

A Silicon detector with double-side readout
consists of a moderately n-doped substrate
sandwiched between highly-doped layers.
These layers are called n and p side, and we
denote their dopant concentration with n+ and p+, respectively. The interface
between the p+ layer and the substrate is called p-n junction. Occasionally, the
two sides of the detector are referred to as ohmic (Ω) and junction side (J). Typ-
ical dopant concentrations are 5 ·1012 cm−3 for donors in the Silicon bulk and
5·1015 cm−3 for acceptors in the p+ layer.

Due to the different electron and hole densities in the n and p+ zones, the majority
charge carriers will diffuse over the junction, until a new equilibrium is formed.
This equilibrium is characterized by net positive and negative charges on the n
and p+ regions, created by the immobile acceptor and donor ions in the lattice,
the space charge. Consequently, a zone depleted of free charge carriers is created
and thus an insulating region is formed. An illustration providing geometrical
setup, charge density and electric field distribution is given in figure 3.3.
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It can be shown that the width of the depletion zone is inversely proportional to
the dopant concentration. With a high concentration of acceptors in the p layer,
the depletion zone extends widely into the Silicon bulk, while for depleting the
comparatively small p layer only a small concentration of donors in the n bulk
material is necessary.

3.3.2 External bias voltage

Electron-hole pairs created in the depletion zone are separated by the electric field
caused by the space charge. Charge created in the neutral zone of the silicon bulk,
however, will be lost for readout as it can recombine with the free charge carriers
there. To extend the depletion zone across the whole Silicon detector, an external
bias voltage across the Silicon bulk is applied. The depletion zone grows from the
p side with increasing bias voltage. As soon as the n-side is reached, we speak of
a fully-depleted Silicon.

With the effective charge carrier density Neff = (nD − nA), the thickness of the
detector D and the dielectric constant of Silicon ε [PDG00], we can solve the one-
dimensional Poisson equation

∂2φ(z)
∂z2 = −qNeff(z)

ε0ε
(3.5)

with the electric potential φ and find the full depletion voltage [Kle86] to be

V(full)
dep = ND

qD2

ε0ε
(3.6)

with the dopant concentration in the Silicon bulk ND. In contrast to unbiased
Silicon with its intrinsic carrier density, depleted Silicon behaves very much like
a resistor, drawing no current under the applied voltage except for the leakage
current, determined by the detector’s resistivity

ρ =
1

qµND
, (3.7)

where the mobility is denoted by µ, defined as the charge carriers’ drift velocity
divided by the electric field applied. ND is the donor concentration in the bulk
(assuming nD � nA for n-type Silicon). The width of the depletion zone in the
Silicon bulk can be expressed by [Pei92]
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d =
√

2εε0ρµVbias =

√

2εε0Vbias

qND
. (3.8)

Resistivity. Obviously, the higher the resistivity ρ of the material, the lower the
bias voltage has to be in order to deplete a detector completely. Therefore, Silicon
detectors usually are made of high resistivity material. Up to 10 kΩ cm have been
reached exploiting special procedures [Dam86].

Leakage current. The depleted region is free from majority charge carriers. Still,
under equilibrium conditions electron-hole pairs are generated continuously ev-
erywhere in the volume of the crystal. The noise in Silicon detectors arises from
such thermally generated minority charge carriers. Without electric field present,
they would simply recombine, but with bias voltage applied they have little
chance to recombine and drift under the influence of the electric field, giving
rise to what is called the generation current

jgen =
1
2

q
ni

τ0
d, (3.9)

dependent on the width of the depletion zone but not explicitly on the tem-
perature.2 The temperature dependence comes in through given by ni ∼
exp(−Egap/kBT). The lifetime of the minority charge carriers is denoted by τ0.
With (3.8) and (3.9) we find

Ileak ≈ jgen ∼
√

Vbias. (3.10)

3.4 Particle detection

As a charged particle traverses the depleted detector volume, free charge in form
of electron-hole pairs is liberated along its track. For a 100 µm thick layer the
average energy loss is about 39 keV. Speaking in electron-hole pairs, one obtains
72 pairs per µm for the most probable and 108 pairs per µm for the average
energy loss. For commonly used detectors of 300 µm thickness, this is equivalent
to a most probable number of 2.2·104 and an average number of 3.2·104 electron-
hole pairs.

2For a fully depleted detector, the leakage current can be identified with the generation cur-
rent alone. The diffusion current jdiff—caused by charge generated in the neutral Silicon and then
diffusing to the space charge region—would contribute for non-depleted regions.
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Collection time. Due to the bias voltage applied, the charge clouds created in the
depletion zone are separated and drift to the readout electrodes. The collection
time for electrons in Silicon can be estimated to be [Kle86]

tdrift =
D

µe E
≈ 10 ns (3.11)

for an average electric field of 3·105 V/ m, a detector thickness of D = 300 µm
and an electron mobility of µe = 1400 cm2 V−1 sec−1. Holes have a smaller mo-
bility of µh = 450 cm2 V−1 sec−1, leading to a collection time of about 25 ns. To
reduce the collection time, Silicon detectors may be overbiased, i. e. operated
with a bias voltage exceeding the value required for fully depleting the detector.

Readout strips. Since the implanted p+ and n+ layers are separated into single
strips with a width comparable to the width of the charge cloud, the device is
sensitive to the position of the charge cloud.

The Aluminum readout strips on the detector are separated from the implanted
strips by a SiO2 layer, acting as an insulator. The charge cloud arriving at the
strips induces a signal in this metallized layer, which can be read out and am-
plified. By this capacitive coupling, readout electronics are separated from the de-
tector current. The separation prevents dark and leakage currents from being
drained off by the readout electronics.

CCE. The ratio of collected charge to charge originally generated is called charge
collection efficiency. CCE is a combined effect of the semiconductor and the prop-
erties of the readout electronics. It can be shown [Bea98], that the CCE for MIPs
shows linear behavior with ζ =

√

Vbias/Vdep and saturates for ζ > 1, i. e. when
reaching full depletion voltage, provided that all charge carriers reach the read-
out strips within the collecting time.

3.4.1 Spatial resolution

The accuracy in spatial resolution depends on many effects, which can be divided
into physical processes like statistical fluctuations of the energy loss or diffusion
of charge carriers during the drift and external (design) parameters like strip and
readout pitch and detector noise. Given all such constraints, a spatial resolution
of typically 5 µm for a detector thickness of 300 µm can be obtained. It is possible
to design detectors with a localization precision of up to 2.6 µm.
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Drift and diffusion. The charge generation by traversing particles is mostly con-
fined in a tube of a diameter of about 1 µm around the track, drifting under the
influence of the electric field applied. Assuming n-type Silicon, holes drift to the
p-n junction and to the readout strips there, whereas the electrons go to the n+

strips on the ohmic side. During drift, the charge carriers diffuse by multiple
collisions, their distributions following the Gaussian law

dN
N

=
1√

4πDt
exp

(

− x2

4Dt

)

dx (3.12)

with dN/N the fraction of charge found in the element dx at a distance x from
the origin after a time t. Here, D denotes the diffusion coefficient, related to the
mobility (3.7) by

D =
kBT

q
µ. (3.13)

The width of the charge cloud is determined by transverse diffusion during the
drift, following a Gaussian distribution with a full width below 20 µm and a
FWHM of about 10 µm, depending on the drift field. As charge carriers gen-
erated at locations with different distances to the strips have different drift times,
we obtain a superposition of different Gaussian distributions.

The wider the charge distribution at the readout strips, the more events we get
with charge distributed over a cluster of adjacent strips. In such events, position
is not only given by a single strip number, but can be measured to a much better
precision by either calculating the center of gravity of the charge cloud (assum-
ing a boxed form of the charge distribution) or using algorithms which take into
account the real (Gaussian) shape of the charge distribution.

Bias voltage and spatial resolution. A low bias voltage results in a low drift
field and thus the charge cloud generated has more time to diffuse. Hence, a
wider charge distribution is achieved. Increasing the bias voltage on the other
hand leads to narrower distributions, thus decreasing resolution.

For best spatial resolution, a bias voltage as low as necessary for full depletion
is advisable. Of course, one has to make sure that the signals on the individual
strips are well above strip noise, otherwise accuracy is lost. It is advisable to
use high resistivity material for particle detectors, since such material depletes at
lower voltages.

22



Particle detection

Strip pitch and readout pitch. With a FWHM of the charge distribution of 10 µm,
it is practically impossible to collect charge on more than one strip, especially if
the readout density is reduced to a readout pitch of 50 µm or more. Track posi-
tions are given by the strip number and resolution is determined by the readout
strip width.

As realized in the COMPASS Silicon detectors, between every two readout strips
(which are 15 µm wide and pitched 50 µm), intermediate strips are present which
are not read out. Charge collected on these strips is transferred by capacitive
coupling to the neighboring readout strips. Employing charge division meth-
ods, one-track resolution is enhanced substantially, although two-track resolution
may decrease [Boc98b].

Theoretical spatial resolution. Assuming an ideal detector, no charge sharing,
and charge being deposited exactly on one readout strip, a maximum resolution
can be calculated. With the readout pitch δx, the distribution function of particle
positions is 1 in the range from −δx/2 to +δx/2, and 0 otherwise (fig. 3.4).

While the expectation value of the hit position triv-
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+

D(x)

x0

1

Figure 3.4: Calculation of theo-
retical resolution. δx is the read-
out pitch.

ially equals 0, the variance is given by

σ2
x =

1
δx

∫ +δx/2

−δx/2
z2dz =

1
δx

[

x3

3

]+δx/2

−δx/2
=

δx2

12
(3.14)

For the resolution, we obtain σx = δx/
√

12. Com-
monly used Silicon detectors with a readout pitch
of δx = 50.0 µm reach a spatial resolution of σx =

14.4 µm.

3.4.2 Noise

Since there is no primary signal amplification like e. g. in gas detectors, noise
performance is a very important issue for Silicon detectors. Usually, noise is given
as an equivalent noise charge ENC in units of electrons for comparison with the
number of electrons in the charge cloud. Electronics and detector itself contribute
to noise in different ways.

The electronics noise comprises of a constant part and a part dependent on detec-
tor parameters. The detector mainly contributes by the capacitance of the readout
strip to the neighboring channels and to the readout of the other side. It causes
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signal loss and acts as a load capacitance of the preamplifier. These two effects
can be minimized by choosing a small interstrip capacitance and a high coupling
capacitance to the opposite detector side. For most electronics, the load capaci-
tance gives the main contribution to the electronics noise, which usually sums up
to about 300 electrons and is given by ENCel = A + B · C with constants A and B
and the detector capacitance C.

Apart from electronics, the leakage current through the detector gives rise to
noise, with ENCI ∝ √

Ileak. Another source of noise are the biasing resistors,
where we find ENCR ∝

√

T/R.

With the Silicon used in COMPASS, the leakage current should contribute about
70 electrons to the noise and the bias resistors about 480 electrons. With a total
detector ENC of 850 electrons, a signal/noise ratio (S/N) of 25:1 can be reached,
assuming a number of 2.2·104 electron-hole pairs are created.3

For detectors with two-side readout, the pulse heights on the two sides can be
correlated to disentangle multi-hit events. For such analyses, the noise perfor-
mance of the detector is essential of course.

3.5 Radiation damages

In COMPASS, the silicon detectors will be directly exposed to a hadron beam
with rates of up to 6 ·1014 particles/cm2 per year, equal to an absorbed dose4

of 0.15 MGy. Such high rates lead to radiation damages in the material up to a
point where the detectors will not give reasonable signal/noise performance and
cannot be used any more. The mechanisms of radiation damages are discussed in
this section.

Fluence. A key quantity connected to radiation damages is the fluence Φ, de-
fined as the time-integrated flux φ of incident particles. φ is the number of inci-
dent particles per time and area.

Φ = κ

∫

φdt. (3.15)

Any particle fluence can be reduced to an equivalent flux of 1 MeV neutrons
producing the same bulk damage. The choice of this normalization is (partly)

3For the definition of the signal/noise ratio, the peak of the Landau distribution is used, char-
acterized by the most probable number of created charge carriers.

4Energy deposition usually is given as a dose, which measures the total energy absorbed per
unit mass, D = dE/ρdV, with 1 Gy = 6.241·109 MeV/ g.
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Figure 3.5: The hardness parameter κ, a scaling factor for the radiation damage relative to 1 MeV
neutrons. For pions and protons in the COMPASS energy range, we find κ ≈ 0.8 [Huh93].

due to historical reasons. For other particles and energies, the hardness parameter
κ is a scaling factor giving the relative strength of irradiation (fig. 3.5).

In general, the properties of a semiconductor device exposed to irradiation are
mainly modified by two processes, ionizing and non-ionizing energy loss of par-
ticles crossing the detector.

Ionizing energy loss. Ionization is caused by charged particles deposing part of
their kinetic energy in the crystal lattice. Electron-hole pairs produced due to
ionizing energy loss recombine or are collected by the guard rings5. This type
of energy loss is utilized to detect particles and causes no permanent damage to
the detector material. However, damages can occur in interfaces and insulating
layers at the detector surface: Holes trapped in the oxide layer or states created
near the oxide-semiconductor junction may result in unwanted increased charge
sharing between adjacent readout strips and increase noise due to interstrip ca-
pacitance. Influence on the detector performance takes place after heavy irradia-
tion of the order of an absorbed dose of 10 kGy and can be reduced by dedicated
radiation hard design.

NIEL hypothesis. Non-ionizing energy loss for charged particles is mainly due to
takes Rutherford scattering. Collisions of incident particles with lattice atoms
cause displacement of these atoms or, more generally speaking, lattice defects.
The liberated atoms leave vacancies in the lattice, which can move through the
crystal. Doing so, they liberate more atoms until they have spent all their kinetic

5a feature of radiation hard Silicon detectors, discussed in more detail in section 4.1.2
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Figure 3.6: Leakage current before and after irradiation of a double-sided detector. The measure-
ments were done with a silicon wafer design also used for COMPASS. The detector was exposed
to a fluence of 3·1014 protons/cm2 [Abt99]

energy and come to rest as interstitials. A cascade of lattice defects is formed.
Such defects predominantly act as acceptors, i. e. they neutralize the existing
donors. The concentration of donors decreases exponentially with fluence, while
the number of created acceptors increases linearly with it,

Neff = nD · exp(−cΦ) − nA −βΦ. (3.16)

Both effects combined make the semiconductor behave more and more acceptor-
like. Consequences for semiconductors are manifold. Detector noise will increase
with growing leakage current

∆I = αΦ, (3.17)

with a material constant α. This increased leakage current originates from addi-
tional thermal generation of electron-hole pairs at lattice defects. Figure 3.6 shows
the evolution of the leakage current for detectors developed for HERA-B before
and after irradiation.

When measuring the energy loss in a semiconductor device, all charge carriers ar-
riving at the readout strips in a certain time are collected. Thus, carriers which re-
combine at defects or are trapped in metastable states for sufficiently longer times
are lost for readout and contribute to a decreased charge collection efficiency. Signal
amplitudes will decrease together with the charge collection efficiency. This effect
increases with fluence, but can be countered by overbiasing the detector.

With increasing fluence, donor removal and acceptor creation lead to what is
called type inversion (fig. 3.7): The weakly n-doped Silicon bulk becomes p-doped.
From then on, the depletion zone will grow starting from the n-side, resulting in
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shortcut p strips as long as the detector bulk is not fully depleted. Type inversion
occurs at a neutron fluence of approximately 1012 cm−2.

p
+ n

+
n p

+ n
+

p

Figure 3.7: Type inversion: The originally moderately n-doped Silicon bulk gets p-doped by irra-
diation. This is caused by donor removal and acceptor creation in the bulk material. As soon as
type inversion occurs, the bias voltage applied on the detector has to be reversed.

Up to the point of type inversion, the voltage necessary to fully deplete the Silicon
bulk will decrease to 0 V, whereas from then it will increase with growing fluence
up to values of well above 200 V. Effective doping against total flux is plotted
in figure 3.8. From a fluence of 2·1013 cm−2 on, the voltage necessary for fully
depleting the detector will exceed the detector’s maximum bias voltage. The
active volume at this maximum voltage will then decrease until the signals get to
weak to be disentangled from the detector noise.

Annealing. Certain defects are able to anneal, i. e. they diminish exponentially
with time. Time constants vary over a wide range from minutes to months and
are temperature-dependent as well.

Annealing only applies to acceptor-like defects, while donor-like defects need
temperatures well above 100◦C to anneal [Fre93]. Another important mecha-
nism is reverse annealing: Inactive defects may be activated by irradiation and
start acting like additional acceptors. As time constants for anti-annealing are
rather large, this effect may take place long after irradiation and thus becomes
important during long periods of irradiation. Reverse annealing is supported
by high temperatures, which makes cooling necessary throughout the complete
annealing time, i. e. even after exposure to high fluences.

3.6 The Lazarus effect

Radiation damages cause Silicon detectors to change their properties drastically
with increasing fluence, up to a point where operation at room temperature is
not possible any more. The RD39 collaboration at CERN has shown [Pal98] that
charge collection efficiency (CCE) recovers when detectors are operated at cryo-
genic temperatures. This phenomenon often is referred to as Lazarus effect. A
review is given in [Bor00].
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Figure 3.8: Effective doping as a function of (neutron) fluence for high-resistive n-doped silicon
[Sot94]

3.6.1 Phenomenology

The Lazarus effect shows distinctive temperature dependence. At temperatures
below 180 K, the CCE of irradiated detectors is increasing rapidly up to a max-
imum value at about 130 K common for all samples, as figure 3.9 shows. The
detector efficiency is still dependent on the irradiation dose, but signals at cryo-
genic temperatures are considerably larger than ones at room temperature and
big enough for operation.

Together with the recovery of CCE, the leakage current decreases under cooling.
Its temperature dependence is given by [PDG00]

I ∝ T2 exp
Ea

2kBT
, (3.18)

with an activation energy Ea = 1.2 eV. For Silicon this means that the leakage
current is reduced by a factor of 2 for a step down in temperature by 5 K. An-
other interesting feature is that the CCE shows a time evolution if the detector is
operated with reverse bias, decreasing from a high value to a reduced saturated
value. This result is shown in figure 3.10.

Apart from CCE recovery, cryogenic temperatures permit forward biasing of Sil-
icon detectors, since Silicon becomes an insulator. At room temperatures this is
not possible since the bias current in forward direction is much too high, whereas
at cryogenic temperatures irradiated detectors show a negligible bias current for
both polarities. In figure 3.10, CCE is also plotted for different forward bias volt-
ages. With forward biasing, comparatively high CCE is reached for voltages up
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Figure 3.10: CCE for different bias voltages,
measured with a detector exposed to a dose of
2·1015 n/cm2 [Bor00]

to 200 V. In addition, no time dependence is observed, as opposed to the reverse
bias case.

3.6.2 Current understanding of the Lazarus effect

The efficiency of a Silicon detector is proportional to the width of its depleted
zone. As soon as a certain level of fluence is reached, full depletion may not
be possible any more, as the necessary voltage exceeds the highest possible bias
voltage for the detector. The non-depleted volume of a detector cannot contribute
to particle detection. Moreover, it acts lika a resistor to an AC signal. The signal
height is proportional to Q · d/D [Bea98], with the total generated charge Q, the
width of the depleted zone d and the total detector width D. It can further be
shown that for MIPs the generated charge is proportional to d/D. We expect CCE
to scale as

CCE ∝ d2

D2 , (3.19)

or with the bias voltage, as discussed in section 3.4.

Free charge carriers can be trapped in the semiconductor. Traps are formed by
deep-level radiation induced defects, which increase the effective doping con-
centration ND and are created by mechanisms discussed in the previous section.
Trapping is characterized by a time constant τtrap.

After a certain time, characterized by an emission time constant τe, they are liber-
ated again. If τe � tdrift, i. e. if emission time is considerably longer than the
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collection time (cf. section 3.4), the trapped charge carriers are lost for readout,
and efficiency drops even for a fully depleted detector:

CCE ∝ d2

D2 exp
(

− tdrift

τtrap

)

. (3.20)

When temperature is lowered, the emission process is strongly reduced due to
the exponential dependence of the emission time constant on temperature:

1
τe

∝ ∆E/kBT. (3.21)

∆E is the distance of the defect from the valence band or conducting band, re-
spectively. The effect is pronounced for deep traps in the Silicon band gap, where
∆E ≈ 0.5 eV, whereas for shallow traps with smaller values of ∆E it is not that
effective. (3.21) implies that at cryogenic temperatures, the equilibrium between
trapping and re-emitting charge carriers gets strongly unbalanced.

It should be possible to freeze out defects by increasing the emission time and
constantly filling the traps with charge carriers. If a significant fraction of traps
stays filled, the effective charge carrier density in the Silicon bulk is decreased.
According to (3.8), this results in an increased width d of the depleted zone for
a given bias voltage, increasing CCE. The process seems to be most efficient at
130 K. Below this temperature, the decreasing CCE might be explained by a pos-
sible overcompensation, leading to an increasing effective CCE.

In addition, filled traps cannot capture radiation-induced carriers. This increases
τtrap in (3.21), again contributing to an increasing CCE.

To ensure that trapping has no negative effect on the charge generated by passing
particles, charge carriers filling the traps can be injected by constantly generating
them with light-emitting diodes. Forward biasing has the same effect, as charge
carriers to fill the traps are constantly provided by the bias voltage.
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Chapter 4

Implementation of Silicon trackers in
COMPASS

This chapter describes the implementation of Silicon trackers in COMPASS. It
deals with the design of the Silicon detectors and their specific eligibility for
high-radiation environment, the mounting structures (cryostats and supports),
the front-end electronics and the readout chain.

4.1 Detector design

For COMPASS, double-sided Silicon originally designed for the HERA-B experi-
ment is used [Abt99]. The design was done at the Halbleiter-Labor (HLL) of Max-
Planck-Institut für Physik, München. The wafers the COMPASS Silicon group
received came out of a batch produced by SINTEF (Oslo, Norway) [Ber97], and
show slight technological differences compared to the original HLL design.

Geometry. As the spatial resolution is dominated by multiple scattering contri-
butions, a reduction of the amount of material used is desired; therefore, double-
sided Silicon detectors are favored, because double the information is achieved
with the same amount of material as would have been necessary for single-sided
readout. Two double-sided detectors constitute a so-called station. Such a sta-
tion has to provide three or more independent projections so that ambiguities in
multi-hit events can be disentangled and ghost hits can be rejected. Therefore a
stereo angle of 5◦ of the two detectors with respect to each other was chosen (fig.
4.1). This allows the largest possible overlap of the two detectors and at the same
time to use the same wafer design for both detectors in one station. The two
detectors are mounted back-to-back in a cryostat, where the first of them gives
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Figure 4.1: Readout strips on the two double-sided detectors mounted in one tracking station.
The strips are inclined by 2.5◦ with respect to the wafer. 58 strips on the p side are not connected
to readout electronics, since their bond pads end on the other side of the wafer [Abt99]

x and y projections inclined by 0◦ and 90◦ with respect to the COMPASS coor-
dinate system, the second u and v views with inclination angles of –5◦ and 85◦,
respectively.

4.1.1 Processing

The detectors were processed on 280 µm thick, n-type Silicon substrate of
2 . . . 3 kΩ cm resistivity. They provide an active area of 50 × 70 mm and a read-
out pitch of 54.667 µm on the n-side and 51.667 µm on the p-side. A cross section
of the Silicon microstrip detectors is given in figure 4.2.

The p-side is separated into 2047 strips, of which every second one is read out.
The intermediate strips enhance the spatial resolution by charge division as dis-
cussed in section 3.4.1. The readout strips are 15 µm wide, while the intermediate
strips have a width of 8 µm. On the n-side, 1280 readout strips are present, which
are arranged perpendicularly to the p-side strips.

Separation on the ohmic side. The readout strips on the p-side are isolated from
each other by the Silicon bulk. This isolation is supported by fixed positive oxide
charge in the oxide layer at the Si-SiO2 interface, which induces an electron layer
in the Silicon bulk. On the n side, however, such accumulated electrons between
the readout strips would simply shortcut them. With a spread charge on the
n-side, position measurement becomes nearly impossible. To read out the n+

strips separately and to preserve spatial information, they have to be isolated
from each other. This is done by 15.667 µm wide, highly p+ doped compensation
implantations arranged between the n+ readout strips, so called p-stops.
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Figure 4.2: Cross section of the Silicon detectors used in COMPASS [Abt99]

4.1.2 Radiation-hard design

With an expected trigger rate of up to 100 kHz and the beam passing right
through the center of the detector area, the detectors have to cope with fluences
of up to 6·1014/cm2 per year of run time. In order to stand such high rates, a
dedicated radiation-hard design for the detectors was developed for HERA-B;
various tests on radiation hardness were carried out [Abt95, Abt96]. Details of
the features introduced include:

• Capacitive coupling of the readout strips

• Polysilicon resistors for strip biasing

• A multi guard ring structure

Capacitive coupling. To reduce leakage currents, the readout electronics are cou-
pled capacitively to the Silicon. For this AC coupling, the Aluminum readout
strips are separated from the n+ and p+ implants by a layer of Silicon dioxide
and strips of Silicon nitride. The Si3N4 strips atop the oxide reduce the chance of
short circuits (pinholes) in the coupling capacitors. Moreover, they provide equal-
ization of the potential on the detector surface due to their limited conductivity,
and they act as a diffusion barrier against impurities during processing [Fox96].

Biasing. Usually, the bias voltage for depleting the detector is provided by
punch-through contacts to the readout strips. However, irradiation studies
[Abt99] have shown that this technology is not sufficiently radiation resistant,
as traps, which are created in the punch-through channel, lead to an increase in
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Figure 4.3: Layout of one corner of the n-side of the Silicon detector [Abt99].

noise. Therefore, strip biasing is done with polysilicon resistors of approximately
1 MΩ. Such structures are less sensitive to point defects.

The multi guard ring structure. With increasing radiation damages, the detec-
tors are expected to need voltages as high as 300 − 500 V for full depletion of the
Silicon bulk. A structure of 16 punch-through guard rings has been applied on
both sides of the detectors (fig. 4.3) in order to shield the active area from surface
and edge leakage currents. Additionally, a gradual drop of the potential from the
detector rim towards the potential of the undepleted substrate is provided. Sta-
ble operation of the detectors at a bias voltage well above 500 V has been shown
[Abt96].

Cold Silicon. While the Silicon detectors in HERA-B are planned to be ex-
changed once every run time, in COMPASS it is intended to extend the Silicon
lifetime even longer than one beam time by operating it at temperatures of 130 K
and exploiting the Lazarus effect (cf. section 3.6). Cold detectors at least for the
spectrometer stations are challenging, since there a minimization of material and
radiation length is required.

4.2 Silicon stations in COMPASS

For the 2001 muon run, it was planned to have Silicon detectors in front of the
target as a beam telescope. Therefore, apart from 2 stations of scintillating fibers,
three detectors were ready to be installed, giving 6 projections altogether.
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Figure 4.4: Support for the target area with installed cryostat and detector SIL8

In future runs, a total number of 4 target stations is planned, consisting of 8 de-
tectors altogether. For the spectrometer stations, it is planned to accompany the
7 existing tracking stations with 2 Silicon detectors each. The tracking stations
presently comprise large area trackers (Straws or MWPCs) and GEMs at various
positions in the experiment.

4.2.1 Silicon detectors

Between November 2000 and August 2001, four Silicon detectors were assembled
and fully equipped with readout chips. Table 4.1 summarizes their characteristics
and usage. Detector SIL6 was produced for the T11 test beam in April (chapter
6), while the other three detectors were assembled in July. For the COMPASS
beam time, the detectors had to be equipped with cooling tubes. Unfortunately,
its Silicon wafer broke during this procedure, so that for the 2001 beam time, only
the remaining three detectors could be used.

The cooling tubes are arranged on the front-end boards between readout chips
and Silicon wafer. The reason for this is that the chips produce a considerable
amount of heat, and the tubes should, besides cooling, also serve as heat barrier,
so that the temperature gradient over the Silicon is as small as possible.

Since cold Silicon is still under development, up to now no cooling to cryogenic
temperatures has been applied. The tubes were flushed with Nitrogen gas at
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room temperatures instead. After the gas has passed the chips and the Silicon
wafer inside the tube, it is released into the cryostat. This is done to keep the
temperature inside the cryostat in a range where stable readout conditions can be
maintained.

Capacitance Detector name
Wafer Vdep at 40 V Usage in COMPASS
SIL6† 26 V 1339.9 pF Fully equipped, T11 test beam —
SIL8 38 V 1356.1 pF Fully equipped, COMPASS 2001 run SI01XY
SIL10 84 V 1918 pF Fully equipped, COMPASS 2001 run SI02UV
SIL12 88 V 1925 pF Fully equipped, COMPASS 2001 run SI02XY
†broken during mounting of cooling tubes

Table 4.1: Detectors used in the T11 and M2 runs in 2001. The data for are taken from SINTEF
data sheets.

4.2.2 Target region

One Silicon station consists of two detectors mounted on a Stesalit fiber glass sup-
port in a stainless steel cryostat. The cryostat provides stable working conditions
for the Silicon detectors and allows cooling to liquid Nitrogen temperatures.

To reduce the amount of material “seen” by the beam, the cryostat is equipped
with round entrance windows with a diameter of 86 mm along the beam axis,
which are only covered with black plastic foil for light shielding and aluminized
mylar for electrical shielding. Around the target, the beam is confined to a com-
paratively small area. Therefore, apart from material reduction in the beam vicin-
ity, the cryostat design is rather simple and does not take into account material
budget considerations for minimizing the radiation length1 X0. Expressed in units
of X0, the two Silicon wafers in one station contribute X = 6.42·10−3X0, while
the shielding foils account for X ≈ 1.5·10−3X0.

The cryostat is fixed to a support structure, which also carries the repeater cards.
Figure 4.4 shows an opened cryostat mounted on a support frame in the lab. In
the COMPASS hall, the support itself is fixed on an optical bench, which allows
alignment along all three coordinates. All components of the cryostat and of the
support are designed for precise surveying of the system, which is important to
align the detector to the experiment coordinate system. A picture of the setup in
the COMPASS hall in the 2001 beam time is given in figure 4.5. A schematic view
of cryostat, support and optical bench is shown in figure 4.6.

1Radiation length is defined as the distance over which the energy of a high-energy electron is
reduced by a factor of 1/e due to radiation loss only [Leo87]
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Figure 4.5: Setup in the COMPASS hall. On the concrete platform, the blue optical bench can
be seen, on which a Silicon support is mounted. The cryostat’s window is still closed with a fiber
glass plate. Downstream of the Silicon, one Scifi station is located (white plane). The orange
fibers along the concrete block belong to the Silicon readout chain-

b ca

d

Figure 4.6: Schematics of a target region cryostat, including Silicon detector (red), repeater cards
(to the top, left, and right of the detector), and optical bench (red). a) front, b) side, c) back, and
d) top view
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4.3 Front-end electronics

Readout of the detectors is done via the APV25-S0 chip developed for the CMS
Silicon trackers at LHC [Jon99, Ray00, Jon00, MED]. The front-end electronics,
consisting of the APV chips themselves and the front-end boards housing chips
and the Silicon wafer itself, is described in the following.

4.3.1 The APV25-S0 readout chip

The APV25-S02 is a 128 channel analog pipeline ASIC3 for readout of Silicon mi-
crostrip detectors in the CMS tracker at LHC. In COMPASS it is used as readout
chip for both GEM and Silicon microstrip detectors. The chip has a total size of
8.2 × 8.0 mm2, with an active area of 7.2 × 6.5 mm2. It is fabricated in a 0.25
micron CMOS process to take advantage of the radiation tolerance, lower noise,
lower power consumption, and the high circuit density which can be achieved.
The APV25-S0 is running at a frequency of 38.88 MHz. It amplifies signals from
Silicon detectors of magnitude 100 mV (25000 electrons) and continuously sam-
ples the signals at the amplifier stage every 25 ns.

Each channel of the APV25 comprises a low noise CR-RC type shaping amplifier

2Analogue pipeline, voltage-type
3Application specific integrated circuit
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Figure 4.8: Response of the APV chip, generated by injecting an δ-shaped charge pulse into an
APV [Wie00]. A product ansatz of two exponential functions has been fitted to the measured APV
response.

which reshapes the arriving charge cloud into a well-defined 50 ns voltage pulse,
a 160 element deep analog pipeline, and a pulse shape processing stage. On trig-
ger request, analog samples are multiplexed onto a single differential output for
subsequent transmission to the DAQ system.

Pipeline. The pipeline consists of 160 switched capacitor elements for each chan-
nel, which work like a circular buffer and are used to store the data between the
hit and the trigger (this time is called latency) up to a maximum time of 4 µs or 160
clock cycles. As soon as a trigger is received, either one or three columns of the
capacitor array are marked for readout. Once marked, these columns cannot be
overwritten until the data has been read out. The maximum number of markers
available is 20.

APV response. The time evolution of the APV response can be studied by vary-
ing the trigger latency. Such a scan can be done by injecting a δ-shaped charge
pulse into an APV chip [Wie00]. The response can be fitted by a product ansatz
of two exponential functions,

R = A
(

1 − exp−(t−t0)/τ1
)

exp−(t−t0)/τ2 , (4.1)

with t0 the begin of the rise, τ1 the time constant of the rising edge, and τ2 the
time constant of the falling edge (fig. 4.8).
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Modes of operation. The APV25-S0 can be operated in three modes. In peak
mode, only the contents of one specific memory cell is read out, preferably the cell
containing the peak of the signal. With low intensities, this should already be
sufficient to reconstruct hits and yield maximum linearity. Due to uncertainty in
the signal timing, the signal to noise ratio attainable is about 90% of the maximum
ratio.

Since COMPASS is a fixed target experiment, there is a jitter of 25 ns between the
exact peak position of a hit in the pipeline and the arrival of the trigger. At higher
intensities, background from signals still present in the detector from hits at ear-
lier times may add to the observed events. To remove this pileup and determine
the precise timing of the signals of interest, in multi-mode the APV25-S0 allows
to read three consecutive pipeline cells. In COMPASS it is planned to study the
time evolution of the signals over a period of 50 ns (readout takes place at times
0 ns, 25 ns and 50 ns, respectively) and thus determine the signal timing. Tools
to obtain time resolutions of the order of nanoseconds are currently developed
([Fri01], sect. 6.3.7). Unless stated otherwise, for all analyses done in this thesis
multi-mode was used.

Another mode distinctively designed for high data rates is the deconvolution mode.
Here, like in multi-mode, three consecutive samples are read, but treated with
a three-weight FIR4 deconvolution-type algorithm, outputting a weighted sum.
This algorithm reshapes the analog pulse to a peak of 25 ns length, the height of
the peak corresponding to the charge collected. Effects of pileup are removed,
but the time resolution in this mode is limited to 25 ns.

The output data format. Without triggers, a synchronization pulse (tick) is sent
out every 1.75 µs, which can be used to synchronize readout electronics with the
chips.

As soon as it receives a trigger signal, the APV25 sends data as a differential
current, i. e. signal and inverted signal are carried by the two signal lines, respec-
tively, and have to be subtracted from each other to regain the original signal.
Noise that is picked up simultaneously by both lines cancels.

Transmission can be done at 38.88 MHz and 19.44 MHz. Currently, the latter
transmission frequency is used, since it leads to lower noise on the multiplexer
stage of the APV chip. It is planned to switch to 38.88 MHz in the future (cf.
sect. 6.3.6), but this mode has not been tested up to now. For output, the 128
data channels are sent out serially by the APV. They are preceded by a 12 bit
“digital” header, comprising 3 header bits signaling the start of transmission, 8 bit

4Finite Impulse Response filter, a non-recursive filter defined as a sum of step functions in the
frequency domain [Boc98a]
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Figure 4.9: Raw output of the APV25 chip in multi-mode. As soon as a trigger is received, the
APV25 sends out a block of data (frame). One frame consists of 12 header bits followed by 128
channels of analog data. The header bits contain “digital” information, true denoted by an ADC
amplitude of about 600, false by an amplitude of about 1200. Having transmitted the data, the
chip starts sending synchronization ticks until the next trigger is received.

indicating the pipeline address where the data originated from and one error bit.
In multi-mode, three such frames of 128 channels are sent for the three consecutive
trigger delays, each of them taking 21 µs for output (fig 4.9).

The maximum signal height is designed to provide a range of a 8 MIP signal.
Signal height of the analog baseline can be adjusted as well as the polarity of
the signals (signal reversal). This is necessary, as negative and positive charge is
collected on the respective sides of the Silicon detector, while the amplifiers in the
readout chain are optimized for one polarity (electrons) only.

Analog multiplexer. The APV25 uses a three-stage current mode architecture
multiplexer, so that the order in which the channels are finally transmitted over
the data lines is not representing the geometrical order of the input channels. The
recuperation of the primary channel order from the APV output is called reorder-
ing. This multiplexing can be exploited in noise studies. Noise originating before
the APV multiplexing stages will result in possible cross-talk to adjacent channels
on the detector, while noise picked up after the multiplexers can be detected by
cross-talk to neighboring channels in the readout ordering of the channels.

Programming of the APV25. For sending settings and configuration to the APV
chip, a protocol compatible with the Philips I2C standard is implemented [Jon00].
The chips have individual 5 bit wide I2C addresses, which are defined by bonding
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Figure 4.10: Front-end boards (“L-boards”). A set of two boards, one carrying 10 APV chips,
the other one 8 chips, are needed for one Silicon wafer. The wafer is sandwiched between the
boards.

out address pads on the chip. The binary address 11111 is reserved as a broadcast
address to which all chips on the I2C bus listen, the remaining 31 addresses can
be used to address up to 31 chips individually.

4.3.2 Front-end boards

The Silicon wafer is glued to two L-shaped front-end boards. Figure 4.10 shows
one set of these boards. The 1280 channels on the n-side and 1024 channels on the
p-side are read out with 10 and 8 APV25 chips respectively. On the left board, the
pads for 10 APV25 chips are visible, the remaining 8 pads are on the back side
of the right board. The boards also provide pads for the Silicon bias voltage. As
the bias voltage is applied between them, the two boards are on different ground
potentials. Right below the pads for the chips, contacts for two flat cables are
visible. These cables provide data transmission lines as well as power lines, a
configuration bus, and clock and trigger information.

The front-end boards also provide cooling facilities. Tubes for liquid Nitrogen
can be mounted near the Silicon wafer and the chips. Heat is transferred via
the metal layers (“cooling rails”) on the boards. For temperature control, each
L-board hosts two thermometers.
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Figure 4.11: Silicon readout chain (not to scale)

4.4 Silicon readout chain

A specialized readout chain (fig. 4.11) has been developed for Silicon and GEM
detectors, employing features like data reduction algorithms and fast readout.
Optical data transmission is used, since the two sides of one detector are read out
with the same readout chain, although they are on different potentials due to the
bias voltage applied to the detector.

Details on the COMPASS readout system and a thorough description of the data
reduction algorithms in the ADC are given in [Gru01].

4.4.1 Repeater cards

A first signal preamplification is done in the repeater cards. One repeater board
for each side is used. Apart from amplification, the boards provide power for the
APV chips, distribution of clock and trigger lines, and an interface for temper-
ature monitoring on the L-boards. In COMPASS power supply for the repeater
boards is done with floating C.A.E.N. low voltage power modules, which allow
monitoring of the currents that the APVs draw. Together with temperature moni-
toring, these currents proved to be an important tool for checking the chips’ status
and for remote debugging purposes.

4.4.2 The Silicon/GEM ADC card

For digitization of the APV signals, an ADC card developed for GEM and Silicon
readout is used (sg adc). One card processes information received from the re-
peater board of one detector side. Digitization is done with 10 bit precision. The
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APV header information is merged with additional event information into a new
header and data is sent out via optical fibers. The implemented Hotlink protocol
permits transfer rates of up to 40 MByte/s on optical fibers.

Modes of operation. The sg adc provides two modes of operation. In latch-all
mode, the amplitudes of all channels and all three samples are transmitted to the
readout chain. An amount of 9 kB data per event and detector is produced, lim-
iting readout to a relatively low trigger rate of about 1 kHz. To increase perfor-
mance, dedicated data reduction methods have been implemented in the sg adc.

Zero suppression & common mode correction. In sparse mode, a Xilinx FPGA5

chip on the card performs pedestal subtraction for each channel.6 In addition,
a correction for collective changes of all pedestals—the common mode—due to a
baseline shift of individual APV chips is done. Only data of channels which ex-
ceed a given threshold is transmitted. Since a high fraction of channels contain
low-amplitude noise, the data rate is reduced considerably by zero suppression.
Thresholds and pedestals are loaded into the ADC via software using the I2C
protocol and are obtained from dedicated pedestal runs in latch-all mode. For
the future, mechanisms to obtain pedestals during data runs are considered.

4.4.3 GeSiCA

GeSiCA7 is a control module housed by a VME crate, managing communication
between ADCs and the data acquisition system. It sequentially multiplexes data
of up to four ADCs connected via Hotlink and sends them via a 160 MB/s optical
Slink connection [Bij01] to the COMPASS data acquisition. Moreover, GeSiCA
receives the experiment-wide clock and trigger through a TCS8 receiver and dis-
tributes them to the ADC. For configuration, the APVs’ I2C bus can be accessed
and configuration registers of GeSiCA can be set via the VME bus and a VME
front-end machine running Linux. Loading scripts and software for configura-
tion settings for GeSiCA, ADC and APVs have been developed in the framework
of this thesis.

5Field-programmable gate array
6In a noise spectrum, the baseline differs slightly from channel to channel. The zero values of

the individual channels are called pedestals.
7GEM and Silicon control and acquisition
8Trigger and control system, see [Gru01] for details
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Chapter 5

Noise studies

In this chapter, the noise tests a Silicon detector has to undergo during assembly
are described. The assembling procedure itself is sketched and the software for
obtaining noise histograms and for lab quality tests is described. General noise
performance of the detectors is presented.

Of the four detectors mentioned in this thesis, detector SIL6 was the first detector
to be produced. As this detector showed several insufficiencies in its common
mode and strip noise performance, it is the main subject of the discussions in this
chapter.

5.1 Assembly

After gluing the APV readout chips to the front-end boards with two-component
conductive glue, power and readout lines are bonded to the APV. If all chips
work, the silicon wafer is glued to the two L-boards with NEE001, a Silicone
based glue.1 This glue is suited for different reasons. It shows good thermal
conductivity and elasticity at low temperatures. Moreover, the leakage current
over the detector rises less with increasing bias voltage than when using Araldit
[Abt97].

Since the pitch of the APV is different from the pitch of the Silicon readout strips,
a glass pitch adaptor with etched Aluminum lines is used. The adaptor has to be
aligned precisely to the L-board and is then glued to it with Araldit.

1Detector SIL6 was glued with Araldit 2011, an epoxy based glue. This turned out to be unsat-
isfactory due to its stiffness; results are discussed in this chapter.
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Figure 5.1: Detector SIL8 mounted in the lab. Two L-boards house the APV chips and hold the
silicon wafer. On the top, the pitch adaptor between chips and wafer is visible. The detector is
mounted on a fiber glass frame to provide thermal insulation from the cryostat in which it will be
mounted. The cooling tubes are not mounted on the cooling tubes yet. On the edges of the wafer
next to the cooling rails, the gluing points formed of pellets of Silicone glue are visible.

After the APV chips, the wafer, and the pitch adaptor are glued to the L-boards,
bonding of the Silicon readout strips to the pitch adaptor and from there to the
APV input pads has to be done. While there are 22 bonds necessary for connect-
ing one APV back side (power and output lines), bonding the Silicon to the input
pads requires 4480 bonds for each detector. Figure 5.1 shows a detector SIL8 at
this production stage.

Finally, cooling tubes have to mounted (This has not done for the detector seen in
the picture). These tubes are fixed under the APV chips on the other side of the L-
board, and are flushed with Nitrogen during operation to provide temperatures
where stable operation of the APV is possible. Due to the bad experience with
mounting the tubes in this late stage of production, the production process for
further detectors will be optimized in this respect.

5.2 Analysis software

Noise of the setup is measured at different stages during mounting. These mea-
surements are done with a program for GeSiCA readout, employing features like
pedestal subtraction and common mode correction. Readout is done via the VME
bus. Although with trigger rates of about 10 Hz direct VME readout is quite slow,
it is sufficient for noise measurements and proved to be very reliable and easy to
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Figure 5.2: Histograms taken with GeSiCAReader: a) mean amplitude and b) standard devia-
tion calculated from the raw data, c) mean amplitude and d) standard deviation calculated from
pedestal and common mode corrected data, e), f) same but reordered to reflect the geometrical
order of the channels, g) amplitude distribution for each channel and h) common mode distribution
for each APV front-end chip

set up for lab tests of the detectors and their components. Lab tests in Munich
and digitizazion delay tests (section 6.3.6) have been done with GeSiCAReader.

GeSiCAReader takes measurements in two steps: First, individual pedestals for
each channel are obtained by averaging channel amplitudes over a certain num-
ber of events. The common mode is calculated for each APV chip by averaging
over all but the highest and lowest 15 channel amplitudes of this chip and aver-
aging the result over all events. This median cut on high and low amplitudes is
done to exclude channels which always show high noise (“hot channels”) from
common mode calculation.

After the pedestal run, a second run is started to create histograms containing
relevant information on detector performance. These histograms include the am-
plitude distribution for each channel and the common mode distribution for each
front-end chip. In addition, mean amplitude and standard deviation σ (which
characterizes the noise) are calculated for every strip from the raw data and
from pedestal and common mode corrected data. A sample of the histograms
GeSiCAReader creates is shown in figure 5.2.
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5.3 Tests and quality control

5.3.1 Fingerprints and overall noise performance

After mounting the APV chips and prior to gluing and bonding the silicon wafer,
histograms of all mounted chips are taken to ensure that the APVs are working
and show reasonable noise. These histograms are referred to as fingerprints, since
they characterize the noise behavior of each chip individually. Figure 5.3 shows
a fingerprint of one APV chip together with the measured noise performance of
the completed detector in single-side readout. The electronics produce a noise of
σ = 0.71 (ENC: 284 electrons), which is less than one ADC channel. As soon as
the silicon wafer is bonded to the APV, the noise increases to σ = 7.44. For the
fully depleted detector, the noise decreases to a value of σ = 1.96, equivalent to
an ENC of 784 electrons. These numbers have been obtained without the second
side of the silicon powered. As soon as both sides are powered, a noise of σ = 2.2
(fig. 5.4) can be obtained, equal to an ENC of 840. This value is in very good
agreement with our estimation of 850 electrons from section 3.4.2.
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Figure 5.3: Fingerprint and noise histograms of the 128 channels of one APV chip on detector
SIL10, taken in single-side readout. The readout chain without silicon wafer produces a noise of
σ=0.71. With an unbiased silicon connected, the noise increases to σ=7.44, whereas for a fully
depleted detector, a value of σ=1.96 is reached.
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Figure 5.4: Noise performance and leakage current of detector SIL12 with varied bias voltage in
double-sided readout. For the plot, the strip noise of all strips has been averaged over the detector.
The standard deviation of the strip noise reaches a constant value as soon as full depletion of the
detector is reached.

In figure 5.4, bias voltage is plotted against average strip noise and leakage cur-
rent. The strip noise approaches a constant value from Vbias = 99 V on, showing
that full depletion of the silicon bulk is reached. The leakage cannot be used as
a direct indicator for depletion as we would expect from (3.10), because com-
paratively large capacitances of 2.4 mF were switched in parallel to the detector,
contributing to the total leakage current.

5.3.2 Common mode noise

First systematic studies of the noise performance of a double-sided silicon detec-
tor were done in April 2001 with the detector which later on was used in the T11
test beam. Figure 5.5 shows the common mode distribution for detector SIL6 with
different capacitances switched in parallel to the wafer for noise reduction. (The
silicon itself has a capacitance of about 1.3 − 1.9 nF.) Additional capacitances
damp oscillations which occur between the two readout planes and would give
rise to common mode.

While in principle a capacitance as high as possible is desirable, other types than
the used electrolytic capacitor react faster to voltage drops. Therefore, apart from
a large electrolytic capacitor, additional small capacitances of 1 µF and 100 nF
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Figure 5.5: Common mode distributions for detector SIL6. The three plots show the common
mode for different additional capacitances C‖ switched in parallel to the Silicon wafer.

were used. These capacitances were always included in the setup and are not
mentioned any more in the following.

With a capacitance of C‖ = 220 µF, a broad two-peak distribution is observed,
with an overall σ of about 37 channels. The jitter in common mode noise clearly
points to some kind of oscillation. As such oscillations were observed with all
front-end chips of the detector, the detector as a whole causes the jitter rather
than single APV chips.

After doubling the parallel capacitance, the common mode noise distribution be-
comes much narrower (σ = 8.79), although the two-peak structure still is faintly
visible. When further increasing the capacitance to C‖ = 1.2 mF, a σ = 4.11 of is
reached, which we considered low enough to go into the test beam.

5.3.3 Strip noise performance

While the detectors should show small common mode distributions in order to
apply common mode correction algorithms, another important issue is the in-
herent strip noise performance, which enters in signal to noise ratios and signal
height cuts and cannot be corrected.

First noise measurements again have been taken with the test beam detector SIL6.
Exemplarily, we will discuss the structures on one of the APV chips on this de-
tector. The histograms in figure 5.6 show the influence of different capacitances
parallel to the Silicon on the strip noise behavior.
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Figure 5.6: Noise performance of one of the APV chips of detector SIL6. The different histograms
show the noise for each of the 128 channels of one APV chip for different capacitances switched
in parallel to the Silicon. Under the histogram, the bond pad region of the APV chip is depicted.
Channels next to the power (VDD, VSS) and ground (GND) pads exhibit high noise.

With a parallel capacitance of C‖ = 220 µF, many structures are present on the
128 channels. If the parallel capacitance C‖ is increased, the strip noise is reduced
considerably. While most of the structures disappear at C‖ = 440 µF, a compar-
atively uniform baseline over the 128 APV channels of σ ≈ 2.2 is obtained with
C‖ = 1.2 mF.

Bonding problems. Among the channels with comparatively high noise, the
spikes around channels 24, 73 and 127 are most prominent. The bonds corre-
sponding to these channels lie next to the VDD, GND and VSS pads, which pro-
vide power supply for the analog amplifiers in the APV chips. High noise is
picked up if power/ground bonds and readout bonds are touching. The noise
peaks disappeared and reappeared for different runs, very much like the connec-
tion of readout and power bonds is not a permanent one.

From channel 25 to 75, every fourth channel has a relatively large noise compared
to the neighboring channels. A possible explanation are bonding problems at
bonds between the pitch adaptor and the Silicon wafer, where groups of four
bonds are done one over another. Bonding is done by a machine, which does all
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Figure 5.7: Possible bonding problems due to
piled-up glue: If a blob of glue forms under the
wafer, the bonds easily get skewed and touch
the wafer’s guard ring structure.
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Figure 5.8: Schematic layout of the bonding
pads on the APV front side and on the pitch
adaptor. Bonds are arranged in pairs, which
are bonded one over the other.

bonds with four different wire lengths. The lengths of the wires remain constant
for all bonds over the detector length, however. If we assume that the wafer is
misaligned with respect to the L-boards as figure 5.7 suggests, the lowest bond
touches the wafer near the guard ring and the biasing structure, and may pick up
noise there.

In the region between channels 77 and 127, every second bond exhibits high
noise. This could indicate bonding problems between APV chip and pitch adap-
tor. Here (fig. 5.8) bonds are arranged pairwise, so that one bond has to be done
over the other. However, this explanation is not as straightforward as the previ-
ous one.

5.4 Results and discussion

While the noise measurements discussed in the previous section were done in
the lab, in this section results from the detectors in the beam area are presented.
Detector SIL6, which had some assembly problems, and was used in a test beam
in April 2001 is discussed in section 5.4.1. Results of two detectors produced later
on for the COMPASS 2001 beam time are presented in section 5.4.2.

Unfortunately, the four detectors discussed in this thesis differ in properties like
their full depletion voltage, their assembly procedure and their operation param-
eters. Therefore, a direct comparison of the detectors is at least difficult. Table 5.1
summarizes the main differences.
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Detector SIL6 SIL8 SIL10 SIL12
Glue Araldit Silicone Silicone Silicone

Full depletion voltage 26 V 38 V 84 V 88 V
Operated at Vbias of 63 V 99 V 99 V 99 V

Capacitance C‖ up to 1.2 mF 2.4 mF 2.4 mF 2.4 mF

Table 5.1: Properties, assembly procedure and operation parameters of the four detectors

5.4.1 Prototype detector SIL6

Of the four detectors mentioned in this thesis, SIL6 was the first detector to be
produced. This detector had some assembly problems. Due to a design bug, the
pitch adaptor broke at one edge, so that the last two chips on the n side could not
be bonded to the detector. Parts of the bonds of chip 8 on the n-side were torn off
by the bonding machine, so this chip practically could not be used for readout.
While chip 10 was not included in readout, for chip 9 we expect to see noise of
an APV not connected to the detector. Chip 1 on the p was not powered, because
some of the power bonds of these chips were not done correctly. On this chip,
pure ADC noise is observed.

Beyond that, problems due to gluing of the silicon wafer were encountered. The
wafer is sandwiched between the two L-shaped front end boards and has to be
fixed to both of them with glue. In contrast to the assembly procedure described
in section 4.2.2, the Silicon wafer of SIL6 was not glued to the L-boards with
Silicone glue, but with Araldit. It seems that due to this glue’s properties, it piled
up under parts of the Silicon wafer. Like that, the wafer became misaligned with
respect to the L-boards, resulting in bonds touching the detector surface (fig. 5.7).

Noise performance of the detector. In figure 5.9, histograms showing the noise
of each strip (cf. fig. 5.2f) for the complete detector are compiled. The detec-
tor was equipped with a parallel capacitance of 1.2 mF and biased with Vbias =

62.6 V. For chip 1 on the p-side, which was not powered, the pure ADC noise is
observed. Chip 10 on the n-side was not read out at all.

Most chips (unless not powered) on both sides show a noise baseline given by
σ ≈ 2.5. Apart from that, regions of channels with high noise, e. g. on chip
6 and 8 on the n-side, as well as many small groups of at most 4 neighboring
channels are present. The latter mostly are located around the APV power pads,
either touching the power bonds or at least influenced by them. In addition, other
effects are observable in the plots.
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Figure 5.9: Detector noise performance for detector SIL6 at a bias voltage of 62.6 V. Top: p-side.
Bottom: n-side. The different tones mark groups of 128 channels, each of which is read out by
one APV front-end chip. The first APV chip on the p-side was not connected to the readout chain,
so that pure ADC noise is visible. The channels on chip 9 on the n-side were not bonded to the
Silicon; there we see APV noise. Chip 10 was not included in readout. Inset: Strip noise of chip
8 on the p-side. Every 4th channel is noisy.

• On the p-side, chip 6 shows a higher noise baseline than other working
chips. This is not due to higher noise of the whole chip, but due to a different
signal amplification. This means, this chip produces 41.9% higher signals
compared to the other APVs, which is visible in the signals originating from
this chip as well and has been compensated in analysis. The difference in
signal height can be due to an irregularity in the preamplification stage or
because of a different termination resistor.

• On chip 8 of both sides, we observe high noise on many channels; in addi-
tion, every fourth channel exhibits high noise of σ ≈ 9. This is caused by
the misaligned Silicon wafer, as discussed in the previous section.

• Over all channels and chips, in particular on the n-side, we observe sev-
eral single channels with high noise. This in most cases is due to touching,
misaligned or broken bonds.
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5.4.2 Detectors SIL10 & SIL12

Figures 5.10 and 5.11 show the resulting noise histograms of the detectors SIL10
and SIL12, which were used in the COMPASS 2001 beam time. Apart from chip 1
on the p-side and chip 10 on the n-side, nearly all chips show uniform baselines,
not exceeding σ = 2.5. In general, the noise performance of the n-side seems
to be slightly better than that of the p-side. In comparison to SIL6, the detectors
show satisfactory strip noise performance.

On detector SIL10, all APV chips on the p-side have high noise around channel
24, which points to bonding problems near the power pads again. This systematic
behavior is absent in detector SIL12. here only few strips show high noise.

The slightly higher noise around channel 64 of every chip of detector SIL10 seems
to be an artifact of one of the APV multiplexer stages. This structure can also be
observed on detector SIL6 (see previous section), while it is not visible on SIL12.
APV chips come in two designs, 0.8 mm and 0.3 mm high. While the chips on
SIL6 and SIL10 are from the 0.3 mm batch, SIL12 has been equipped with 0.8 mm
APVs.

Some of the higher peaks have been identified to originate from readout bonds
touching power bonds, and have been marked accordingly in figures 5.10 and
5.11. It should be possible to separate touching power and readout bonds. In
fig. 5.11, two pairs of shortcut readout strips, namely strips 462/463 on the p-side
and strips 1157/1158 on the n-side have also been marked. While shortcut strips
can be identified, strips with pinholes or low signals cannot be detected by their
noise behavior.

Common mode correction. Special attention has to be paid to chips where the
common mode correction algorithm based, which is based on all 128 channels of
one APV, cannot be applied. Figure 5.12 shows the general layout of the detector.
On the p side, the last 56 strips are not connected to the APV, since in the HERA-B
design, the readout pads for these strips are provided on the other detector side.
Therefore, the APV chips on the p side have been arranged in such a way that the
first 56 strips on APV 1 remain unconnected. Hence, the common mode correc-
tion for this chip breaks down, since it assumes a common movement of all 128
channels of this chip. Instead of this, the noise of the connected 72 channels will
move independently from the 56 unconnected channels, which see only the noise
of the readout electronics. In figure 5.12, the noise of the first chip without and
with common mode correction is shown. Without correction, the unconnected
channels show a noise of about 0.7 ADC channels, like we expect from the finger-
prints (section 5.3.1). Starting with the first connected channel, the noise increases
gradually to a value of about 2.1 ADC channels.
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Figure 5.10: Detector noise performance for detector SIL10 at a bias voltage of 99V. Top: p-side,
bottom: n-side. The high noise peaks around channel 24 of each chip on the p-side is due to
bonding problems at the power pads.
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Figure 5.12: Layout of the Silicon wafer and arrangement of the APV front-end chips. Due to the
2.5◦ inclination angle, the last 40 of the strips connected to APV 10 on the n-side are shorter than
the others. On the p-side, the first 56 strips of APV 1 are not connected, while the remaining 72
strips are shorter due to the inclination angle as well. The positions of the 10 and 8 APV readout
chips and the numbers of the readout channels are marked with respect to the Silicon detector.

Shorter strips. The gradual increase of the noise is due to the fact that the chan-
nels 72. . . 128 are connected to strips which are shorter than the nominal strip
length because of the 2.5◦ inclination angle between strips and wafer. The same
effect is observed for chip 10 on the n-side of the detectors. Here, the last 40
readout strips are shorter. The shorter a strip is, the smaller is its noise. This
smaller noise is wrongly corrected by the common mode correction algorithm,
which artificially lifts in with respect to the other channels on the chip (fig. 5.11).
This effect is even more pronounced at detector SIL10 (fig. 5.10), which can be
attributed to the fact that that the common mode is higher for SIL10.
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Figure 5.13: Strip noise of APV 1, p-side. Left: Without common mode correction, the uncon-
nected channels show a noise of 0.71 ADC channels, like expected from the fingerprints. On the
connected channels, noise increases gradually up to 2.1 ADC channels. Right: Strip noise after
common mode correction.
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Chapter 6

A double-sided detector in the test
beam

In April 2001, one Silicon microstrip detector was installed at the T11 test beam
area, located in the PS East Experimental Area at CERN. In this low intensity
beam of pions and protons, performance and properties of a COMPASS Silicon
microstrip detector with two-sided readout were studied for the first time. In
addition, the complete readout chain for Silicon and GEM detectors in COMPASS
was available, so that a detector fully equipped with front-end electronics could
be read out.

6.1 Test beam setup

6.1.1 The T11 beam line

The T11 test beam is a secondary beam produced from 24 GeV/c primary PS pro-
tons impinging on a 250 mm Aluminum target. The maximum proton intensity
on the production target is 2·1011 particles per pulse, with a beam spill length
of 300 to 400 ms, and typically 1 to 2 spills in the 14.4 s PS super-cycle [Dur93].
The beam line optics only select particle momentum, so that different particles
were present in the secondary beam, namely 3.5·105 positive pions, 3·105 pro-
tons, muons from π 0 decay, as well as kaons (≈ 3·103) and positrons (≈ 3·103)
from pair production (fig. 6.1, 6.2). The secondary particle momentum was set
to the maximum momentum possible, 3.6 GeV/c. The theoretical momentum
resolution of the T11 beam line optics is 1.9%.
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Figure 6.1: Calculated particle intensity at the
reference focus of the T11 beam [Dur93]

Figure 6.2: Observed particle fractions in the
T11 beam [Dur93]

6.1.2 Trigger setup

For trigger definition, a system of three scintillators read out with photo diodes
was used. Two of them (SC1 & SC2) were placed upstream of the detectors, cov-
ering an area of 10 × 10 cm2. An additional small scintillator finger SC3 of about
5 × 2 cm2 was installed downstream of the detectors. The trigger was generated
by a coincidence of either all three scintillators or only the two big scintillators.
The latter mode was used for large area scans for GEM detector tests, whereas the
full set of scintillators in the trigger coincidence allowed to illuminate the Silicon
detector only partially. For a more explicit description of the trigger setup, see
[Sim01].

6.1.3 Detector setup

Unlike in the preceding test beams, where detectors only partially equipped
with readout chips were used with prototype ADCs, in this test beam a detec-
tor equipped with the full number of 18 APV readout chips was installed. Due
to problems during assembly, one chip on the p-side and two chips on the n-side
could not be used, so that the remaining 8 + 7 chips allowed an active area of
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Test beam setup

Figure 6.3: Pictures of the setup in the test beam area. Left: The doublet of scintillators is
installed right upstream of the first GEM detector. Right: To the very right, the small downstream
scintillator finger is visible.

56 × 43.75 mm2 to be read out. This set no constraints on the test beam measure-
ments, which aimed mainly at the overall and noise performance of a double-
sided Silicon microstrip detector and the complete readout chain.

The detector SIL6 was mounted in a new cryostat made of stainless steel (cf. sec-
tion 4.2.2), which had been designed for the beam stations in the COMPASS beam
line. Although these cryostats are suited for cooling the detector down to tem-
peratures of liquid nitrogen, in T11 it was only used as support structure. Instead
of cooling, only a moderate air flux for refreshing the electronics was applied.

Due to the mounting, the readout strips on the n-side had an inclination of 2.5◦

with respect to the vertical, while the strips on the p-side were inclined by 92.5◦,
respectively.

Apart from SIL6, the detectors TGEM10 and TGEM11 were installed in the test
beam. With the help of SIL6, tests of the spatial resolution and efficiency of these
detectors could be done. The geometrical setup and location of the scintillators
used for triggering is shown in figure 6.4.

SIL6 SC 3

TGEM 10

TGEM 11

SC 1&
2

1051 mm 78
 m

m

16
7 

m
m

798 mmp, π+

3,6 GeV/c

Figure 6.4: Geometrical setup in the T11 test beam area
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6.1.4 Data acquisition

Readout was done with the complete readout chain for Silicon and GEM detec-
tors in the COMPASS experiment. The DATE data acquisition software [DAT00]
is responsible for collecting the front-end data via optical link from GeSiCA, for
eventbuilding and writing the data to disk. These data contain strip amplitudes,
event numbers and sizes, as well as GeSiCA, ADC and front-end chip IDs, al-
lowing equipment identification. DATE prepends this data with useful headers
containing event type, event sizes and unique equipment IDs.

In April 2001, zero suppression and common mode correction was not imple-
mented in the ADCs, so for each event the full detector information had to be
read out by the DAQ. Thus, in order not to overload the readout chain, only a
moderate trigger rate of 1k triggers/spill could be chosen.

Online and basic offline analysis of the data stream was performed with
gemMonitor [Ket01], a program written by B. Ketzer which reads, decodes and an-
alyzes APV data interfacing the DATE data stream. Decoding includes mapping
of the individual front-end IDs and the strip amplitudes onto the right detector
projections. As Silicon microstrip detectors and GEM detectors use an identical
readout chain, gemMonitor is suited for analyzing Silicon data with only minor
modifications, which are discussed later.

For analysis purposes and to reduce the amount of data, gemMonitor applies zero
suppression and common mode correction algorithms to the data. Reduction in
this respect means that for each event a maximum of 25 strip numbers per pro-
jection with the corresponding amplitudes and noise for these strips is extracted
from the data. This vector of 25 strips contains the five strips with the highest
amplitudes found, accompanied by the two adjacent strips on each side of these
strips. These five groups of strips are candidates for cluster finding algorithms
applied later on. Since analysis is done with the help of ROOT [Bru01], an object-
oriented data analysis framework developed at CERN, relevant histograms for
analysis as well as a ROOT tree1 are written to file after processing. The tree com-
prises strip numbers, amplitudes, and noise of the hit candidates.

1In this context, a tree is a data structure organized like a ntuple. A ntuple is a collection of
tuples, a tuple is a set of numbers. In general, a tree is a generalized structure not only to store
numbers, but any kind of objects.
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6.2 Online data analysis

6.2.1 Trigger timing

A fundamental prerequisite for analysis and in fact for seeing signals at all in the
data is the right trigger timing. To form and distribute the trigger to the detector,
time is needed. Upon arrival of the trigger at the detector, the cells in the circular
buffer of the APV have to be read out which contain the information from the
time of the particle’s transit. In this respect, the latency (section 4.3.1) is the time
one has to subtract from the time of the trigger arrival to find the pipeline cell
which contains the corresponding signal. The latency setting is stored in one of
the APV’s registers. To find the right latency, a systematic scan is started with a
value at which the signals are expected. A rough estimate yields:

Detector hit → Scintillator signal Time of flight, 80 cm ≈ 2 ns
Scintillator signal → TCS controller Cable, 48 m 160 ns
TCS controller, encoder, receiver Logics, synchronization ≈ 75 ns
TCS server → TCS receiver Optical fiber, 100 m 500 ns
GeSiCA → ADC Optical fiber, 50 m 250 ns

987 ns

The latency can be set in steps of 25 ns. A reasonable starting point for a latency
scan is a value of 975 ns. In figure 6.5, different latencies are plotted against mean
pulse height. The rising edge of the signal is short, while the falling edge is rather
long. To obtain precise timing information, it is advisable to set the latency regis-
ter to a value at which the rising of the signal is observed.
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Figure 6.5: Latency scan at T11. Different latencies are plotted against mean pulse height. The
plot shows the APV response to the Silicon signal, which is a convolution of the signal itself and
the shaping function of the APV.
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6.2.2 Bias voltage adjustment

Prior to performance analysis, an optimal value for the bias voltage has to be
found. This is an optimization problem. As we have seen in section 3.4.1, the full
width of the charge cloud generated by a passing particle is only about 20 µm
when it arrives at the readout plane. It is advantageous to have cluster sizes
larger than the width of one readout strip, as only then the spatial resolution
can be increased by calculating the center of gravity. Therefore, a bias voltage as
low as possible should be chosen, to enable the charge cloud to spread as much
as possible during drifting to the readout strips. Nevertheless, full depletion of
the detector has to be maintained for a high signal amplitude and an optimal
signal/noise ratio.

Depletion of the Silicon bulk. With the right latency selected, it is interesting to
see the depletion of the Silicon bulk for different bias voltages Vbias applied to the
detector. As a measure for depletion, the mean value of the Landau distribution
can be used, like it was done in figure 6.11 on page 71. For the Silicon used in
our detector, SINTEF states a voltage of Vbias = 26 V [Ber97] at which the Silicon
bulk should be fully depleted. The plot shows how the signal gets saturated from
about 45 V on. A closer analysis of signal and noise dependence of bias voltage
is given in section 6.3.4.

6.2.3 Channel exclusion

For the T11 analysis, all channels with noise higher than 3 ADC channels were
not taken into account in the analysis. To exclude dead strips, a minimum noise
of 0.4 ADC channels after common mode correction was demanded. In addition,
channels that permanently give signals were ignored.

The detector SIL6 had comparatively many channels with high noise (section
5.4.1). Of the 7 APV chips read out on the p-side, 13 channels had to be excluded
from readout, plus nearly all channels of chip 8, while on the n-side, exclusion
was necessary for 137 channels of chips 1–8. APV chips 9 and 10 were not read
out there.

Concerning the region interesting for analysis—the scintillator shadow—on the
p side 141 out of 896 channels were excluded, while for the n-side, 25 out of 350
channels were not read out.
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Figure 6.6: The cluster multiplicity is the number of clusters found on the readout plane. If a
trigger is received but the corresponding particle crosses the detector in an inactive area, it is
possible that a cluster multiplicity of 0 is generated. Left: p-side, Right: n-side.

6.3 Data analysis

6.3.1 Cluster finding

The charge summed up over one cluster equals the charge generated by a pass-
ing particle. Thus, for analysis an algorithm for finding charge clusters extending
over more than one strip is used, which was developed by B. Ketzer. This peak
search algorithm assumes that a Silicon cluster is not be bigger than three chan-
nels. The strip signals are required to lie more than 3σnoise above noise, while the
cluster has to be 5σnoise above strip noise, where σnoise denotes the r. m. s. noise. If
clusters contain more than one strip, the cluster center is calculated as the center
of gravity, using the effective signal height (amplitude minus noise threshold) for
every strip above threshold.

6.3.2 Cluster size analysis

Cluster multiplicity. To see how many clusters are present in one event, the clus-
ter multiplicity has been plotted in figure 6.6. With the low particle flux in the T11
beam, we expect a multiplicity of the order of one. On both coordinates, 15% of
the events have a cluster multiplicity of 0. This is because particles seen by the
scintillator finger are lost for readout in dead areas of the detector, due to strips
excluded from readout or not powered front-end chips.

On the p-side, where the readout strips are inclined by 92.5◦ to the long scintil-
lator side, 15.7% of the strips are not read out. On the n-side—the readout strips
are parallel to the scintillator finger apart from the 2.5◦ inclination angle of the
silicon—all relevant strips in the scintillator shadow are read out.
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Figure 6.7: Cluster size scan: Bias voltage applied to the detector against the FWHM of a Gaus-
sian fitted to the cluster.

Cluster size for different bias voltages. Figure 6.7 shows the FWHM of the clus-
ter size for different bias voltages. On the rising edge of the curve, the width of
the charge cloud is increasing with the total number of charge carriers generated,
as the size of the depleted zone increases. For voltages over 45 V, the decreas-
ing drift time is dominating the width of the charge cloud when arriving at the
readout strips. Bias scan and the cluster sizes at different bias voltages suggest to
choose a bias voltage of about 50 V for optimal operation.

Cluster size and FWHM. For a run with nominal conditions, cluster size and
FWHM are plotted in figure 6.8. With a mean size of 1.685 strips, the clusters on
the p side are in average broader than the n-side clusters (1.475 strips). Since the
p side has intermediate strips for capacitive charge coupling, we expect a bigger
cluster size than on the n-side, where such additional strips are not present. Like
expected, we hardly get clusters spreading over more than three strips. Still, a
considerable number of hits permit using the center of gravity method to increase
spatial resolution. We find:

Cluster width p-side n-side
1 40.2% 57.9%
2 52.2% 37.6%
3 5.8% 3.4%
4 1.2% 0.8%

To see how the charge is distributed over the cluster, the average charge in units
of σnoise is plotted in figure 6.9. The plots have been generated by summing up
all events and normalizing to strip noise and event number. Only contributions
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Figure 6.8: Cluster width. The measurements were taken with a bias voltage of 63 V.
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Figure 6.9: Mean pulse height on strips. For each cluster, strips exceeding a 3σnoise threshold
have been filled in the histograms. The plots have been normalized to the total event number. The
contributions of single- and multi-strip events can be distinguished.
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above noise level have been taken into account. The color code in the histograms
allows to distinguish entries from events with different cluster widths. Since the
strip with the highest charge in these plots is the central strip per definition, for
e. g. cluster width 2 we obtain entries in the bins –1 or 1.

As an important result, the symmetry of the histograms shows that for multi-strip
clusters, the cluster charge is equally distributed over the cluster. Moreover, we
notice that it is very unlikely that the strips not directly adjacent to the central
strip in the cluster show signals. Their pulse height is too small, as it is not ex-
ceeding the typical detector noise of 2.5 ADC channels. The difference in the total
(integrated) charge of p and n-side is discussed in section 6.3.4.

6.3.3 Geometrical properties

The hit map given in figure 6.10 gives some idea of how the detector was posi-
tioned in the beam. It was generated using single-hit events, i. e. events in which
exactly one hit in each of the two readout planes was found. Consequently, for
each hit an unambiguous position can be obtained. The plot includes cluster
charge projections for the two detector sides. For clusters with more than one
hit strip, the cluster position was calculated using the center of gravity method.
From the three samples given for three different timings, always the last sample,
denoted by a2, was used, since the trigger timing was adjusted in a way that a2

showed the highest amplitude. For the calculation, the effective signal height
(a( j)

2 − 3σ) is taken for every strip above threshold j in the cluster:

xcluster =
∑ j(a( j)

2 − 3σ ( j)) x( j)

∑ j(a( j)
2 − 3σ ( j))

. (6.1)

Since triggers were defined by a coincidence of all three scintillators, the shadow
of the small scintillator is visible in the hit map. Regions without hits within
the scintillator shadow are due to the exclusion of noisy strips and hot strips2.
Furthermore, the inclination of the detector strips with respect to the scintillator
finger is visible. From the rising and the falling edge of the scintillator shadow on
the n-side charge projection, the inclination angle can be calculated to be 2.56◦ ±
0.13◦.

2strips which always give signals

68



Data analysis

hit position (p-side)
0 200 400 600 800 1000

hi
t p

os
iti

on
 (n

-s
id

e)

0

200

400

600

800

1000

1200

0

200
400

600
800

1000
1200

0 200 400 600 800 1000
0

10

20

30

40
 Hit map  Hit map 

Run 02083

0 20 40 60 80

Figure 6.10: The hit map shows the geometrical locations of single hit events. The red and blue
histograms show the cluster charge distribution on the two projections. The cluster center has
been calculated using the center of gravity method, where applicable. The gray area in the hit
map marks front-end chips which were completely excluded from analysis.
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6.3.4 Signal/noise ratio

In the preceding beam tests for COMPASS Silicon detectors, the detectors were
read out only single-sided. In these tests, signal/noise ratios (SNR) of 28 were
reached [Wie00], a value the results presented in this section have to be compared
with.

As Silicon clusters tend to be very small (usually not more than 2, at most 3 strips),
the SNR is usually defined by dividing the total charge collected in one cluster by
the noise on one strip. Accordingly, to calculate the SNR, the most probable value
of the Landau signal distribution is divided by the mean value of the Gaussian
noise distribution.

In figure 6.11, the cluster pulse height distribution is given for both detector sides.
A Gaussian fit to the strip noise is also included in the plots. From the fits to the
data, we find

p-side: SNR=23.61 cluster signal: 1.9·104 h+ strip noise: 8.0·102 h+

n-side: SNR=25.80 cluster signal: 2.1·104 e− strip noise: 8.2·102 e−

Assuming that the n-side sees about 93% of the nominal signal (cf. section 6.3.6),
and the most probable number of generated electron-hole pairs for the T11 beam
in 300 µm Silicon is 2.3·104, the number of electrons per ADC channel is about
390. For the noise, we get ENC values of about 820, matching the estimates given
in section 3.4.2.

For both sides in the signal distribution, the small noise peak is clearly separated
from the real signal. Thus, a noise cut to the signal is easily applicable.

While for the n-side the SNR is comparable with SNRs found for single-side read-
out, the SNR for the p-side is about 15% lower. The reason for this is unclear. In
the primary process, the same number of electrons and holes are created, no mat-
ter if the detector is fully depleted or not.

Dependence on bias voltage. Cluster signal and strip noise amplitudes have
been plotted against bias voltage separately in figure 6.12. For the cluster sig-
nal, the mean value of the Landau distributions has been plotted. For the strip
noise, the width of a Gaussian fitted to the noise distribution is given.

The signal amplitudes rise with increasing bias voltage, to reach a plateau at
about 70. . . 80 V. Although the slope of the amplitude is about the same for both
n and p-side, the p-side amplitude is about 15% lower than the n-side amplitude.

The noise on the p-side stays the same for all bias voltages, because the detector
gets depleted starting from the p-implants. As the depleted zone extends to the n

70



Data analysis

ADC channels
-50 0 50 100 150 200
0

100

200

300

400

500

600

700

800

900

SIL6 Cluster amplitude projection

S/N = 48.71/2.06 = 23.61

SIL6 Cluster amplitude projection

ADC channels
-50 0 50 100 150 200
0

100

200

300

400

500

600

700

800

900

SIL6 Cluster amplitude projection

S/N = 54.19/1.87 = 28.94

SIL6 Cluster amplitude projection

Figure 6.11: Cluster amplitude and strip noise distribution for detector SIL6 Left: p-side, right:
n-side. The plots were done with 54 V bias voltage applied. The plots combine cluster amplitude
and strip noise histograms.
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Figure 6.13: Signal form for two added samples. Two of the samples obtained in the APV’s multi-
mode can be added. While the signals add linearily, the noise should only add quadratically. Left:
p-side, right: n-side.

side with increasing bias voltage, noise on the n-implants decreases. An indica-
tion for complete depletion is the parallel evolution of the noise of both detector
sides from 54 V on.

Multi-mode. The signal of a particle hit is read out in three consecutive samples
in multi-mode. If a trigger timing is chosen at which two of these samples see a
sufficiently high signal, this can be used for improving the SNR. While the sig-
nals in the two samples are correlated and add linearily, the corresponding noise
should not be correlated, so that it adds quadratically only,

SNR(ai + ai+1) =
ai + ai+1√
σi +σi+1

≈ ai + ai+1√
2σ

, (6.2)

with an the amplitude in the nth sample and the noise σ . However, the assump-
tion of uncorrelated noise is only a good one for strip noise, not for the common
mode. In figure 6.13, two samples of the signal were added. The maximum of the
Landau distribution has moved, while the gap between the trailer of the noise
peak around zero has grown, so that a noise cut is more easily applicable.
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Figure 6.14: Cluster charge ratio
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Figure 6.15: Cluster charge correlation

6.3.5 Cluster charge correlation

The COMPASS data analysis routines are based on projections, which means that
basically the hit correlation between the two detector planes is not crucial to dis-
entangle multi-hit events. Nevertheless, the correlation between the two detector
sides is interesting to study, as both readout sides should see the same charge. To
see how good the correlation between p and n-side is, the plots discussed in the
following have been generated using single hit events only. From the different
signal heights for p and n-side we expect the cluster charge ratio to deviate from
1. In the test beam runs, a cluster charge ratio of 0.8 . . . 0.87 was observed (figure
6.14).

We get the same picture in the cluster charge correlation, given in figure 6.15. The
correlation is peaking at the most probable values of the cluster signal distribu-
tions. The distribution of the cluster charge correlation is centered around a line
with slope 0.8, which is the cluster charge ratio.

Since in the correlation plot most of the events are contained in the peak, while
not many of them are found in the Landau tails, the correlation can practically
not be used for disentangling multi-hit events.

6.3.6 Delay of digitization time

As the APV outputs the signals of its 128 channels serially, the analog signal of
each channel is present at the ADC input for a time of 51.44 ns, while digitiza-
tion takes place at a certain point within this time window. To digitize at full
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signal height and at the same time not to collect cross-talk from the preceding or
succeeding channel, it is important to fine-tune the digitization point of time.

Clock and trigger lines arriving at the ADC card are distributed to the connected
APV chips. As the ADC works with the same clock and trigger signals the APVs
see, its clock and trigger lines have to be delayed to account for the time the
trigger signal needs to reach the APVs and data are returned by the APV. The
delay can be set by writing to an register on the ADC, where one unit of delay
is equivalent to a time of 250 ps and has to be added to the built-in delay of
12 ± 2 ns.

Delay scan. A delay scan obtained with a cable length of 320 cm between ADC
and APV is shown in figure 6.16. It was done by looking at an APV synchro-
nization pulse (tick), which ideally covers the whole dynamical range of the APV
and has a width of one channel. The plots show how the point of time at which
digitization takes place scans over the 51.44 ns tick signal. At the edges, a part of
the signal is collected in the adjacent channel, resulting in cross-talk and a smaller
digitized amplitude in the nominal channel. Since the ADC synchronizes on the
ticks, as soon as the adjacent channel collects more charge than the nominal chan-
nel the ADC regards it as the “new” channel to synchronize on.

The plots show how the edge of the tick signal is passed at delays of 17.5 ± 0.5 ns
and again at a delay of 69.5 ± 2.5 ns, resulting in a calculated signal width of
52± 2.5 ns. For this cable, a total delay of about 44 ns seems advisable for optimal
operation.

Impact on the T11 data. Figure 6.17 shows the reconstructed pulse form of the
APV tick as the ADC sees it. The correct delay setting can be found somewhere
on the plateau of the pulse, whereas in the T11 test beam a setting marked by the
red circles was used. The circle around 13.5 ns indicates that in average 7% of the
signal was wrongly digitized and thus assigned to the preceding ADC channel,
while only 93% of the signal were read into correct ADC channel.

Since digitization was done right at the edge of the signal, the amount of charge
going to the neighboring channel is subject to variations. Due to the APV multi-
plexer, the lost signal is not digitized in the geometrically adjacent channel, but in
the succeeding channel after multiplexing. Hence, results of test beam data anal-
ysis sensible to signal heights—like the signal timing analysis—were corrupted.

25 ns readout. Currently, the readout chain is operated at a frequency of 19.44
MHz (cf. section 4.3.1). Digitization is done with the same frequency. In the
long-term planning, it is planned to double this frequency, which means that the
APV25 samples will not be present at the ADC for 51.44 ns, but only for 25.72 ns
each. As the signal plateau in figure 6.17 is very flat and uniform, another result
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Figure 6.16: Delay scan for 320 cm cable distance between ADC and APV. In the histograms,
seven ADC channels centered around one channel containing an APV synchronization tick are
plotted against signal height. Total delay times are given in the histograms. The point of time at
which digitization takes place scans over the 50 ns tick signal. At the edges of the signal, a part
of it is collected in the adjacent channel, like at a delay of 17 ns and again at a delay of 72 ns.
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Figure 6.17: Shape of an APV synchronization pulse, as seen by the ADC. The red circle at 65 ns
indicates the delay setting at which the ADC was sampling in the T11 test beam, while the other
red circle at 13.5 ns gives the signal which was wrongly sampled in the preceding channel

of the delay scans is that switching to 38.88 MHz readout seems quite feasible
from the signal form point of view.

6.3.7 Signal timing studies

Method. To gain information about signal timing, the characteristic time evolu-
tion of the signal is exploited. Therefore, the APV25 chip is operated in multi-
mode, which, when triggered, allows to read out three consecutive amplitude
samples of the signal 25 ns apart. The goal of timing analyses is to reconstruct
the time evolution from the given three samples, and, of course, as soon as the
signal form has been studied, to construct a mapping from the three samples to
the exact timing of the corresponding event.

Due to the shaping amplifier of the APV chip, the signal rises in about 50 ns and
fall in a time of about 200 ns (fig. 6.5). Due to the short rise time, the rising edge
is very sensitive to the signal timing. Rather than absolute amplitudes, ratios of
the three signal amplitudes are considered [Fri01], since only the signal form is
important for the timing analysis and one wants to become independent of the
total pulse height.

We denote the earliest sample taken by a0, the other two by a1 and a2, respectively.
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Figure 6.18: Speed plots for different trigger delays at T11. For a given trigger timing, each of
the four plots show the ratio of cluster samples, while the positions of the three samples on the
Silicon signal is given in the inset. While it is expected that the plots show a rather sharp curve,
they are rather blurred.

To look at the rising edge of the signal, we require the trigger to be delayed so that
a2 is taken right behind the peak of the pulse (a0 ≤ a1, a0 ≤ a2, and a1 ≈ a2). As
a2 has a comparatively large value, it is advisable to normalize the other two
amplitudes to a2 to gain a stable denominator.

Figure 6.18 shows the quantities a1/a2 and a0/a2 plotted in a two-dimensional
histogram for different latencies, starting “in front” of the signal, i. e. too early.
As long as the three samples are taken too early, all amplitudes are zero and the
events are filled around (0|0). When sample a1 (and a2) cover the rising edge of
the signal, a1/a2 increases and the events move along the a1/a2-axis. As soon as
a0 starts seeing the signal, the entries in the plot start moving upwards. Since
the form of the curve in the plots is characteristic for the rising time and falling
time—for the “speed” of the signal—they sometimes are referred to as speed plots.

Timing studies for the T11 beam. In low intensity beams like the T11 test beam,
most of the detected particles are on time, i. e. we expect to see a narrow bunch of
events within the plot’s plane on the curve given by the pulse shape. As triggers
arrive synchronously with the TCS clock and thus asynchronously with the real
hit, we expect this peak to be broadened in a 25 ns range resulting from this
time jitter. In high intensity beams, the ratio of pileup to on-time hits should
increase dramatically, leading to entries all over the curve within the plot. For
such environments, knowledge where to expect on-time signals will be necessary
to decide which hits to accept and which ones to reject.

The speed plot for a T11 test beam run is shown in figure 6.19. The signal is
peaking between the samples a1 and a2, since a1/a2 is in the range 0.5 . . . 1.5.
Since the signal rises very fast, only few events in the 25 ns window still have
a0 = 0. To relate the position in the plot to a certain signal timing, a sharp curve
is necessary, which is not given with the broad distribution observed in the T11
beam. The broader the curve, the bigger are the variations in the signal form.
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Figure 6.19: Correlation of cluster amplitude ratios for determining the signal timing for the T11
beam. Since the distribution is very spread, no precise timing information can be obtained from
these data.

For a precise signal timing, the curve in the speed plot should feature a fast rising
edge. Since the speed plots obtained in the test beam do not fulfill this criterion,
they cannot be used to determine the precise hit timing. Before the digitization
time delay analysis presented in section 6.3.6 was done, the reasons for this in-
sufficient performance were not clear. Since it was not understood whether the
blurring of the distribution in the plot was caused by additional noise sampled by
switching from one-side to two-side readout, by a reduced overall performance
of the detector or by mistakes in the analysis, closer investigations had to be done.

Correlations with tracks. For creating the plots, up to now we only required the
cluster amplitude to be above a signal threshold of 5 ADC channels (central strip)
and 3 ADC channels (adjacent strips). To see if “good” hits also show insufficient
timing behavior, a plot of hits was made which requires tracks correlated to the
hits passing the detector. Such hits were selected using the two GEM detectors
also installed in the test beam and FASTTRACK, a software tracking tool for the
test beam data developed by F. Simon [Sim01].

Figure 6.20 shows a plot done with the conventional cuts for Silicon and a plot
created with a cut requiring hits to be part of a track going through all three de-
tectors in the test beam. Apart from some minor contribution of events showing a
high amplitude in the first sample (a0) with conventional cut, the two plots show
similar behavior. This means the analysis did not mix up events and noise, and
the bad signal form is intrinsic to the data.

78



Summary

2
/a1a

-0.5
0

0.5
1

1.5
2

2/a0a -0.500.511.52
0

50

100

150

200

250

300

a  All hits above threshold 

2
/a1a

-0.5
0

0.5
1

1.5
2

2/a0a -0.500.511.52
0

20

40

60

80

100

b  Hits correlated with other detectors 

Figure 6.20: Correlation of of cluster amplitude ratios for a) hits fulfilling the conventional Silicon
signal cuts and b) hits correlated with other detectors.

6.4 Summary

Detector SIL6 was a compromise in some respects. It was not glued with Sili-
cone, but with Araldit, and many strips could not be read out due to bonding
problems or high noise. Many of the results of the analysis could be brought on
line with these features. The unstable signal form, preventing timing analysis,
was traced back to a wrongly set digitization time delay. Main properties like
the signal/noise ratio, or cluster size could be studied. The difference in signal
height for the two detector sides could not be thoroughly explained.
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Chapter 7

COMPASS 2001 muon run

In the 2001 beam time, the installation of three Silicon detectors as beam tele-
scopes in front of the COMPASS target was planned. Due to various difficulties
in commissioning of new front-end electronics, problems with the noise perfor-
mance had to be solved. This chapter summarizes the steps taken to reduce the
electronics noise.

As soon as the detectors were at an acceptable noise level, commissioning of one
detector in the COMPASS beam line and inclusion in the central COMPASS DAQ
was possible. Analysis of detector data is presented, focusing on the signal timing
performance and on first results with the new electronics and sparsified readout.

7.1 The M2 beam line

The M2 beam is the CERN high-intensity muon beam. It provides the COMPASS
experimental hall with a high-intensity tertiary muon beam in the momentum
range of 60 to 190 GeV/c with fluxes of up to 2·108 muons per SPS cycle [Gat00,
Gat01]. A secondary hadron beam with a momentum between 40 and 280 GeV/c
at a maximum flux of 108 hadrons per SPS cycle is also available.

Layout. A 400 GeV/c primary proton beam is extracted from the SPS and di-
rected onto the primary target. The proton intensity is in the range between
2·1012 and 1.2·1013 protons per SPS cycle. From the target, a secondary beam
is either transported directly to the experiment (in the case of the hadron beam),
or tertiary muons are selected. This is done by a 600 m long pion and kaon decay
channel, at the end of which the remaining hadrons are stopped in a 9.9 m Beryl-
lium hadron absorber. The remaining muon beam is shaped in terms of spot size
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Figure 7.1: Layout of the M2 beam line. SPS protons hit the T6 production target. After the 600
m pion and kaon decay channel and a hadron stopper, only muons are left. In the 400 m muon
section, the beam is shaped and cleaned [Nie00]

and divergence in the 400 m long muon section. A schematic layout of the M2
beam is shown in figure 7.1.

For 190 GeV/c muons, typical spot sizes at the target are 7 mm RMS in the hori-
zontal plane and 8 mm RMS in the vertical plane, with a divergence of 0.5 mrad
RMS in the horizontal plane and less than 1 mrad RMS in the vertical plane. The
momentum accuracy is ∆p/P < 3.7%.

7.2 Commissioning

Commissioning of the Silicon detectors was done in different steps. The position
where the Silicon was supposed to be installed was occupied by a target load-
ing platform until the middle of August. As soon as the platform was removed,
cabling and installations were started.

7.2.1 Electronics

GeSiCA and ADC. Until mid-September, the Silicon was operated with the same
electronics that were used in the T11 test beam and in the lab. This proved to be
difficult, as GeSiCA required switching to the experiment trigger at the beginning
of a run. This feature was not implemented in the COMPASS DAQ for Silicon.
Therefore, it was decided to wait for the new version of front-end electronics,
which was about to be commissioned.

The main new feature of version 2 of the ADC is its capability to do zero sup-
pression, as discussed in section 4.4.2. Version 1 was a prototype which could
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only be read out in latch-all mode. The GeSiCAs had to be updated with new
connectors, since with the new ADCs I2C configuration signals are not sent over
separate fibers any more, but are transmitted over the same fibers the data are
read out. This reduced cabling and decreased the time that is needed for loading
the ADCs considerably. As soon as stable readout conditions in latch-all mode
were reached with the new electronics, the implementation of zero-suppression
algorithms was started. Zero suppression was available from the beginning of
October on.

Repeater cards. Apart from the new ADC, a new version of repeater cards was
also introduced. This version featured minor modifications in functionality, in-
cluding the possibility to send a reset signal to the APVs via I2C protocol and ad-
ditional connectors for temperature measurements. Main design changes include
a simplification of the layout, so that no crossing lines are necessary anymore on
the PCB board. In addition, a thinner PCB was used.

7.2.2 Noise problems

After switching to the new readout electronics, a very high common mode was
observed on the detectors. The distribution (fig. 7.2a) is non-Gaussian with broad
tails, spreading over a range of over 200 ADC channels. The broadest distribu-
tions observed had a RMS of 37.29. Although it in principle is still possible to
apply common mode correction algorithms in this case [Gru01], such broad dis-
tributions point to problems with the detector which ought to be debugged.

Since the readout chain is common to GEM and Silicon detectors and the problem
was not observed with the GEMs, it was clear that some Silicon-specific equip-
ment had to be responsible for the high common mode. The common mode dis-
tribution showed no oscillations as with the T11 detector (cf. section 5.3.2). To
reduce noise, the capacitors switched in parallel to the Silicon were moved into
the cryostat, to have them as near as possible at the detector. In addition to the
black plastic foil, the entrance windows for the beam were covered with metal-
lized mylar for electrical shielding, and a grounding of one of the two detector
sides was added to the cryostat inside the cryostat. This led to small improve-
ments (fig. 7.2b–c): The distribution got smaller, but the tails were still there.

In addition to being Silicon-specific, the problem had not been observed with
the old electronics. The new repeater cards were a first possible candidate for a
source for the high noise. Systematic tests with single-side readout showed that
as soon as the repeater card on the other detector side is connected to the silicon,
the common mode already increases considerably (fig. 7.2c–d).
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Figure 7.2: Different common mode distributions. a) basic situation: broad distribution b) one
capacitance moved into the cryostat c) added internal grounding d) chips on other side powered,
but not loaded e) additional shielding on one side f) shielding on both sides

Shielding the repeater boards from their environment by a copper-coated mylar
foil or a cage made of a metal mesh proved to further decrease the common mode
width (fig. 7.2e). When mounting the shielding to both repeater cards, the tails of
the common mode distribution disappeared and the distribution became Gaus-
sian (fig. 7.2f). A common mode distribution with a full width of about 50 and a
RMS of about 6 could be reached.

Reasons for the high common mode connected with the new electronics still have
to be investigated. Nearly all components of the front-end electronics—ADC, re-
peater cards and L-boards—were subject to design revisions. Nevertheless, after
systematic tests it turned out that the repeater card on the respective opposite
detector side introduces the common mode.

The APV chips are very sensitive to noise on their power lines. At the moment
it seems that as soon as two repeater cards are connected to the detector, oscilla-
tions on the power supply of one card are transmitted via the capacitance of the
detector (fig. 7.3). As soon as they are picked up by the APV chips on the other
side, they give rise to the high common mode. By increasing the capacitance par-
allel to the Silicon, the connection to the other side is stabilized and oscillations
which cause the noise are damped. In addition, the shielding of the repeater cards
seems to be crucial, as it prevents them from acting as antennae for noise pickup.
While not being fully investigated, it seems that the antenna-like behavior of the
repeater cards can be related to the thinner PCB used.
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repeater

ADC ADC

repeater

Figure 7.3: Noise induced by the second detector side

Applying mylar foil or a metal cage as a repeater shielding is quite a difficult
task, since the non-grounded side of the detector with its repeater card lies on the
potential of the bias voltage with respect to the ground potential, which is present
at the cryostat’s surface. During debugging, a discharge happened to detector
SIL10 and the 8 APV chips on the p-side stopped responding to I2C accesses. To
what extent the electronics have been damaged is still to be looked into.

7.3 Data analysis

As a result of the problems with the common mode noise and the availability of
new electronics, it was not possible to have more than one detector in the COM-
PASS beam at one time. Analyses of the T11 test beam could be repeated and the
performance of the detector in a high-intensity beam could be studied.

Since zero suppression had not been implemented in the readout electronics from
the beginning of the beam time on, the first runs were taken with latch-all read-
out. Therefore, the number of triggers per spill (4 sec) had to be reduced to about
2.5k by introducing an artificial dead time of 1600 µs. This is necessary in order
not to overload the Silicon readout chain with too high data rates.

7.3.1 Signal height and distribution

Expected signal form. For relating signal height to ADC channels, and for com-
parison to the T11 data, let us calculate the expected energy loss for the beam
particles. While the T11 beam to a good approximation contains 3.6 GeV/c pro-
tons and pions with a ratio of 3.5 : 3, the M2 beam consists of 160 GeV/c muons.
The Bethe-Bloch formula (3.1) for the respective beam energies (fig. 7.4) yields
differential energy losses of
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Figure 7.4: Mean energy loss of pions, protons and muons in Silicon. The points mark the relevant
particle energies of the T11 beam (protons and pions) and the M2 beam (muons).

−(dE/dx)p = 3.85 MeV/cm,

−(dE/dx)π = 4.55 MeV/cm and

−(dE/dx)µ = 5.622 MeV/cm.

While the protons may to a good approximation still be regarded as MIPs, this is
not the case for the pions and the muons. Since the energy loss in Silicon is very
small compared to the beam energies, the integration of the Bethe-Bloch formula
can be approximated by multiplication with the Silicon thickness D:

∆Emean =
∫ D

0

dE
dx

dx ≈ dE
dx

· D. (7.1)

The results for 300 µm Silicon are given in table 7.1. The Landau distributions in
figure 7.5 for the M2 muon beam and the T11 beam were calculated according to
(3.4). Since in T11 a mixture of beam particles was observed, the distribution is
a combination of two Landau curves and thus broader than the curve for the M2
beam. The width of the curve, characterized by λ in (3.4), of course also depends
on the particle velocity, λ ∝ 1/ξ ∝ β2. The forms of the two distributions look
similar; the maximum of the Landau curve for 160 MeV muons is 33% higher
than that for a 3.6 GeV pion/proton beam.
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∆Emean e-h pairs ∆Emp e-h pairs
3.6 GeV protons 116 keV 3.2·104 78 keV 2.1·104

3.6 GeV pions 136 keV 3.72·104 92 keV 2.47·104

160 GeV muons 169 keV 4.66·104 113 keV 3.04·104

Table 7.1: Mean energy loss and most probable energy loss for 3.6 GeV protons, 3.6 GeV pions
and 160 GeV muons in 300 µm Silicon. The most probable energy loss is equal to the maximum
of the Landau distribution.

Comparison with the T11 data. Although the T11 signal is broader due to the
fact that different particles contribute to the signal, it is questionable whether a
difference in signal form can be seen in Silicon data. Since the arrival of the trigger
differs from the exact peak of the time evolution of the signal by up to 25 ns (cf.
section 4.3.1), the observed signal amplitude distribution will be a superposition
of the Landau distributions of signals within this 25 ns window.

The height of the single Landau distributions is determined by the time evolu-
tion of the APV response to the Silicon signal. Fig. 7.6 shows the relative signal
heights ±12.5 ns and ±25 ns away from the signal peak are indicated. Due to
this superposition, the signal amplitude distribution will be broadened, blurring
the differences between the T11 and M2 signal forms.

The time of the single events is equally distributed over the 25 ns window given
by the jitter of the trigger arrival with respect to the particle hit (cf. section 4.3.1).
Therefore, the Landau distribution corresponding to the maximum amplitude

87



COMPASS 2001 muon run

of the signal in its time evolution should always be inside the 25 ns window.
However, we have to deal with a superposition of all Landau distributions in
this 25 ns window. The peak of this superposition is not necessarily equal to
the most probable value of the Landau distribution corresponding to the highest
amplitude of the detector signal in its time evolution. An exact analysis requires
information on the timing of the single signals.

Width of the Landau distribution. In the M2 beam, different detector/readout
chain configurations came into operation. While the two detectors SIL10 and
SIL12 have similar properties (table 5.1), the grounding for detector SIL12 has
been improved during the debugging described in section 7.2.2. In contrast to
SIL12, SIL10 was grounded like the detector in the T11 test beam.

Figure 7.7 shows cluster amplitude and noise for detector SIL10 and a run ob-
tained with the readout electronics that were already used in T11. The noise is
comparable with the T11 data, as well as the width of the Landau distribution,
σL. The same plot is shown for detector SIL12 in figure 7.8, this time with the
new readout electronics, but still in latch-all readout. While the noise remains
the same compared to detector SIL10, the width of the Landau distributions has
considerably increased, from about σL = 5.28 to σL = 8.65. In sparsified readout,
similar distribution widths are observed (fig. 7.8).

Up to now, the difference in the distributions’ widths has not been investigated
thoroughly. Whether it is due to the different groundings of the two detectors, to
the different electronics versions or to other reasons is not obvious.

Peak position. Comparing the signal height for detector SIL10 with the values
obtained in the T11 test beam, no increase of 33% can be observed. Instead of
that, the peak positions of the Landau distributions, 53.6 ADC channels for the
p-side and 55.3 ADC channels for the n-side can be compared with the value of
54.2 ADC channels obtained in the T11 beam, although the 160 GeV muons of
the M2 beam clearly cannot be regarded as MIPs any more.

A reason for the fact that the amplitudes are lower than expected might be that
the detector was not fully depleted. While the detector in T11 was operated 30 V
and more over its full depletion voltage quoted by SINTEF, this was not possible
for the detectors in M2, since the capacitors used for noise reduction could only
be operated at voltages up to 100 V. Here, the detectors could be operated only
10 V over their quoted full depletion voltage.

The sparsified plots for detector SIL12 (fig. 7.9) show a higher peak position of
the Landau curves than the latch-all plots (fig. 7.8). Because the two sets of plots
were taken with the same electronics and the same particle beam, in principle the
amount of charge created by detected particles should be the same.
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Figure 7.7: Cluster amplitude and strip noise distribution for detector SIL10 with old electronics in
latch-all readout. Left: p-side, right: n-side.
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Figure 7.8: Cluster amplitude and strip noise distribution for detector SIL12 in latch-all mode with
new electronics in latch-all mode. Left: p-side, right: n-side.
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Figure 7.9: Cluster amplitude for detector SIL12 with new electronics in sparsified mode. Left:
p-side, right: n-side.
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The difference in signal amplitude is an important issue, since when going from
latch-all to sparse mode, the ADC performs data reduction, which means that
data is irrevocably lost. It is crucial to fully understand how differences between
the two readout modes can happen.

7.3.2 Cluster size

While the cluster FWHM for the M2 beam is about the same as observed in the
T11 beam, the cluster size (fig. 7.10) is 13% bigger for both detector sides, yielding
1.92 for the p-side and 1.66 for the p-side. Like in the T11 beam, the p-side shows
larger clusters.

The detectors SIL10 and SIL12, which were studied in the M2 beam, have a con-
siderably higher full depletion voltage of over 80 V compared to the detector used
in T11 with 26 V. The assumption that SIL6 was operated overbiasedly could ex-
plain the increased cluster size observed in M2.

7.3.3 Cluster charge correlation

In figure 7.11, the cluster charge ratio for a latch-all run is shown. For this run,
with a mean value of 0.974, both sides nearly see the same charge. It has to be
mentioned, however, that for different runs the cluster charge ratio varies from
0.92 to 0.98. The width of the charge correlation (fig. 7.12) has slightly increased
compared to the T11 beam. It remains constant for different runs.

7.3.4 Geometrical properties

Figure 7.13 shows two hit maps taken in the high-intensity muon beam, one with
latch-all readout, the other with sparsified readout. The hit maps are accompa-
nied by cluster charge projections on the two detector sides. For comparison, in
the upper plot the charge projections were calculated using the center of gravity
method where applicable, while in the lower hit map, the projection plots were
obtained using the strip number of the cluster center only.

The spikes in the projections originate from strips excluded from readout, e. g.
the shortcut strips 462 and 463 on the p-side of SIL12. For the muon beam, we
can translate the r. m. s. values to a r. m. s. of 10.6 mm for the horizontal plane
and 7.43 mm for the vertical plane. The structures, especially the “bump” in the
horizontal plane of the lower plot, are due to misalignment in the beam optics,
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Figure 7.10: Cluster width and FWHM for detector SIL10
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Figure 7.11: Cluster charge ratio
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which occurred after beam realignment. They are not observed in the upper hit
map, which was taken some weeks before.

7.3.5 Signal timing

A key problem of the T11 data were the very poor speed plots (sect. 6.3.4), which
did not look promising with respect to determining signal form and signal timing.
Corresponding plots for the M2 beam time are shown in figure 7.14. These plots
were obtained for two consecutive trigger delays of 2050 ns and 2075 ns. The
events are confined to a thin curve in the plane, which is given by the signal
form. The thinner the curve, the smaller variation in the signal form. Since the
structure is not blurred like the plots from T11, a deduction of the signal timing
should be possible from these plots.

The curve itself is dominated by on-time hits in the 25 ns time window in which
triggers arrive with respect to the real particle hit. There are no contributions
from off-time events, which is due to the fact that only a low intensity beam was
used (5·105 particles per spill).

For the events in the left curve, most of the events see no signal in the first sample
a0. Shifting the trigger delay forward 25 ns allows to see signal in all three sam-
ples, while still sitting on the rising edge of the signal (a1 ≈ a2, a0 < a2). Since the
signal should rise faster than it decays, looking at the rising edge is most promis-
ing for determining the signal timing. An analysis regarding the signal timing
based on these plots remains to be done.

High-intensity. For high-intensity runs, there is a clear necessity to separate real
hits from pileup in the detector by a timing cut. In contrast to the plots shown
in the last paragraph, figure 7.15 shows speed plots for p and n-side of detector
SIL12 in a high-intensity beam. Since there is considerably more than one hit per
event in the detector, hits cannot only be found in a 25 ns window on the curve
in the speed plot plane, but populate the whole curve. This is due the presence of
pileup in the detector. Measurements and an estimation of the number of strips
read out for each event is given in section 7.4.

The two plots obtained were taken in sparsified readout. This means cuts on
which strips to take into account are already applied by the ADC card. The
pedestal correction algorithm implemented in the ADC e. g. doesn’t return am-
plitudes ai < 0, so that there are no entries with a0/a2 < 0 in the speed plot.
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Figure 7.13: Hit maps for two runs in the muon beam. Top: detector SIL10 in latch-all mode,
bottom: detector SIL12 in sparse mode. The hit maps are accompanied by cluster charge pro-
jections on the two detector sides. The spikes in the projections are connected to strips excluded
from readout. As the detectors are mounted back-to-back in one cryostat, the horizontal axes of
the detectors are swapped with respect to each other.
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Figure 7.14: Speed plots taken with the M2 beam. The trigger delays used in the two plots differ
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Figure 7.15: Speed plots for detector SIL12 in a high-intensity beam. Left: p-side, right: n-side.
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the whole curve. The plots were obtained with 99 V bias voltage applied.
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7.4 Sparsified readout

In sparsified readout, the ADC is performing pedestal subtraction and common
mode correction to reduce the amount of data that has to be processed by the data
acquisition. Individual signal thresholds for each channel can be specified, so
that the respective channel is only processed if the signal exceeds this threshold.
Hence, the amount of data which is sent through the readout chain is reduced
sufficiently. Thus, the trigger rate can be increased. In the 2001 run, trigger rates
of up to 20 kHz have been reached.

Occupancy. The probability that a certain channel of a detector is hit by at least
one particle is its occupancy. This definition is also applicable for the readout
electronics, where occupancy is the probability that a certain channel has to be
read out.

The occupancy plots are primarily important for determining the load on the
readout chain. Stable data acquisition was possible with all three threshold set-
tings. To see as many hits as possible with multi-strip clusters, the threshold has
to be chosen as low as possible.

For the M2 high-intensity beam, the histograms in fig. 7.16 show the number of
hit strips per event for the two detector sides. An exponential fit has been applied
to the histograms. The histograms were created with different thresholds, requir-
ing strip signals to be at least 7 times, 5 times and 3 times over the individual strip
noise σ . Since for a central hit of a readout strip the charge seen by the neighbor-
ing channels is rather small, we expect the number of hit strips depending on the
threshold chosen.

The cluster noise for the p-side with σ = 2.1 is bigger than for the n-side with
σ = 1.9 (cf. fig. 7.8). Therefore, the absolute threshold set on the p-side is larger.
This results in a larger number of strips above threshold on the n-side, despite
the bigger cluster size on the p-side.

The plots show how the number of hit strips decreases with the threshold ap-
plied. At a threshold of 3σ nearly all strips hit ought to be read out. With a high
cut like 7σ , readout ought to be restricted to the central strips of the hit clusters,
since the strips adjacent to the central strip will in most cases not contain enough
charge to be over threshold.

With a beam intensity of 2·108 particles per spill (4 sec), we expect 1.25 hits per
event. Taking into account the respective cluster sizes (cf. sect. 7.3.2), this equals
2.4 strips on the p-side and 2.08 strips on the n-side. With a 3σ cut, noise should
contribute with 3.1 strips on the p-side and 3.8 strips on the n-side on average.
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Assuming that strips that only contain noise are not read out when applying a 7σ
cut, and only the central strips of the clusters are read out at this threshold, the
pileup in the detector is of the order of 1.5 strips (hits) per event on the p-side and
3.5 strips (hits) per event on the n-side, which has to be removed by a cut on the
signal timing.

7.5 Summary

A stably running Silicon detector in COMPASS could be achieved for the last two
weeks of the 2001 run time. Due to various problems with commissioning and
the availability of new electronics, not more than two detectors were in the beam
at the same time. Nevertheless, improvements of the detector performance and
readout stability have been achieved. Important problems, like the insufficient
noise behavior with the new electronics, most probably related to the repeater
boards, could be addressed and temporarily solved. Compared to the T11 data,
an enhanced detector performance concerning signal timing performance could
be shown.

With sparsified readout mode, the Silicon detector could be integrated in nominal
COMPASS data runs, without having to use a significant dead time to limit the
data rates in the readout chain. Although sparsified mode worked stably and
satisfactory, some features, e. g. the differences in signal height between latch-all
and sparsified readout, remain to be thoroughly understood.
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Figure 7.16: Number of hit strips per event for thresholds of 7σ , 5σ , and 3σ . Left: p-side, right:
n-side. The distributions were fitted with an exponential function.
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Chapter 8

Conclusions and outlook

In this thesis, the realization and production of Silicon microstrip detectors for
the COMPASS experiment was described. Properties of Silicon detectors for the
COMPASS experiment have been studied in the lab, in a test beam and in the
COMPASS muon beam.

Different studies regarding the noise performance were done with detectors as-
sembled for a test beam in April 2001 and for the COMPASS 2001 beam time. It
was the first time a fully-equipped COMPASS Silicon detectors was assembled
and read out double-sided. The tests helped to gain experience regarding the as-
sembly procedure and the bonding of the detector to the chips. The strip noise
was found to be around 820 electrons as expected, uniformly over the whole de-
tector. Single channels showed more noise due to gluing and bonding problems,
which could be solved for the future detectors. It could be shown that common
mode correction algorithms, which are implemented in the ADC, have to be mod-
ified for certain readout chips due to geometrical properties of the Silicon wafer
used.

In the test beam in April, for the first time this detector could be operated with
the full Silicon readout chain. Reasonable signal/noise ratios of 48.71/2.06 and
54.19/1.87 for the two detector sides were observed. However, the p and n-side
unexpectedly showed differences in charge collection and cluster size. With 1.48
strips, the cluster size on the n-side was found to be smaller than on the n-side
with 1.69 strips, owing to the missing intermediate strips for charge division on
the n side.

Plots suited for determining the time evolution of the detector signal have been
studied, since the signal timing is to be deduced from three amplitude samples
of the signal. The test beam results showed insufficiencies in this respect. Offline
analyses have shown that signal loss due to the delay of the digitization time
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is responsible for that. During the COMPASS beam time, studies on the signal
timing were repeated, resulting in a more promising performance.

The next step for analysis is finding an algorithm which yields the signal timing
and time resolution of the detectors from the three samples taken of the detector
signal. Parameters that remain to be determined are the spatial resolution and
the local efficiency of the detectors.

In the COMPASS 2001 beam time, 3 new Silicon detectors connected to new read-
out electronics, could been commissioned. They showed an increased noise per-
formance compared to the detector assembled for the test beam. Problems with
common mode noise introduced by the new electronics could be solved, so that
stable data taking with sparsified readout was achieved. The signal for the M2
beam was not as high as expected, which can be explained with the fact that the
detectors might not have been fully depleted. First results from runs with spar-
sified readout show that stable data taking is possible down to a threshold of
3σ for the individual strips. One of the detectors could be included in the reg-
ular COMPASS data acquisition and participated in the regular COMPASS data
taking.

The detector tests in the 2001 beam time revealed no major bugs in the detec-
tor hardware and the readout electronics. The problems concerning the noise
pickup with the new electronics have been attributed to the repeater boards and
are looked into.

While in 2001 first steps towards cooled Silicon detectors were taken with mount-
ing cooling tubes, cooling to cryogenic temperatures has to be tested and fully
implemented. Based on the experience gained in the 2001 beam time, 5 more
detectors have to be assembled, so that four complete target stations can be com-
missioned for the 2002 run.
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Own contributions

This thesis has been done within the framework of the chair of Prof. Paul at Tech-
nische Universität München and at CERN, Genève.

For laboratory tests of the silicon detectors, I developed a VME readout software
for sg adc and GeSiCA, which is able to generate the relevant histograms for
quality control.

I developed loading software for the electronic equipment common to GEM and
Silicon detectors. These programs were used at the test beam in April/May and
during the COMPASS beam time in Summer 2001. I adapted the software to the
needs, especially for debugging and for support of the sparsified readout.

I did analysis of the T11 test beam data. This included the noise studies presented.
which were done for all detectors mentioned. For the analysis of the beam data,
I used the existing environment for analysis, gemMonitor, and modified it where
necessary; for further analyses, I developed ROOT scripts which made use of the
tree generated by gemMonitor. The timing performance of the detector was found
to be insufficient, so I had to do further studies regarding this issue, leading to
the result that the ADC delay was set incorrectly during the test beam. Several
other starting points for modifications were found during analysis and pursued.

During the COMPASS beam time, I was involved in commissioning, debugging
and running the Silicon detectors. Commissioning included setup and hardware
installations as well as cabling in the target region. In the first runs we found
the noise performance to be very bad, especially with the new electronics. After
systematic tests, we could trace back the poor performance to the new repeater
cards.

I did a first analysis of the detector data of the M2 beam time, to ensure the in-
creased timing, noise and overall performance of the detector in contrast to the
T11 results and to get a first impression of the performance in sparsified readout.
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