
COMPASS

Leakage above seven liters/hour 
from any one chamber shall be 
mitigated

Status of Meson PDFs
Available measurements and “global fits”
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Kinematics in the high mass range 
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Polarised target 
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Two target cells of NH3 

Polarised in the transverse mode wrt 
beam and in opposite directions 
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Polarisation~73% 

with 5% scale uncertainty 
1000 mm

Hadron absorber 
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Located downstream of the polarised target: 
•  Stops hadrons and non interacting beam 
•  Degrades resolutions 

In 2015 was also added a thin lithium foil 
downstream of the absorber: 
•  Stops the slow neutrons produced in the 

absorber and reduce the radiation level in the 
first detectors 

NOTE: For unpolarised studies, not 
covered in this talk, in addition to NH3 

target we have Al and W targets 
Al target 

W plug 
(works also 
 as a target) Li foil 

DY and SIDIS cross-sections in terms of 
leading twist asymmetries 
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Fig. 46: Micromegas detector principle. The ionisation electrons coming from the incoming particle are ampli-
fied in the gap between strips and micro-mesh and read on the strips.

additional amplifying GEM foil is added above the micro-mesh in order to decrease the gain of the Micromegas
stage, and thus to reduce the probability of discharge. A concurrent solution using resistive layer structure
(buried resistors) deposited on top of the read-out anodes was studied, but the performance of that solution
were not as good as the hybrid solution, in particular concerning the time resolution.

The new detectors are read by 400 µm-pitch strips on the central part (40% of the surface) and 480 µm pitch
strips on the sides, which cover the 40 ⇥ 40 cm2 active area. The centre of the detectors, blind on the old ones,
were equipped with a pixelised read-out (Fig. 47) with rectangular pixels which keep the same 400 µm pitch
and thus the same spatial resolution as the strips.

Fig. 47: Scheme of the pixel area (right) and position in the detector (left). Rectangular pixels have the same
400 µm pitch as the strips.

Full size hybrid prototypes were built and tested in nominal conditions in the Compass spectrometer in 2011–
2012. They are equipped with read-out electronics based on highly integrated APV chips, which are also
used on other COMPASS detectors like Silicon, GEMs and RICH MWPCs. The detectors shown very good
performance, with particle detection efficiencies above 96% with high intensity muon and hadron beams, spatial
resolutions below 70 µm and time resolution around 9 ns (see Fig. 48 and Fig. 49).

Fig. 48: Spatial resolution of a new hybrid pixelised Micromegas detector, measured in high flux muon beam.
Strips (left) and pixel resolutions (right) are in the order of 60 µm

Discharge rate stays very low, with a probability by incoming hadron reduced by a factor larger than 100
compared to old Micromegas detectors. New Micromegas detectors were partially installed in 2014, where
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The Drell-Yan (-Lederman) process

u First dimuon experiment at the AGS, made in 1968
Leon Lederman’s team was looking for the W  
n Rapid fall-off: ~Mµµ

-4

n Remark: shoulder at around 3-4 GeV, the authors missed the J/𝜓
... and the parton structure of the nucleon... 

u Explanation by Drell and Yan (1970)
n Process explained using Feynman’s parton model
n First application of the parton model besides the SLAC DIS exp’t

S. Platchkov Trento - Dilepton workshop 2
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Christenson et al., PRL 25 (1970) 1523

p + U -> µ+µ−

E = 29 GeV

Drell and Yan, PRL 25 (1970) 316
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“DY” - type experiments – a great historical background

n Discovery of the J/𝜓
“1974:  Ting, Richter

n Discovery of the 𝛶
1977: Lederman

Discovery of the J/Psi Particle

The Process: p + Be → e+ e-  X

at  BNL   AGS

very narrow width 
⇒ long lifetime

n Discovery of the W,Z
1983: Rubbia, van der Meer

S. Platchkov Trento - Dilepton workshop 3

 

Experimental tests of the Standard ModelExperimental tests of the Standard Model
• Discovery of the W and Z bosons
• Precision tests of the Z sector 
• Precision tests of the W sector
• Electro-weak unification at HERA
• Radiative corrections and

prediction of the top and Higgs mass
• Top discovery at the Tevatron
• Higgs searches at the LHC

!

1. Discovery of the W and Z boson 1983 at CERN SppS accelerator, 
√s≈540 GeV, UA-1/2 experiments

1.1 Boson production in pp interactions
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n Convolution of two PDFs

n At order (αs
0) : a purely electromagnetic process

n NLO (αs
1) corrections are well known

n NNLO (αs
2) corrections are also known

Drell-Yan cross section

S. Platchkov Trento - Dilepton workshop 4

QCD 
Compton

Gluon 
production

Drell-Yan is a well understood process

d2σ
dx1dx2

∝ ei
2

i=u ,d ,s
∑ fi

π (x1 ,Q2). fi A(x2 ,Q2)+ fiπ (x1 ,Q2). fiA(x2 ,Q2)⎡⎣ ⎤⎦



COMPASS

Complementarity between DIS and Drell-Yan

✦ Space-like virtual photon                         ✦ Time-like virtual photon 

u Meson-induced Drell-Yan (presently at CERN) – several advantages : 
n Valence antiquarks (u in π−): probe the valence quarks in the target (sea quarks with a p beam)
n Allows access to the meson structure (no meson targets) 
n Can be used to probe flavor dependence
n pT-dependence, access to TMDs
n etc... 

S. Platchkov Trento - Dilepton workshop 5
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Complimentality between DIS and Drell-Yan 

Both DIS and Drell-Yan process are tools to probe the quark 
and antiquark structure in hadrons (factorization, universality) 

DIS Drell-Yan 

Ann.Rev.Nucl. 
Part. Sci. 49 
(1999) 217 

�5 
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Complimentality between DIS and Drell-Yan 

Both DIS and Drell-Yan process are tools to probe the quark 
and antiquark structure in hadrons (factorization, universality) 

DIS Drell-Yan 

Ann.Rev.Nucl. 
Part. Sci. 49 
(1999) 217 

Similarly to DIS, Drell-Yan is used to determine PDFs

DIS Drell-Yan

☞ Meson PDFs
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Drell-Yan : valence and sea quark contributions

u Drell-Yan cross section

u Example: negative pion (ud) beam on a proton (uud) target: 

n all combinations of : 

u 4 terms : 
n Valence-valence: 

n Valence-sea:

n Sea-valence:

n Sea-sea: 

S. Platchkov Trento - Dilepton workshop 6

d2σ
dx1dx2

∝ ei
2

i=u ,d ,s
∑ fi

π (x1 ,Q2). fi A(x2 ,Q2)+ fiπ (x1 ,Q2). fiA(x2 ,Q2)⎡⎣ ⎤⎦

Valence – valence terms dominate the cross section 

(ud)+ (uud)

uπup
dπdp + ...

dπdp
uπup + ...
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Drell-Yan: valence and sea contributions

u E537, antiprotons with E = 125 GeV, W target 

S. Platchkov Trento - Dilepton workshop 7
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FIG. 11. The xF distribution of the p-produced data com-
pared to the first-order QCD and Drell-Yan model {LLA) pre-
dictions. The curves have been multiplied by a factor 1.39, so
that the first-order QCD prediction reproduces the measured to-
tal cross section for 4.0&M &9.0 GeV/c with xF &0.
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FIG. 10. The points show the (a) xF and (b) mass distribu-
tions of the p-produced data. The solid line shows the shape of
the cross section predicted by the Drell-Yan model [leading-log
approximation (LLA)] using DIS structure functions (Ref. 29)
for both the p and nucleon. The curve has been multiplied by a
factor of 2.41 to reproduce the measured total cross section for
4.0&M &9.0 GeV/e with xF ~0. The other curves show the
components of the predicted cross section as indicated.

A=0. 2 GeV and the structure functions of DO. It was
multiplied by a factor of 1.39 to normalize to the mea-
sured total cross section (xF & 0, all pr, 4 &M & 9
GeV/c ) for our p data. Also shown in the figure is the
naive Drell-Yan prediction multiplied by the same factor.
The shapes of the leading-log and first-order calculations
are almost identical and both are in good agreement with
the data. Values of the ratio of the first-order to leading-
log predictions are given as a function of xF and M in
Table V. It can be seen that this ratio is nearly constant
over the kinematic range covered.
The ultimate accuracy of these comparisons is limited

by several factors: (I) the statistical and systematic errors
of our measurement; (2) the uncertainty in the
dependence correction due to the error in the measured
dimuon production A dependence and the related EMC
effect measured in DIS data; (3) systematic differences
among DIS experiments using the same target; and (4)
the uncertainty in the value of A extracted from the fits
of DO when used for first-order QCD calculations. The
statistical and systematic errors in our measurement and
the uncertainty in the A-dependence correction have al-
ready been described. We now consider the other two
factors in more detail.
The DO structure functions were derived from a

simultaneous fit to data obtained with several different
beams and targets. Appropriate (electromagnetic or
weak) forms of IF~(x)dx for the various data sets were
compared in regions of Q overlap, and all data were re-
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over the kinematic range covered.
The ultimate accuracy of these comparisons is limited

by several factors: (I) the statistical and systematic errors
of our measurement; (2) the uncertainty in the
dependence correction due to the error in the measured
dimuon production A dependence and the related EMC
effect measured in DIS data; (3) systematic differences
among DIS experiments using the same target; and (4)
the uncertainty in the value of A extracted from the fits
of DO when used for first-order QCD calculations. The
statistical and systematic errors in our measurement and
the uncertainty in the A-dependence correction have al-
ready been described. We now consider the other two
factors in more detail.
The DO structure functions were derived from a

simultaneous fit to data obtained with several different
beams and targets. Appropriate (electromagnetic or
weak) forms of IF~(x)dx for the various data sets were
compared in regions of Q overlap, and all data were re-

Anassontziset al., PRD 38, 1377 (1988)

x10!

val – val

val – sea

sea – val
sea – sea

Valence – valence terms largely dominate the cross section 
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Pion and kaon PDFs : where are we today ?
A tentative overview 
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Proton (unpolarized) structure (HERA)
n The nucleon PDFs have been extensively 

studied for many years in a large number of 
experiments
n example: the HERAPDF2.0 set
n Other sets: CTEQ, MRST.... 

n Well know in a (very) large domain of x
n generic form: 

NS66CH16-Abt ARI 5 September 2016 14:5
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Figure 4
The parton distribution functions xuv , xdv , xS = 2x(Ū + D̄), and xg of HERAPDF2.0 (a) next-to-leading
order (NLO) and (b) next-to-next-to-leading order (NNLO) at µ2

f = 10 GeV2. The gluon and sea
distributions are scaled down by a factor of 20. The experimental, model, and parameterization uncertainties
are shown. The dotted lines represent HERAPDF2.0AG NLO and NNLO with the alternative gluon
parameterization. Adapted from Reference 12 with permission.

extracted. The resulting set of PDFs at NNLO is shown in Figure 7a. The turnover of the gluons
PDF is even more pronounced.

Figure 6b compares the predictions of HERAPDF2.0HiQ2 NNLO with Q2
min = 10 GeV2

and the data with 2 < Q2 < 4.5 GeV2. These predictions do not describe the data in this region
at all. The extrapolation to the low-Q2 region excluded from the fit produces predictions that are
much too high, implying that the pQCD fits evolve too strongly toward lower xBj and Q2 than do
the data.

Investigations of the HERA I data gave rise to similar observations (26). The HERA II data
strongly suggest that some effects beyond the standard DGLAP evolution are present. The NNLO
fit has a higher χ2 than the NLO fit at low Q2, even though this is the kinematic region where
NNLO fits should be better within the DGLAP formalism. This observation suggests that low-
Q2 data require a theoretical description including nonperturbative effects. It is also possible that
low-x data may require the DGLAP formalism to be supplemented by ln(1/x) resummations or
the use of nonlinear evolution equations, possibly leading to saturation (1).

Does this low-Q2 and low-x problem affect the reliability of the predictions of HERAPDF2.0
at higher scales, as needed at the LHC? Figure 7b demonstrates that it does not. At the scale
µ2

f = 10,000 GeV2, the PDFs of HERAPDF2.0 NNLO and HERAPDF2.0HiQ2 NNLO are
basically identical. The same is true for equivalent sets at NLO.

The value of Q2
min = 3.5 GeV2 is a tradition of the HERAPDF family. Also in keeping with tra-

dition, the HERAPDF fits yielded a χ2/DOF of approximately one (23). Therefore, the χ2/DOF
of ∼1.2 came as something of a shock to the collaborations. The raising of Q2

min to 10 GeV2

lowered χ2/DOF to only ∼1.15. The two collaborations tested everything they could think of to
determine where the remaining excess in χ2 came from. None of the heavy-quark schemes did
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In contrast, the meson PDFs are essentially unknown

NS66CH16-Abt ARI 5 September 2016 14:5

HEAVY QUARKS

The energy available at HERA allows for five active flavors. The parameterization chosen for HERAPDF considers
only light flavors at the starting scale. Charm and beauty quarks enter through evolution. This means that the
proton itself contains no heavy quarks. These are produced in the scattering process. Both ZEUS and H1 published
results on charm and beauty quark production and searched (in vain) for top quarks. A review on heavy quarks at
HERA was recently published (32). Some theoreticians believe in intrinsic charm and beauty, but HERA saw no
evidence of this. The production rates agree with production through evolution.

For pQCD to work, Q2 has to be sufficiently large. However, there is no clear guidance as to
how large Q2 should really be. For the HERAPDF2.0 analysis, a minimum Q2 of Q2

min = 3.5 GeV2

was chosen, which is considered a safe limit. The resulting phase space for the PDF extraction
spans four orders of magnitude in Q2 and xBj.

As mentioned above, the shape of the PDFs is not predicted by QCD, but the choice of
parameterization is guided by common sense. Common sense requires PDFs to go to zero as x
approaches one. To illustrate, I quote from Reference 121 and provide some comments:

In the approach of HERAPDF, the PDFs of the proton, x f , are generically parameterised at the starting
scale µ2

f0
as

x f (x) = AxB (1 − x)C (1 + Dx + Ex2), 14.

where x is the fraction of the proton’s momentum taken by the struck parton in the infinite momentum
frame. (12, p. 17)

The starting scale for the evolution has to be above the charm mass for HERA data. The scale was
chosen as µ2

f0
= 1.9 GeV2, which makes it difficult to make fits using data with Q2 values lower

than 1.9 GeV2. In general, any extrapolation below the starting scale is considered problematic.

The PDFs parameterised are the gluon distribution, xg, the valence-quark distributions, xuv , xdv , and
the u-type and d-type anti-quark distributions, xŪ , xD̄. The relations xŪ = xū and xD̄ = xd̄ + xs̄
are assumed at the starting scale µ2

f0
. (12, p. 17)

This means that heavy quarks, namely charm and beauty quarks, are not intrinsic to the proton
(see the sidebar titled Heavy Quarks). They appear only as products of the pQCD evolution at
higher scales, that is, Q2.

The chosen parameterisation is

xg(x) = Ag xBg (1 − x)Cg − A′
g xB′

g (1 − x)C ′
g , 15.

xuv(x) = Auv xBuv (1 − x)Cuv

(
1 + Euv x2

)
, 16.

1The equations cited have been renumbered in this review.
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Why study meson PDFs ? 

u The lightest mesons have a double nature (☞ talk by C. Roberts) 
1. The simplest hadrons and the lightest quark-antiquark pairs 
2. Massless Nambu-Goldstone bosons that acquires mass through DCSB 

n Craig Roberts (2016): “Thus, enigmatically, the properties of the massless pion are the 
cleanest expression of the mechanism that is responsible for almost all the visible mass in 
the universe.”

u Pion and Kaon structure 
n Can be accesses using DSE,  LQCD…. 
n Quark PDFs different than that of the proton 
n The s quark in the kaon is heavier: how is the total momentum shared? 
n What is the behavior of the kaon and pion PDFs at large x ? 
n Are kaon and pion gluon distributions identical? 

S. Platchkov Trento - Dilepton workshop 10

s

Needed is: experimental information on valence, sea and gluon PDFs 
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Pion valence quark distributions
Only from DY data : 1979 – 1989

No other experimental information available 

S. Platchkov Trento - Dilepton workshop 11
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E444 experiment at Fermilab (1979)

u E331/E444 experiment (Chicago-Princeton)
n E = 225 GeV
n Targets: C, Cu, W 
n Mass range: 4 – 8.75 GeV
n LO analysis

u First ever results on the pion
n Pion valence:  0.8𝑥'.((1 − 𝑥)-../

n Pion momentum : “about” 40% 

S. Platchkov Trento - Dilepton workshop 12
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I I I I TABLE II. Nucleon-structure-function fits: X2 per
degree of freedom ()(~/DF) for fit to normalization
curve of Fig. 2.
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f (x():
4.0&M&8.75, 3,lip~
4 0&M& 6 0 3]lp
5.0&M& 8.75, @lip@
4.0&M& 8.75, pp& 1.0
4.0&M& 8.75, p~& 1.0

X'/DF

5.1/8
5.5/S
0.5/6
I0.4/S
7.5/8

)02
000 I,00

I

0,50
x~

FIG. 3. The pion structure function f (x,) =x&~7~ (x,).

The pion structure function is shown in Fig. 3.
It has been fitted with the forms' x,u'(x, ) =ax,"'
x (1-x,)' and x,u'(x, ) =a(1 -x,)'. The parameters
for these and other fits discussed below are sum-
marized in Tables I and D. Theoretical predic-
tions for the exponent b are in the range 0- 2.0.'
It should be noted that the errors shown in Figs.
2, 3, and Tables I and II reflect only statistical
uncertainties. An overall normalization uncer-
tainty of 20% should also be applied to allow for
A-dependence uncertainties and other systematic
effects.
Using the values for a and 5 from fit 1 in Table

I, we obtain, including normalization uncertain-
ties,

f, ;,xu' (x)dx=0. 14+0.03,
f, ;,u' (x) dx = 0.31+ 0.07.

If the fit is used to extrapolate these results to
x, =0, the integrals are 0.20+0.05 and 1.11+0.27,
respectively, for 0&x, & 1.0. The first integral
represents the fraction of the pion momentum
carried by the u valence quark in the pion. Since
both pion valence quarks have the same distribu-

tion function, the first integral indicates that
about 40/& of the pion momentum is carried by
valence quarks.
The second integral provides a sum-rule check

and a test of the color hypothesis. This integral
over 0&x,&1 is expected to be 1 since a m con-
tains one u valence quark. If quarks were color-
less it would be 3 since u(x) was obtained through
the use of Eq. (1). The value obtained is consis-
tent with 1, but is sensitive to the unobserved
low-x behavior of u' (x).
As a consistency check, the pion and the nucle-

on structure functions obtained above can be used
to calculate the p,-pair cross section as a function
of mass and x„using Etl. (2). Figure 4 shows the
results of such a calculation compared to the da-
ta. The curves, calculated from the structure
functions of Figs. 2 and 3, are in good agreement
with the data. The inset to Fig. 4(a) shows the
structure function applied to the whole mass
range M &9 GeV/c'. It falls below the data by a
factor of 2 at 2 GeV/c' and a factor of 15 at 0.6
GeV/c'.
We have investigated the sensitivity of our re-

sults to transverse-momentum and mass depen-
dence by performing the structure function fit in
different kinematic regions. The results are sum-
marized in Table I. The variation of the pion
structure function is described by the parameters
from the fit to the form ax,"'(1-x,)'. To gauge

TABLE I. Pion-structure-function fits.

Fit

4.0&M&8.75, allp~
4.0&M&6.0, allp~
5.0&M&8.75, Rllp~
4.0&M&8.75, p~& 1.0
4.0&M& 8.75, p~& 1.0
4.0&M& 8.75, allpz

a&x, (1—x,)'
a&x((1—x))~
a&x)(1—x,)~
a&x((1-x()~
a&x&(1-x&)~
a(1-x,)"

0.90+0.06
0.93+0.07
0.81+0.10

0.52 +0.03

1.27+0.06
1.30+0.07
1.23+0.11
l.17+0.08
1.21+0.09
1.01+0.05

953
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NA3 experiment at CERN (1983)

u NA3 experiment : 150, 200, 200 GeV
n Target : 195Pt

u Analysis  (LO) 
n Assume SU(2) and SU(3) symmetry
n Nucleon PDF: from CDHS (1979)
n Determine valence pion: A𝑥'.1((1 − 𝑥)-.-2	
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for the shape of the valence structure function, the 
measured cross sections exceeding the predictions of 
the simple Drell-Yan model by an overall normal- 
ization factor K=2.3_+0.4. We are then confident 
that we can use the Drell-Yan formula, assuming 
factorization and constant K factor, to extract the 
shape of the rc structure functions from our ~ data. 

can be eliminated by a cut on cos0*: Icos0*l<0.5. 
This selection eliminates a small fraction of events 
since the acceptance for Icos 0"1 >0.5 is rather small. 

Finally, we eliminate the (Xl,X2) regions where 
the acceptance is smaller than 3 %. Having applied 
all these cuts, the number of dimuon events at dif- 
ferent energies and for different incident particles are 
given in Table 1. 

1. Experimental Data 

Our experimental set up at the CERN SPS has been 
described previously [-6]. The muon pairs are pro- 
duced in a 6 cm platinum target placed 40 cm up- 
stream of the 1.5 m hadron absorber. The muons are 
analysed by our multiwire proportional  chamber 
magnet spectrometer. The K -  and p in the negative 
beam are identified by differential Cerenkov coun- 
ters (Cedar). For the positive beam, the 7c +, p, K § 
separation is performed by Cedar and threshold 
Cerenkov counters. The relative rc+/rc - luminosity is 
monitored by the J/O events collected simul- 
taneously with the dimuon continuum. The J/O pro- 
duction cross section by ~z + and re- beams on a 
platinum target were measured to be equal within 
_+ 1%. The ~z+/~z - relative luminosity is thus known 
to _+2%. 

2. Selection of Events 

The resolution on the dimuon mass being about 4 %, 
we select events with mass in the range 4.2 to 
8.5GeV/c 2 to exclude the resonances region 
(Jill/, tp', T). In order to eliminate events produced by 
secondary interactions in the platinum target and 
since this background is small at x F > 0  but rapidly 
increasing at negative x >  we perform a second selec- 
tion xv>  -0 .1 .  Another source of background is due 
to J/tp events produced in the hydrogen target and 
wrongly reconstructed in the platinum target with 
a mass larger than 4 GeV/c 2. This contamination 
comes essentially from asymetrical dimuons which 

Tablel .  Number  of dimuon events collected at 150, 200 and 
280GeV on the 6cm Pt target in the mass interval 4.2 to 
8.5 GeV/c 2 

P~,~ Particle No. events Luminosity (cm 2) 

150 GeV/c ~ -  15,768 5.0 +0.7.1038 

200 GeV/c ~ - 4,961 11.4-+ 1.3.10 
r~ + 1,767 8.8 -+ 1.0- 1037 
p 1,048 11.9 + 1.5- i03v 

280 GeV/c r~ 11.559 2.8 -+0.3.1038 

3. Method of Analysis 

3.1. The Quark Annihilation Model 

The muon pair momentum p* and the invariant 
mass M~u determine the kinematical variables of the 
annihilating ~/q pair: 

2P* 2 -- Muu-x1x2s X=x1-x2 = ]~ 

where Xl and x 2 are the fractional momenta  of the 
quark in the beam and target particle respectively, 
neglecting the transverse momenta  of the quarks. 
This approximation introduces an error on x 1 and 
x z of the order of 1%, which is much smaller than 
experimental errors. In the Drell-Yan model, the 
differential cross-section is given by: 

d 2 ~7 o- o 
dx 1 dx 2 3 x 1 x 2 

.~. Q{ if/hi(x1) h~ h~ h 2 f /  (x2)+f~  (xl)f~ (x2)] (~) 
 9 X 1 X 2 

where the sum is over different quark flavours; 
fih(x), fib(x) are the quark and antiquark structure 
functions of flavor i in the hadron h; Qi is the quark 
charge, and a 0 = (4 rc :t2)/3 s. 

The re-(~+) structure function contains a valence 
part:  

v ( x O = u v  ( x O - d ' a  ( x l ) = u v  ( x l ) = d ~  (xt)  

and a sea part S~(xl) identical for ~z + and ~z and 
assumed SU 3 symetric: 

s ~ (x) = ~;~ (x) = u~ (x) = d~ (x) = d; ~ ix) = s; ~ (~) = ~ (x). 

The nucleon has also a valence part uP(x2)(=d"(x2)), 
dP(xa)(=u"(x2)) and a sea part SP(x2)(~sn(x2)) tak- 
en SU2 symetric with the assumption [9] 

= ~ Us (x ) -  ~ af (x). 

It is easily seen that by isospin invariance, the va- 
lence-sea, sea-valence and sea-sea terms are the 
same for ~z + and i t -  nucleon interactions. On the 
other hand, the valence valence terms are different 
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Fig. 1. a ~-  200 GeV data. The data points represent F=(x,) as defined by (2) using nucleon structure functions from CDHS fit. Dashed 
curve represents the valence structure function of the pion obtained from our fit. Solid curve represent the (valence+sea) pion structure 
function as defined by (2). b The data points represent F=(x2) as defined by (3). Dashed curve represent the valence part of the nucleon 
structure function 1.6u(xz)+2.4d(x2) for ~r-. Solid curve represent the (valence+sea) nucleon structure function as defined by (3). The 
curves have been scaled up by a factor K--2.3 

T a b l e  4. Result of the fit of the pion vatence structure function with the 150 GeV and 280 GeV n -  
data at (Mu2,)=25 GeV 2. The ~z sea. and nucleon valence and sea structure functions are imposed 

a Correlation Systematical errors 
coefficients 

pion sea proton sea acceptance 

~z- - 150 GeV/c c~ = 0.41 0.05 
4.2 __< M~, __< 6.2 GeV /3~=0.92 0.04 0.90 

- - 280 GeV c~ ~ = 0.41 0.05 
4.2<M,,_-<5.8 GeV /3"=1.01 0.08 0.87 

-7-0.03 T0.0I - 
-7-0.01 -0.01 _+0.02 

_+0.02 +0.01 _+0.01 
-T- 0.03 - 0.02 _+ 0.07 

the  p a r a m e t e r s  of  the  d i f ferent  sources  of  sy s t ema t i -  
cal  e r ro rs  a re  t he  fo l l owing :  

- N u c l e o n  sea  s t r u c t u r e  f u n c t i o n :  C F S  c o l l a b o -  
r a t i o n  [12]  d e t e r m i n e d  a n o n  S U2  s y m e t r i c  n u c l e o n  
sea s t r u c t u r e  f u n c t i o n  (~4:2t). U s i n g  this  resul t ,  we  
o b s e r v e  a v a r i a t i o n  on  7 ~ only.  A7 ~ =  - 0 . 3 .  
- E r r o r  o n  re l a t ive  l uminos i t i e s  ~ -  a n d  ~z +" a var i -  
a t i o n  o f  + _ 2 ~  on  the  l uminos i t i e s  r a t io  g ive  the  
f o l l o w i n g  v a r i a t i o n  on  the  p a r a m e t e r s :  

A c ~ =  _+0.03 A/?~= + 0 . 0 2  A ~ =  _+0.7 A ~ g ~ ) =  _+0.04 

F i g u r e  l a  and  b s h o w  the  d i s t r i b u t i o n  F~(xj) Eq.  (2) 
a n d  Fu(x2) Eq.  (3) w h i c h  v i sua l i se  the  p i o n  a n d  
n u c l e o n  s t ruc tu re  f u n c t i o n  respec t ive ly .  

W e  o b t a i n  K = 2 . 3 + 0 . 5 .  T h e  q u o t e d  e r ro r  in-  
c ludes  a r e l a t ive  e r ro r  o f  20 ~ c o r r e s p o n d i n g  to  the  
u n c e r t a i n t y  o f  the  ~z v a l e n c e  s t r u c t u r e  f u n c t i o n  (spe- 

c ia l ly  on  c~); u n c e r t a i n t y  o f  12~o on  the  l u m i n o s i t y ;  
a n d  an  e r ro r  o f  4 ~o on  the  accep tance .  

4.3. 150 GeV and 280 GeV Data 

A m o r e  de t a i l ed  analys is  o f  the  v a l e n c e  s t ruc tu re  
f u n c t i o n  o f  the  p i o n  can  be  d o n e  us ing  o u r  h igh  
s ta t is t ics  d a t a  at  150 and  280 G e V / c .  S ince  we  h a v e  
no  7c + d a t a  a t  these  energies ,  we  c a n n o t  d e t e r m i n e  
the  p i o n  sea and  we  use the  v a l u e  o b t a i n e d  at  
200 GeV.  

In  o r d e r  to  c o m p a r e  the  t w o  samples  of  d a t a  at  
t he  s a m e  a v e r a g e  mass  s q u a r e d :  2 _ (Muu)  - 25 G e V  2, 
we a p p l i e d  a mass  cu t  4 .2<Muu<6.2GeV on  the  
150 G e V  d a t a  a n d  a mass  cu t  4.2 =< M , ,  < 5.8 G e V  on  
the  280 G e V  data.  In  this  analysis ,  we a lso  used  Q2 
d e p e n d a n t  n u c l e o n  s t ruc tu re  func t ions .  T h e  resul t  o f  
the  fit is g iven  in T a b l e 4 .  T h e  m a i n  sources  o f  

Badier et al., Z. Phys. C18, 281 (1983).

E = 200 GeV
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NA10 experiment at CERN (1985) 

u NA10 results: 

n Target: W, E = 194 GeV, beam = π−, N = 155 000 events 
n Main purpose: study the K-factor within the DY model 
n Also: fit of the pion PDF (several different fits) 
n Results: table with different options – with no figure for the pion PDF. 
n Analysis: LO
n Pion PDF parametrization:

																A𝑥'./4(1 − 𝑥)'.45	
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Abstract.  The differential cross-section for dimuon 
production by 194GeV/c ~-  on W, as measured by 
the NA10 Collaboration, is compared with theoreti- 
cal models. The wide kinematical range of the data, 
extending well above the ]r resonances, provides the 
opportunity of a comparison with 'realistic' Drell- 
Yan models, i.e. with those allowing for scaling vio- 
lation in the hadronic structure functions. The data 
in fact clearly indicate the failure of the 'naive' Drell- 
Yan model, while the available 'realistic' versions 
(leading logarithm approximation and next-to-lead- 
ing logarithm approximation in first order QCD), al- 
though giving a better description of the data, still 
disagree in the x F and l /~  dependences of the cross- 
section at high dimuon masses. This disagreement is 
referred to here as 'anomalous'  scaling violation. 
The dependence of the results on external inputs 
(nucleon and pion-sea structure functions) is ana- 
lysed; it is shown that in the next-to-leading loga- 
rithm approximation the value ( K ) = l . 0 3  0.03 
(stat.) can be obtained for the ratio experimental/ 
theoretical cross-section. 

" Permanent  address: Institute for Nuclear Research and Nucle- 
ar Energy, Sofia, Bulgaria 
b Now at LAPP,  F-74019 Annecy-le-Vieux, France 

Now at INFN,  Sezione di Roma,  1-00100 Italy 
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1. Introduction 

In the preceding paper [-1] we reported the results of 
a measurement of the differential cross-section for 
the production of high-mass muon pairs by a 
194GeV/c ~ beam on a tungsten target. In the 
present article we compare these results with current 
theoretical predictions. 

The main features of lepton pair production in 
hadronic collisions have been explained in the 
framework of the Drell-Yan model [2], in which a 
quark of one of the hadrons annihilates with an 
antiquark of the other hadron, producing a virtual 
photon which materializes into a lepton pair. How- 
ever, in the region where they were sensitive, i.e. be- 
low the Y resonance, past experiments [3] have al- 
ready shown that, for a variety of incident particles 
and for different energies, the total muon pair pro- 
duction cross-section is larger than the one com- 
puted according to the original Drell-Yan model. 
Their ratio, the so-called 'K-factor', was assumed to 
be a constant, with a measured value of 2.3_+0.5 [4]. 

The original Drell-Yan model, henceforth refer- 
red to by us as 'naive', has to be amended to in- 
clude QCD corrections. These have been computed 
perturbatively to lowest order in cq(M2), with the 
following results: 

a) In the leading logarithm approximation (LLA) 
[5], one simply has to allow for the 'evolution' of 
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Table 2. Results of fits of pion valence parameters, at Mg = 25 GeV 2, for different model assumptions. <K)  is the mean normalization 
factor between data and model resulting from the fits. Nucleon structure parameters are from [10, 11]; pion sea parameters are those of 
[4]. H Y B R = p i o n  structure functions without evolution. Only statistical errors are given 

Model % cq /~o /~1 K-factor z2/d.o.f. Confidence Z 2 Z 2 

level (%) (below r)  (above 10 

Fit region: 0.24<1/~<0.72 
DY [10, 11] 0.44-+0.03 
LLA [10, 11] 0.39-+0.02 
NLLA [10, 11] 0.40-+0.03 
HYBR [10, 11] 0.44_+0.03 

Fit region: 0.24<1/)-<0.42 
DY [10, 11] 0.41-+0.03 
LLA [10, 11] 0.41_+0.03 
NLLA [10, 11] 0.41_+0.03 
HYBR [10, 11] 0.44_+0.03 

Fit region: 0.24<1/T<0.30 
DY [10, 11] 0.42_+0.05 

1.18-+0.04 - 2.60_+0.11 199.2/42 0.0 83.7 115.6 
-0.07_+0.01 0.98_+0.04 0.56_+0.002 2.78_+0.12 56.0/42 7.1 37.4 18.6 
-0.07_4-0.01 1.03-+0.04 0.57_+ 0.002 1.61 _4-0.07 57.5/42 5.3 36.4 21.2 

1.13_+0.04 - 2.62__+0.12 53.0/42 11.8 28.4 24.6 

1.09_+0.04 2.71_+0.13 75.3/36 0.0 75.3 134.8 
-0.07_+0.01 1.02_+0.04 0.57-+0.002 2.69-+0.12 36.6/36 44.7 36.6 20.2 
-0.07-+0.01 1.04_+0.04 0.57 4-0.002 1.58-+0.07 36.0/36 47.4 36.0 21.7 

1.14-+0.04 2.58_+0.12 28.2/36 18.1 28.2 25.0 

1.07+_0.11 - 2.67_+0.21 7.1/7 
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Fig. 2. Comparison of the measured cross-sections with various 
model calculations and scaled with the appropriate <K). DY 
='naive '  Drell-Yan, LLA=leading logarithm approximation, 
NLLA=next-to-leading logarithm approximation. The pion va- 
lence parameters were adjusted over the entire data sample, i.e. 
0.24_<1/z_<0.42 and 0.54_<1/~_<0.72, in the cases of DY and 
LLA; in the case of NLLA, they are adjusted in the region 
0.24<1/~<0.42. The uncertainty in the predicted cross-sections 
induced by the errors in the fitted pion parameters is illustrated 
(for the NLLA model) by the shaded area in the graph for the 
highest l / z  bin 

- O  
b- 

- >  
"E3 

b % 
v 

Q 

x 
x ~  

qD 

b 

F i t  r e g i o n  : 0 . 2 4 < , / T < 0 . 7 2  7 . = 8 . 4  ; < g . > = 0 . 4 7  

- - T  T I r 

3.2 E = 2 .63  

3, 

2.8 

. . . . . . . . . .  _-,~-_ _ ~ , . _ ~  _ _-t-_ _ _ _-'t-_ _ _ _-'~-_ . . . . . . . . . . . .  --+-- 
2.4 0 . 2 4 < . / T < 0 . 3 0  

2 2  

32  K = 2.62 

5. 

2 5  + +  
2.6 . . . . . . . . . . . .  ~ _ - - ~ _  _ _--d~--- . . . . . . . . . . . . . . .  

-4,- 
2 , ~ - -  + ,  , , 0 3 0 < ~ < ~ 6  -] 

275 
2.5 
2 2 5  + 

2. 

1~75 ~ 0 . 3 6 < , / ' r < 0 . 4 2  

= 1.67 
2.8 + . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
2 4  
~ --+- 
~.6  

. 2  + + +  
0.5 0 . 5 4 < . / ~ ' < 0 . 7 2  

- 0 . 2  O. 0 .2  0 . 4  0 . 6  0 .8  

. . . .  : < K >  = 2 .604-0 .11  X F 

Fig.3. Variations of the K-function defined with respect to the 
'naive' Drell-Yan model. The pion valence parameters have been 
adjusted over the entire data sample. The dashed line represents 
the average <K) factor obtained in the fit. The mean values of K ~ 
corresponding to individual z-bins are indicated numerically 

Betev et al., Z. Phys. C28, 15 (1985).
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FIG. 13. Comparison of nucleon-structure-function values
from this experiment with results from NA3 (Ref. 18) and from
deeply inelastic neutrino scattering (Refs. 19 and 20). The nor-
malization is uncertain to 15% because of uncertainty in the
proton's gluon momentum fraction.

duction as xF increases. Since the branching ratios for
g(3770 4415) to p+p are about 10, there would have
to be at least 20 times more g(3770—4415) produced than
f(3685) to cause the observed excess. This seems unlike-
ly.
The possibility that these muon pairs come from the

semileptonic decays of pairs of charmed mesons has been
ruled out by simulating the production of DD pairs. The
resulting mass and xF distributions do not extend to large
enough values to allow such pairs to be reconstructed in
the kinematic region in question.
We conclude that the cross-section excess has no sim-

ple explanation. To characterize the e6'ect quantitatively
Fig. 14 shows the measured cross section versus xF in

several m„„ intervals. The solid line is the cross section
expected from the structure-function determination.

3. Pion structure

The results for the pion structure function are shown
in Fig. 12(a). The parameters corresponding to the curve
are given in Table I, column 1 and the projected values
for the pion structure function in Table II. The parame-
trization makes no allowance for scale-breaking eft'ects
because these are very small as shown below.
To test the sensitivity of the result to assumptions

about the nucleon structure function, we have refit the
data while imposing the nucleon results of the CCFRR
neutrino experiment (see Appendix D) at a fixed Q of 25
GeV . The change is very small, being less than one stan-
dard deviation on every point. The main effect is an up-
ward shift in normalization of 2%, and a decrease in the
K factor of 10%%uo.
Figure 15 shows a comparison of the measurement

given in Fig. 12(a) with Badier et al. ' (NA3) and Betev
et al. ' (NA10 Collaboration). The 200-GeV result of
NA3 is shown as data points with error bars while the
NA10 result appears as a curve because individual points
were not reported. As noted above, the normalization re-
quirements of the quark number and momentum densi-
ties link the structure function normalization at large x
to the pion gluon fraction and to the shape of the struc-
ture function near x =0. For the comparison of Fig. 15
we have used a value of g =0.47; this is the value report-
ed by NA3 and is also used by NA10. The difference in
normalization between the experiments is explainable in
terms of the different value of a. In this experiment we
find a=0.6+0.03, whereas both NA3 and NA10 report u
near 0.4. We found agreement with the 0.4 value only by

10-1-.

10 2-.
~ E615
NAB 200 GeV—NA'6 194 GeV

10
0.00 OM

X

1.00

0.60 080 1.00

FIG. 14. do. /dx+ in three mass regions, showing curves from
Drell-Yan fit to region with x& )0.06. Excess at low mass cor-
responds to lowest point in xz.

FIG. 15. Comparison of pion-structure-function results with
values from NA3 (Ref. 18) and NA10 (Ref. 17). As explained in
the text, the normalization for all experiments depends strongly
on the structure-function values at low x and on the value of

E615 – determination of the pion valence PDF (1989)

n Pion PDF data
n E615 : 252 GeV, W target

n Analysis
n Sea quarks subtracted: use NA3 data
n Correct for A-dependence 
n Analysis at LO only

n Results
n Pseudo-data PDF points (LO) 
n Pion PDF: A𝑥'.6(1 − 𝑥)-..6	
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Conway et al., PRD 39, 92 (1989).

NA3

up to 20% difference in cross sections between NA3/NA10 and E615

E615

NA10
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Pion PDF – NLO reanalysis (2005)

u Reanalysis at NLO : 
n data:  pion-induced DY from E615

u Fits :
n Nuclear corrections
n More recent nucleon PDFs: CTEQ5M, MRST, 

u Results :
n small depletion at low x
n weak HT effect
n some increase at high-x: (1-x)1.55

S. Platchkov Trento - Dilepton workshop 16

Wijesooriya et al., PR C72, 065203 (2005).

III.F, a new pionic Drell-Yan experiment with better
resolution is warranted.

F. Azimuthal asymmetries

The decay angular distribution of the lepton pair in
Drell-Yan interactions provides interesting additional in-
sight into the valence structure of the hadron. In the
simplest case, the decay angular distribution for a purely
transversely polarized Drell-Yan photon is given by

1
!
! d!

d"
" =

3
16#

#1 + cos2 $$ , #3.15$

where the angles are defined in Fig. 19. For the more
general case where the Drell-Yan photon also has a lon-
gitudinal component, the decay angular distribution with
angles defined in Fig. 19 can be written as #Collins and
Soper, 1977$

1
!
! d!

d"
" = % 3

4#

1
% + 3&%1 + % cos2 $ + & sin 2$ cos '

+
(

2
sin2 $ cos 2'& . #3.16$

This expression is valid in all reference frames. Com-
monly used reference frames are the u channel, in which
the z axis is chosen antiparallel to the target beam direc-
tion; Gottfried and Jackson #1964$ #t channel$—z axis is
chosen parallel to the beam nucleon; and Collins and
Soper #1977$—z axis bisects the angle between the z
axes in the other two frames. The quantities %, &, and (
in one frame can readily be related to their forms in
another #Conway et al., 1989$.

For pionic Drell-Yan interactions, an interesting result
is that the parameter ( in Eq. #3.16$ was found #Badier et
al., 1983; Betev et al., 1985; Falciano et al., 1986; Conway,
1987; Guanziroli et al., 1988; Conway et al., 1989; Hein-
rich et al., 1991$ to be large and dependent on the trans-
verse momentum of the lepton pair, as shown in Fig. 20.

In the late 1970s, two processes were investigated that
could produce an azimuthal asymmetry in Drell-Yan
processes. The first was a higher-twist effect #Berger and
Brodsky, 1979$, while the second was a single gluon ra-
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0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
xπ

x π
qv (x

π)

This work
Conway et al.
Hecht, Roberts,
Schmidt

FIG. 18. #Color online$ The pion distribution function. Dashed
curve, fit from the LO analysis of the FNAL E615 data; solid
curve, NLO fit to the E615 data #Wijesooriya et al., 2005$; and
dotted curve, calculation of the distribution function using a
Dyson-Schwinger equation approach #Hecht et al., 2001$,
which manifestly incorporates the momentum dependence of
the dressed-quark mass function that is shown in Fig. 11.

FIG. 19. #Color online$ The decay angular distribution of the
Drell-Yan process in the Collins-Soper frame.
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FNAL E615

FNAL E866

Boer (1999)
Collins (1979)

FIG. 20. The ( or cos 2' component of the Drell-Yan angular
distributions obtained with a pion #NA10 and E615$ or proton
#E866$ beam plotted as a function of the transverse momen-
tum of the lepton pair. The dotted curve depicts a pQCD pre-
diction #Collins, 1979$ 'Eq. #3.17$ and associated discussion(.
The solid curve, which represents the Boer-Mulders effect
#Boer, 1999$, was adjusted to describe the NA10 data 'Eq.
#3.22$ and associated discussion(.
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Pion valence PDF – fall-off at large x? 

S. Platchkov Trento - Dilepton workshop 17

Pion PDF parametrization : ~ A𝑥𝛼 1 − x 𝛽

u Fall-off from original data (LO !) 
n NA3 : ß = 1.17 
n E615 : ß = 1.26 

n Fall-off from 2005 re-analysis (NLO) 
n E615 : ß = 1.55 

n Fall-off from theory:
n pQCD : ß > 2.0
n DSE : ß > 2.0

could all the pion’s momentum be carried by the valence
quarks. For comparison, the parametrized valencelike
pion parton distributions of Glück et al. !1999" yield a
gluon momentum fraction of22 #xg$Q0

! =0.29 at Q0
=0.51 GeV. From Hecht et al. !2001", the second and
third moments are

#xu+d̄
2 $Q0=0.54 GeV

! = 0.36, #xu+d̄
3 $Q0=0.54 GeV

! = 0.21.

!6.95"

The low moments are primarily determined by the
distribution function’s behavior at small x !see Sec.
VI.B.2". Sensitivity to the nature of QCD’s interaction is
found at large x, which corresponds to large relative mo-
mentum between the dressed quark and antiquark. Two
questions come immediately to mind, namely, what
should one expect for the x dependence of the distribu-
tion in Fig. 40 at large x and what truly constitutes the
large-x domain?

The first question is readily answered. In this case
Q0

2"5#QCD
2 , which corresponds to a scale whereat the

chiral-limit mass function is dropping rapidly but does
not yet exhibit the behavior associated with its truly
asymptotic momentum dependence: Q0=0.54 GeV does
not lie beyond the inflexion point of the chiral-limit mass
function !see Fig. 11". One would therefore anticipate
that, for x%1, uv!x ;Q0=0.54 GeV"&!1−x"$, with $%2.
It was found by Hecht et al. !2001" that the distribution
in Fig. 40 is pointwise accurately interpolated by the
function

xuv
!!x ;Q0" = Ax$1!1 − &'x + 'x"!1 − x"$2 !6.96"

with the fit parameters taking the values

A $1 & ' $2

11.24 1.43 2.44 2.54 1.90
. !6.97"

These parameters depend on Q0 and the value of $2 is
fully consistent with expectation.

The second question posed above can now also be
answered quantitatively using Eqs. !6.96" and !6.97". The
dashed curve in Fig. 40 is the component of Eq. !6.96"
which dominates the x dependence of uv

!!x ;Q0" at “large
x.” On the domain

Lx = (x)x ( 0.86* , !6.98"

the dominant component agrees at the level of 20% or
better with the full curve. The extent of this domain
depends weakly on the mass scale MD: it is a little larger
in a model with a smaller value of MD and the disagree-
ment increases to 37% at x=0.76

From Hecht et al. !2001", using leading-order evolu-
tion, the distribution in Fig. 40 is evolved to Q0=2 and

4 GeV. The u-quark moments at the former scale are
presented in Table V and the curve at the latter scale is
presented in Fig. 16.

In Fig. 41 we display a compilation of results for the
valence-u-quark distribution in the pion. The elucida-
tion here explains why only the DSE prediction exhibits
behavior at large x that is consistent with the QCD par-
ton model +Eq. !6.84", first derived by Ezawa !1974" and
Farrar and Jackson !1975". The discussion of Wije-
sooriya et al. !2005" and Sec. III.E shows that one cannot
draw firm conclusions about the large-x behavior of the
pion’s valence-quark distribution function from the
single extant !N Drell-Yan experiment !Conway et al.,
1989". The status of QCD as the strong-interaction piece
of the standard model will seriously be challenged if an
improved experiment, such as that canvassed in Wije-
sooriya et al. !2001", is also incompatible with Eq. !6.84".

Computations of the valence-quark distribution func-
tions in other mesons are underway !Nguyen, 2010;
Nguyen et al., 2010" using the DSE approach that suc-
cessfully predicted the pion’s electromagnetic form fac-
tor !Maris and Tandy, 2000a, 2000b". The impact of the
dressed-quark mass function on the ratio uv

K!x" /uv
!!x" is

shown in Fig. 42. In comparison with the nonpointlike-
pion-regularized NJL result of Shigetani et al. !1993",
one finds that the momentum-dependent mass function
markedly affects the separate behaviors of uv

!!x" and
uv

K!x", especially on the valence-quark domain. How-
ever, the preliminary indication is that it does not mate-
rially affect the ratio, e.g.,

22A novel perspective on the magnitude of a hadron’s gluon
momentum fraction is discussed by Chen et al. !2009a, 2009b"
and Ji !2009".
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E615 π N Drell-Yan 4GeV
Wijesooriya et al.

DSE
NJL
Instanton
Light-front CQM

FIG. 41. !Color online" Compilation of results for the
valence-u-quark distribution in the pion: solid curve, DSE re-
sult !Hecht et al., 2001"; dotted-dashed curve, NJL model !see
Sec. VI.A.6"; short-dashed curve, instanton model !Dorokhov
and Tomio, 2000"; dash-dot-dotted curve, light-front
constituent-quark model !Frederico and Miller, 1994"; squares,
Drell-Yan data presented by Conway et al. !1989"; and long-
dashed curve, reanalysis of that Drell-Yan data described by
Wijesooriya et al. !2005", which is also shown in Fig. 18. All
calculations evolved at leading order to Q0=4.0 GeV using a
four-flavor value of #QCD=0.204 GeV, except that from Wije-
sooriya et al. !2005", which is reported at Q0=5.2 GeV.
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LO “data” 
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Argonne (2005)

A puzzle,   …. until 2010 ...  
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n New fit of E615 data
n NLO, NLL

n sea + gluons: from GRSh – 1999 ☹
n take into account nuclear effects
n Valence PDF: 

					𝑥𝑣𝜋 𝑥 = 𝑁𝑣𝑥𝛼(1 − 𝑥)𝛽(1 + 𝛾𝑥𝛿)

Pion (valence) PDF – reanalysis with NLL resummation (2010)

S. Platchkov Trento - Dilepton workshop 18

We match the resummed cross section to the NLO one by
subtracting the Oð!sÞ expansion of the resummed expres-
sion and adding the full NLO cross section [17].

The fixed-target pion Drell-Yan data [1,2] are in a kine-
matic regime where the partons’ momentum fractions are
relatively large (x * 0:3), and hence the valence quark
contributions strongly dominate. We can therefore only
hope to determine the pion’s valence distribution v" #
u"

þ
v ¼ !d"

þ
v ¼ d"

&
v ¼ !u"

&
v . Following the NLO Glück-

Reya-Schienbein (GRS) analysis [5], we choose the initial
scale Q0 ¼ 0:63 GeV for the evolution and parameterize
the valence distribution function as

xv"ðx;Q2
0Þ ¼ Nvx

!ð1& xÞ#ð1þ $x%Þ; (17)

subject to the constraint
R
1
0 v

"ðx;Q2
0Þdx ¼ 1. Since there is

no sensitivity to the sea quark and gluon distributions, we
adopt them from the GRS analysis, except that we modify
the overall normalization of the sea quark distribution so
that the momentum sum rule

P
i¼q; !qg

R
1
0 dxxfiðxÞ ¼ 1 is

maintained when we determine the valence distribution.
All distributions are then evolved at NLO to the relevant
factorization scale & ¼ Q.

The free parameters in Eq. (17) are determined by a fit to
the pion Drell-Yan data from the Fermilab E615 experi-
ment [1], applying threshold resummation as detailed in
the previous section. The E615 data were obtained by using
a 252 GeV "& beam on a tungsten target. We take into
account the nuclear effects in this heavy target by using
the nuclear parton distribution functions from Ref. [24].
We use data points with lepton pair mass 4:03 GeV ' Q '
8:53 GeV (between the J=" and # resonances) and
0< xF < 0:8. Here, xF is the Feynman variable. In the
near-threshold region, which is addressed by threshold
resummation, we can use lowest-order kinematics to de-
termine the relation between xF and the rapidity ':

xF ¼ x01 & x02 ¼
ffiffiffi
(

p
sinhð'Þ: (18)

Since the E615 data have a nominal overall systematic
error of 16%, we introduce a normalization factor K that
multiplies the theoretical cross section. We find that the
parameter % in (17) is not well-determined, and we hence
fix it to % ¼ 2, a value roughly preferred by the fit. In order
to obtain a better picture of the physical content of our
determined pion valence distribution, we perform fits for
several different values of its total momentum fraction
hxv"i ¼ R

1
0 xv

"ðx;Q2
0Þ. Fixing hxv"imakes one parameter

in Eq. (17) redundant, which we choose to be $. We hence

fit the remaining three free parameters !, #, and K to the
70 data points by using a )2 minimization procedure.
The results are shown in Table I, for four different values

of the total valence quark momentum fraction 2hxv"i. One
observes that fit 3 for which the valence carries 65% of the
pion’s momentum is preferred, with slightly higher or
lower values also well acceptable. Most importantly,
all fits show a clear preference for a falloff much softer
than linear, with fits 2, 3, and 4 having a value of # very
close to 2. This is the central result of our work. The
valence distribution xv" for our best fit 3 is shown in
Fig. 1, evolved to Q ¼ 4 GeV. At this scale it behaves as
ð1& xÞ2:34. Valence distributions obtained from previous
NLO analyses [4,5], which have a roughly linear behavior
at high x, and from calculations using Dyson-Schwinger
equations [8], for which v" ( ð1& xÞ2:4, are also shown.
We note that for all our fits the factors K lie well within the
normalization uncertainty of the data.
In Fig. 2, we compare the resummed Drell-Yan cross

section obtained for fit 3 to some of the E615 data. We have
chosen the factorization and renormalization scale& ¼ Q.
As one can see from the figure and from Table I, the data
are very well described. This also holds true for the CERN
NA10 [2] Drell-Yan data, which were not included in our
fit and to which we compare in Fig. 3. We also show
the results obtained for our fit 3 when using only NLO
(i.e., unresummed) partonic cross sections in the calcula-
tion. As seen in Fig. 2, these fall off too rapidly at large xF.

TABLE I. Results for our NLL threshold-resummed fits to the Fermilab E615 Drell-Yan
data [1].

Fit 2hxv"i ! # $ K )2 (no. of points)

1 0.55 0:15) 0:04 1:75) 0:04 89.4 0:999) 0:011 82.8 (70)

2 0.60 0:44) 0:07 1:93) 0:03 25.5 0:968) 0:011 80.9 (70)

3 0.65 0:70) 0:07 2:03) 0:06 13.8 0:919) 0:009 80.1 (70)

4 0.7 1:06) 0:05 2:12) 0:06 6.7 0:868) 0:009 81.0 (70)

FIG. 1 (color online). The pionic valence (v") distribution
obtained from our fit 3 to the E615 Drell-Yan data at Q ¼
4 GeV, compared to the NLO parameterizations of [4] Sutton-
Martin-Roberts-Stirling (SMRS) and [5] (GRS) and to the dis-
tribution obtained from Dyson-Schwinger equations [8].

PRL 105, 252003 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending

17 DECEMBER 2010

252003-3

Aicher, Schäfer and Vogelsang, PRL 105, 252003 (2010).

Falloff  at Q = 4 GeV: 	𝛽 = 2.34	
Agreement with pQCD, DSE

GRS

SMRS

DSE

NLO + NLL fit 

NLL : makes the valence distribution softer at 
high x; OK vs DSE 

“Our results overall demonstrate that threshold resummation effects will 
be important in the analysis of future COMPASS data.” 
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(Some of the) recent calculations of the pion PDF
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the “convergence” of the LO and NLO results in the sense
of Refs. [90,96,102,103], as an indication that the issue of
applicability of perturbative evolution equations down to
the low scales in Eqs. (2) and (3) is not the dominant source
of theoretical uncertainty in our approach.
In Fig. 3(b) the LFCM results at LO are compared with

the LO parametrizations of Refs. [96,97] and the calcu-
lation using Dyson-Schwinger equations of Ref. [98]. In
Fig. 3(c) we compare our NLO results with the NLO
phenomenological fits of Refs. [90,91,96] and the results
from the recent analysis of Ref. [99]. The evolution effects
are important, and change the shape of the distribution by
leading to the convex-up behavior near x ¼ 1, typical of the
renormalization group equations which populate the sea-
quark distribution at small x at the expense of the large-x
valence-quark contribution. In particular, the LFCM results
are in good agreement with the recent analysis of Ref. [99]
and the calculation [98] showing a falloff at large x much
softer than the linear behavior obtained from the other
analysis.
We remark that there is a recent extraction [100] of the

pion PDF in the valence region obtained from an updated
NLO analysis of the Fermilab pion DY data. These results
are consistent with the parametrization of Ref. [90] in the
valence-x region and therefore we do not show them
explicitly in Fig. 3(c). In summary, we observe that the
partonic description of the pion works with the same level
of accuracy observed for the LFCM of the nucleon [62].

D. Results for the Boer-Mulders function
at low initial scale

Having convinced ourselves that the pion LFCM
provides a reasonable description of the unpolarized
TMD, we now focus on what this approach predicts for
the Boer-Mulders function.
The overall normalization of the Boer-Mulders function

contains (in leading order of the Wilson line expansion) the

parameter g2 in Eqs. (28), (29) and (31). At first glance it
may appear natural to associate g2 with the strong coupling
at the low initial scale, αðμ20Þ ¼ g2=ð4πÞ, and eventually we
shall do this. But it is worth discussing this choice in some
more detail, because in a nonperturbative calculation this is
a nontrivial step which should be done with care. The
expansion of the Wilson line is certainly appropriate for
demonstrating “matters of principle” such as the existence
of T-odd TMDs in QCD [35,36]. But it is a priori not clear
whether this approach provides an adequate description of
nonperturbative hadronic physics. From this point of view,
one could consider the one-gluon-exchange approximation
as an effective description. Besides the pioneering efforts of
Ref. [71], nothing is known about effects from the Wilson
line beyond one-gluon exchange. One could therefore
understand g2 as a free parameter and choose its value
to “effectively” account for higher order effects, which
would be understood as part of the model. For instance, the
value of g2 could be adjusted to reproduce data. While in
principle perfectly legitimate, we feel that here this would
be an impractical procedure.
In the context of the pion Boer-Mulders function not

much data are available, and at the present state of the art
the analysis of that data bears uncertainties which are
difficult to control. We therefore prefer not to introduce a
free parameter at this point. Instead we fix αðμ20;NLOÞ ¼
g2=ð4πÞ in Eq. (3). One could have also chosen to
reproduce the LO value αðμ20;LOÞ in Eq. (2). However,
the choice of NLO value αðμ20;NLOÞ is preferable over the
LO value αðμ20;LOÞ for two reasons. First, the NLO value
can be associated with higher stability from the perspective
of perturbative convergence [53,87–89], and may be
interpreted as effectively considering higher order effects
in the above explained sense. Second, a smaller value of
αðμ20;NLOÞ helps to better comply with positivity constraints
(see below). However, let us stress that fixing the value of
g2 in the overall normalization of the Boer-Mulders
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FIG. 3. (a) xfuv1;πðxÞ as function of x. Solid line: at initial scale of the model. Dotted line: LO evolved to 25 GeV2. Dashed line: NLO
evolved to 25 GeV2. (b) xfuv1;πðxÞ as function of x after LO evolution to Q2 ¼ 25 GeV2 in comparison to the LO parametrizations from
[97] (dashed curve) and [96] (dotted curve), and the calculation of [98] (long-dashed curve). (c) xfuv1;πðxÞ as function of x after NLO
evolution toQ2 ¼ 25 GeV2 in comparison to the NLO parametrizations from [99] (long-dashed curve), [91] (dashed curve) and [90,96]
(dotted curve).
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TABLE I. Illustrative selection of DSE results [6,19,20,26]
obtained with the RL kernel employed herein compared with
experimental values [29]. (Dimensioned quantities are listed in GeV
or fm2, as appropriate.)

mπ fπ mK fK r2
π r2

K+ gπγ γ r2
πγ γ

Expt. 0.138 0.092 0.496 0.113 0.44 0.34 0.5 0.42
Calc. 0.138 0.092 0.497 0.110 0.45 0.38 0.5 0.41

n = 0 − 3. The domain of ℓ2 over which the quark propagators
are needed in this application is larger than what is available
from previous solutions of the quark DSE. We therefore adopt
a constituent mass pole approximation for the denominator
of the spectator quark propagator [18]. Constituent spectator
masses (Mu,Ms) = (0.4, 0.55) GeV permit a minimal adjust-
ment to establish the normalization ⟨x0⟩. We compared the
approximation $n(ℓ; x) ≈ nµ∂S−1(ℓ)/∂ℓµ δ(ℓ · n − xP · n)
with the bare vertex truncation and found that no distribution
moment changed by more than 3%. This approximation
becomes exact in the limit of an infrared dominant RL kernel
[30].

In Fig. 2 we display our DSE result [31] for the valence u-
quark distribution evolved to Q2 = (5.2 GeV)2 in comparison
with πN Drell-Yan data [3] at a scale Q2 ∼ (4.05 GeV)2

obtained via a LO analysis. Our distribution at the model scale
Q0 is evolved using leading-order DGLAP. The model scale
is fixed to Q0 = 0.57 GeV by matching the xn moments for
n = 1, 2, 3 to the experimental analysis given at (2 GeV)2 [34].
Our momentum sum rule result ⟨x⟩u+d = 0.74 (pion), ⟨x⟩u+s =
0.76 (kaon) at Q0 shows clearly the implicit inclusion of gluons
as a dynamical entity in a true covariant bound-state approach.
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DSE-BSA, this work  27 GeV2

E615 πN Drell-Yan 16.4 GeV2

Expt NLO analysis 27 GeV2

DSE (Hecht et al.) 27 GeV2

Aicher et al. 27 GeV2

FIG. 2. (Color online) Pion valence quark distribution function
evolved to (5.2 GeV)2. Solid curve: full DSE calculation [31];
dot-dashed curve: semi-phenomenological DSE-based calculation in
Ref. [18]; filled circles: experimental data from Ref. [3], at scale
(4.05 GeV)2; dashed curve: NLO reanalysis of the experimental
data [32]; and dot-dot-dashed curve: NLO reanalysis of experimental
data with inclusion of soft-gluon resummation [33].

Only a point-meson BS amplitude can produce a value of 1.0
for the momentum sum rule at Q0 [8].

In Fig. 2 we also show the result from the first DSE study
[18], which employed phenomenological parametrizations of
the nonperturbative elements. Our present calculation lies
marginally closer to the Drell-Yan data in Ref. [3] at high
x. However, this is not significant because both DSE results
agree with pQCD; viz., u(x) ∼ (1 − x)α with α >∼ 2 and
growing with increasing scale, which is not true of the reported
Drell-Yan data.

Motivated by this, a NLO reanalysis of the data was per-
formed [32]; and we also show that result at Q2 = (5.2 GeV)2

in Fig. 2. It does clearly reduce the extracted PDF at high
x but not enough to resolve the data’s apparent discrepancy
with pQCD behavior, which is discussed at length in Ref. [5].
The DSE exponents are 2.4 at model scale Q0 = 0.54 GeV
in Ref. [18], and 2.1 at scale Q0 = 0.57 GeV for the present
study. DSE analyses do not allow much room for a larger
PDF at high x. A resolution of the conflict between data
and well-constrained theory has recently been proposed: a
reanalysis of the original data at NLO with a resummation
of soft gluon processes [33] produces a PDF whose behavior
for x > 0.4 is essentially identical to that of the earlier DSE
calculation [18], as is apparent in Fig. 2.

In Fig. 3 we display the first nine moments of our result for
uπ (x) at scale Q2 = (5.2 GeV)2 in comparison with the earlier
DSE result from Ref. [18] and the NLO reanalysis [32] of the
original E615 data, all plotted as a percent deviation from the
moments of the most recent analysis in Ref. [33]. Considering
that the high moments are small, e.g., ⟨x9⟩ ∼ 0.003, the two
DSE results are both equally well in accord with the recent
analysis.

The ratio uK/uπ measures the local hadronic environment.
In the kaon, the u quark has a heavier partner than in the pion,
and this should cause u(x) to peak at lower x in the kaon. Our
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FIG. 3. (Color online) Moments of the pion’s valence u(x) at
scale (5.2 GeV)2, shown as a percent deviation from the recent
(ASV) reanalysis [33] (NLO, with soft gluon resummation) of the
1989 E615 πN Drell-Yan data [3]. Filled circles: present full DSE
calculation [31]; filled squares: semi-phenomenological DSE-based
calculation [18]; and filled diamonds: reanalysis (NLO, without soft
gluon resummation) of the same Drell-Yan data [32].
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TABLE I. Illustrative selection of DSE results [6,19,20,26]
obtained with the RL kernel employed herein compared with
experimental values [29]. (Dimensioned quantities are listed in GeV
or fm2, as appropriate.)

mπ fπ mK fK r2
π r2

K+ gπγ γ r2
πγ γ

Expt. 0.138 0.092 0.496 0.113 0.44 0.34 0.5 0.42
Calc. 0.138 0.092 0.497 0.110 0.45 0.38 0.5 0.41

n = 0 − 3. The domain of ℓ2 over which the quark propagators
are needed in this application is larger than what is available
from previous solutions of the quark DSE. We therefore adopt
a constituent mass pole approximation for the denominator
of the spectator quark propagator [18]. Constituent spectator
masses (Mu,Ms) = (0.4, 0.55) GeV permit a minimal adjust-
ment to establish the normalization ⟨x0⟩. We compared the
approximation $n(ℓ; x) ≈ nµ∂S−1(ℓ)/∂ℓµ δ(ℓ · n − xP · n)
with the bare vertex truncation and found that no distribution
moment changed by more than 3%. This approximation
becomes exact in the limit of an infrared dominant RL kernel
[30].

In Fig. 2 we display our DSE result [31] for the valence u-
quark distribution evolved to Q2 = (5.2 GeV)2 in comparison
with πN Drell-Yan data [3] at a scale Q2 ∼ (4.05 GeV)2

obtained via a LO analysis. Our distribution at the model scale
Q0 is evolved using leading-order DGLAP. The model scale
is fixed to Q0 = 0.57 GeV by matching the xn moments for
n = 1, 2, 3 to the experimental analysis given at (2 GeV)2 [34].
Our momentum sum rule result ⟨x⟩u+d = 0.74 (pion), ⟨x⟩u+s =
0.76 (kaon) at Q0 shows clearly the implicit inclusion of gluons
as a dynamical entity in a true covariant bound-state approach.
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FIG. 2. (Color online) Pion valence quark distribution function
evolved to (5.2 GeV)2. Solid curve: full DSE calculation [31];
dot-dashed curve: semi-phenomenological DSE-based calculation in
Ref. [18]; filled circles: experimental data from Ref. [3], at scale
(4.05 GeV)2; dashed curve: NLO reanalysis of the experimental
data [32]; and dot-dot-dashed curve: NLO reanalysis of experimental
data with inclusion of soft-gluon resummation [33].

Only a point-meson BS amplitude can produce a value of 1.0
for the momentum sum rule at Q0 [8].

In Fig. 2 we also show the result from the first DSE study
[18], which employed phenomenological parametrizations of
the nonperturbative elements. Our present calculation lies
marginally closer to the Drell-Yan data in Ref. [3] at high
x. However, this is not significant because both DSE results
agree with pQCD; viz., u(x) ∼ (1 − x)α with α >∼ 2 and
growing with increasing scale, which is not true of the reported
Drell-Yan data.

Motivated by this, a NLO reanalysis of the data was per-
formed [32]; and we also show that result at Q2 = (5.2 GeV)2

in Fig. 2. It does clearly reduce the extracted PDF at high
x but not enough to resolve the data’s apparent discrepancy
with pQCD behavior, which is discussed at length in Ref. [5].
The DSE exponents are 2.4 at model scale Q0 = 0.54 GeV
in Ref. [18], and 2.1 at scale Q0 = 0.57 GeV for the present
study. DSE analyses do not allow much room for a larger
PDF at high x. A resolution of the conflict between data
and well-constrained theory has recently been proposed: a
reanalysis of the original data at NLO with a resummation
of soft gluon processes [33] produces a PDF whose behavior
for x > 0.4 is essentially identical to that of the earlier DSE
calculation [18], as is apparent in Fig. 2.

In Fig. 3 we display the first nine moments of our result for
uπ (x) at scale Q2 = (5.2 GeV)2 in comparison with the earlier
DSE result from Ref. [18] and the NLO reanalysis [32] of the
original E615 data, all plotted as a percent deviation from the
moments of the most recent analysis in Ref. [33]. Considering
that the high moments are small, e.g., ⟨x9⟩ ∼ 0.003, the two
DSE results are both equally well in accord with the recent
analysis.

The ratio uK/uπ measures the local hadronic environment.
In the kaon, the u quark has a heavier partner than in the pion,
and this should cause u(x) to peak at lower x in the kaon. Our
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FIG. 3. (Color online) Moments of the pion’s valence u(x) at
scale (5.2 GeV)2, shown as a percent deviation from the recent
(ASV) reanalysis [33] (NLO, with soft gluon resummation) of the
1989 E615 πN Drell-Yan data [3]. Filled circles: present full DSE
calculation [31]; filled squares: semi-phenomenological DSE-based
calculation [18]; and filled diamonds: reanalysis (NLO, without soft
gluon resummation) of the same Drell-Yan data [32].
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u E615 data re-analysis
n NLO : Wijesoorija, Reimer, Holt, 2005 
n NLO + NLL : Aicher, Shaffer, Voglesang, 2010

u Model calculations
n DSE : Nguyen et al., 2011, Chen et al., 2016
n LFCM : Pasquini et al., 2014
n NLChQM: Nam, 2012

New, higher statistics data from COMPASS ! 
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What do we know about the pion sea?
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NA3 experiment at CERN (1983)

u NA3 experiment : 150, 200, 200 GeV
n Target : 195Pt

u Analysis  (LO) 
n Assume SU(2) and SU(3) symmetry
n Nucleon PDF: from CDHS (1979)

S. Platchkov Trento - Dilepton workshop 21
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for the shape of the valence structure function, the 
measured cross sections exceeding the predictions of 
the simple Drell-Yan model by an overall normal- 
ization factor K=2.3_+0.4. We are then confident 
that we can use the Drell-Yan formula, assuming 
factorization and constant K factor, to extract the 
shape of the rc structure functions from our ~ data. 

can be eliminated by a cut on cos0*: Icos0*l<0.5. 
This selection eliminates a small fraction of events 
since the acceptance for Icos 0"1 >0.5 is rather small. 

Finally, we eliminate the (Xl,X2) regions where 
the acceptance is smaller than 3 %. Having applied 
all these cuts, the number of dimuon events at dif- 
ferent energies and for different incident particles are 
given in Table 1. 

1. Experimental Data 

Our experimental set up at the CERN SPS has been 
described previously [-6]. The muon pairs are pro- 
duced in a 6 cm platinum target placed 40 cm up- 
stream of the 1.5 m hadron absorber. The muons are 
analysed by our multiwire proportional  chamber 
magnet spectrometer. The K -  and p in the negative 
beam are identified by differential Cerenkov coun- 
ters (Cedar). For the positive beam, the 7c +, p, K § 
separation is performed by Cedar and threshold 
Cerenkov counters. The relative rc+/rc - luminosity is 
monitored by the J/O events collected simul- 
taneously with the dimuon continuum. The J/O pro- 
duction cross section by ~z + and re- beams on a 
platinum target were measured to be equal within 
_+ 1%. The ~z+/~z - relative luminosity is thus known 
to _+2%. 

2. Selection of Events 

The resolution on the dimuon mass being about 4 %, 
we select events with mass in the range 4.2 to 
8.5GeV/c 2 to exclude the resonances region 
(Jill/, tp', T). In order to eliminate events produced by 
secondary interactions in the platinum target and 
since this background is small at x F > 0  but rapidly 
increasing at negative x >  we perform a second selec- 
tion xv>  -0 .1 .  Another source of background is due 
to J/tp events produced in the hydrogen target and 
wrongly reconstructed in the platinum target with 
a mass larger than 4 GeV/c 2. This contamination 
comes essentially from asymetrical dimuons which 

Tablel .  Number  of dimuon events collected at 150, 200 and 
280GeV on the 6cm Pt target in the mass interval 4.2 to 
8.5 GeV/c 2 

P~,~ Particle No. events Luminosity (cm 2) 

150 GeV/c ~ -  15,768 5.0 +0.7.1038 

200 GeV/c ~ - 4,961 11.4-+ 1.3.10 
r~ + 1,767 8.8 -+ 1.0- 1037 
p 1,048 11.9 + 1.5- i03v 

280 GeV/c r~ 11.559 2.8 -+0.3.1038 

3. Method of Analysis 

3.1. The Quark Annihilation Model 

The muon pair momentum p* and the invariant 
mass M~u determine the kinematical variables of the 
annihilating ~/q pair: 

2P* 2 -- Muu-x1x2s X=x1-x2 = ]~ 

where Xl and x 2 are the fractional momenta  of the 
quark in the beam and target particle respectively, 
neglecting the transverse momenta  of the quarks. 
This approximation introduces an error on x 1 and 
x z of the order of 1%, which is much smaller than 
experimental errors. In the Drell-Yan model, the 
differential cross-section is given by: 

d 2 ~7 o- o 
dx 1 dx 2 3 x 1 x 2 

.~. Q{ if/hi(x1) h~ h~ h 2 f /  (x2)+f~  (xl)f~ (x2)] (~) 
 9 X 1 X 2 

where the sum is over different quark flavours; 
fih(x), fib(x) are the quark and antiquark structure 
functions of flavor i in the hadron h; Qi is the quark 
charge, and a 0 = (4 rc :t2)/3 s. 

The re-(~+) structure function contains a valence 
part:  

v ( x O = u v  ( x O - d ' a  ( x l ) = u v  ( x l ) = d ~  (xt)  

and a sea part S~(xl) identical for ~z + and ~z and 
assumed SU 3 symetric: 

s ~ (x) = ~;~ (x) = u~ (x) = d~ (x) = d; ~ ix) = s; ~ (~) = ~ (x). 

The nucleon has also a valence part uP(x2)(=d"(x2)), 
dP(xa)(=u"(x2)) and a sea part SP(x2)(~sn(x2)) tak- 
en SU2 symetric with the assumption [9] 

= ~ Us (x ) -  ~ af (x). 

It is easily seen that by isospin invariance, the va- 
lence-sea, sea-valence and sea-sea terms are the 
same for ~z + and i t -  nucleon interactions. On the 
other hand, the valence valence terms are different 

J. Badier et al.: Experimental Determination of the ~z Meson Structure Functions 285 

x 

1.2C 

0.90 

0.60 

0 ,30  

a) 

I II I I 
0.2 0.4 0.6 O.B 

X I 

~ z  

2.00 

1.50 

1,00 

0.50 

b) 

I t 
0.2 0.~ 

Xz 

I 

0.6 

Fig. 1. a ~-  200 GeV data. The data points represent F=(x,) as defined by (2) using nucleon structure functions from CDHS fit. Dashed 
curve represents the valence structure function of the pion obtained from our fit. Solid curve represent the (valence+sea) pion structure 
function as defined by (2). b The data points represent F=(x2) as defined by (3). Dashed curve represent the valence part of the nucleon 
structure function 1.6u(xz)+2.4d(x2) for ~r-. Solid curve represent the (valence+sea) nucleon structure function as defined by (3). The 
curves have been scaled up by a factor K--2.3 

T a b l e  4. Result of the fit of the pion vatence structure function with the 150 GeV and 280 GeV n -  
data at (Mu2,)=25 GeV 2. The ~z sea. and nucleon valence and sea structure functions are imposed 

a Correlation Systematical errors 
coefficients 

pion sea proton sea acceptance 

~z- - 150 GeV/c c~ = 0.41 0.05 
4.2 __< M~, __< 6.2 GeV /3~=0.92 0.04 0.90 

- - 280 GeV c~ ~ = 0.41 0.05 
4.2<M,,_-<5.8 GeV /3"=1.01 0.08 0.87 

-7-0.03 T0.0I - 
-7-0.01 -0.01 _+0.02 

_+0.02 +0.01 _+0.01 
-T- 0.03 - 0.02 _+ 0.07 

the  p a r a m e t e r s  of  the  d i f ferent  sources  of  sy s t ema t i -  
cal  e r ro rs  a re  t he  fo l l owing :  

- N u c l e o n  sea  s t r u c t u r e  f u n c t i o n :  C F S  c o l l a b o -  
r a t i o n  [12]  d e t e r m i n e d  a n o n  S U2  s y m e t r i c  n u c l e o n  
sea s t r u c t u r e  f u n c t i o n  (~4:2t). U s i n g  this  resul t ,  we  
o b s e r v e  a v a r i a t i o n  on  7 ~ only.  A7 ~ =  - 0 . 3 .  
- E r r o r  o n  re l a t ive  l uminos i t i e s  ~ -  a n d  ~z +" a var i -  
a t i o n  o f  + _ 2 ~  on  the  l uminos i t i e s  r a t io  g ive  the  
f o l l o w i n g  v a r i a t i o n  on  the  p a r a m e t e r s :  

A c ~ =  _+0.03 A/?~= + 0 . 0 2  A ~ =  _+0.7 A ~ g ~ ) =  _+0.04 

F i g u r e  l a  and  b s h o w  the  d i s t r i b u t i o n  F~(xj) Eq.  (2) 
a n d  Fu(x2) Eq.  (3) w h i c h  v i sua l i se  the  p i o n  a n d  
n u c l e o n  s t ruc tu re  f u n c t i o n  respec t ive ly .  

W e  o b t a i n  K = 2 . 3 + 0 . 5 .  T h e  q u o t e d  e r ro r  in-  
c ludes  a r e l a t ive  e r ro r  o f  20 ~ c o r r e s p o n d i n g  to  the  
u n c e r t a i n t y  o f  the  ~z v a l e n c e  s t r u c t u r e  f u n c t i o n  (spe- 

c ia l ly  on  c~); u n c e r t a i n t y  o f  12~o on  the  l u m i n o s i t y ;  
a n d  an  e r ro r  o f  4 ~o on  the  accep tance .  

4.3. 150 GeV and 280 GeV Data 

A m o r e  de t a i l ed  analys is  o f  the  v a l e n c e  s t ruc tu re  
f u n c t i o n  o f  the  p i o n  can  be  d o n e  us ing  o u r  h igh  
s ta t is t ics  d a t a  at  150 and  280 G e V / c .  S ince  we  h a v e  
no  7c + d a t a  a t  these  energies ,  we  c a n n o t  d e t e r m i n e  
the  p i o n  sea and  we  use the  v a l u e  o b t a i n e d  at  
200 GeV.  

In  o r d e r  to  c o m p a r e  the  t w o  samples  of  d a t a  at  
t he  s a m e  a v e r a g e  mass  s q u a r e d :  2 _ (Muu)  - 25 G e V  2, 
we a p p l i e d  a mass  cu t  4 .2<Muu<6.2GeV on  the  
150 G e V  d a t a  a n d  a mass  cu t  4.2 =< M , ,  < 5.8 G e V  on  
the  280 G e V  data.  In  this  analysis ,  we a lso  used  Q2 
d e p e n d a n t  n u c l e o n  s t ruc tu re  func t ions .  T h e  resul t  o f  
the  fit is g iven  in T a b l e 4 .  T h e  m a i n  sources  o f  

Val

Badier et al., Z. Phys. C18, 281 (1983).

E = 200 GeV
Val + Sea

The only available today valence/sea separation

π− : 4961 ev
π+ : 1767 ev
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Valence sea separation in the pion

u Two linear combinations : 
n assume SU(2) and charge invariance
n Sea : no valence-valence terms
n Valence: only valence-valence term

u Study the ratio: 𝑅E/G =
HIJKLM

HNKO
LM , 

u Experimental requirements :
n Need π– and π+ beams
n High energy - > low x 

S. Platchkov Trento - Dilepton workshop 22

Londergan, Liu and Thomas, PL B361, 110 (1995).   
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Fig. 3. Sea/valence ratio R,/,, using the same notation as that in 
Fig. 2. Nucleon distributions are the CTEQ(3M) distributions of 
Ref. [ 141. 

clean structure functions, rather than the HMRS(B) 
structure functions of Fig. 2. Although there are some 
minor quantitative differences between Figs. 2 and 3, 
it is clearly straightforward to differentiate experimen- 

tally between the various pion sea distributions. In both 
Figs. 2 and 3, the quantity R,/, allows one to extract 
the pion sea distribution, and R,/, is extremely sensi- 
tive to the fraction of the pion momentum carried by 
the sea. 

The Drell-Yan ratio given in Eq. (4) was derived 
assuming charge symmetry for the nucleon and pion 
structure functions. In a recent paper [ 81 we estimated 
charge symmetry violation [CSV] for both nucleon 
and pion (see also Ref. [ 151) and found that the “mi- 
nority” CSV term Sd was surprisingly large. If we in- 
clude CSV terms, then to lowest order in charge sym- 
metry violation the sea/valence ratio R,/, will acquire 
additional terms 

4 
SR,,, = - 

ad,(x) - c%,(x) 
3 [ d,(x) + u,(x) I 

[ 

&J(n) + $d,(x) - r;(G) 
d,(x) + n,,(x) 1 - 6&,(x,) [843x) - $1 , (3 

where we define the charge symmetry violating terms 
for the nucleon and pion, 

ad,(x) E d:(x) - u;(x), 

h,(x) = u:(x) -d;(x), 

S&(x) E q’(x) -q-(x). (6) 

In Fig. 3 we have already included the CSV contribu- 
tions to R,p,. In Fig. 4, we show the CSV contribu- 
tions 6R,,, for T - D Drell-Yan processes, assuming 
various values for the momentum fraction carried by 
the pion sea. Comparing Fig. 4 with Fig. 3 shows that, 
for reasonably small values of xlrr charge symmetry 
violation makes a quite a small contribution - of the 
order of l-2% percent of R,/, . This relative contribu- 
tion grows with increasing x,, so that for xv M 0.5 the 
contribution is of the order of 10%. Clearly, it should 
be possible to extract the pion sea from such measure- 
ments even in the presence of charge symmetry vio- 
lating amplitudes for both nucleon and pion. Finally, 
the magnitude of the CSV contributions depends very 
weakly on the fraction of the pion momentum carried 
by the sea. 

These results should hold for Drell-Yan processes 
induced by & and rr- on any isoscalar target, such 
as 12C or t60. Furthermore, EMC effects (shifts in the 

20% sea

5% sea

Σsea
πD = 4σ π +D −σ π −D

Σval
πD = −σ π +D +σ π −D

Measurement only possible at CERN -☞ talks by C. Quintans and V. Andrieux
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Pion PDF at low x via DIS at HERA  

u Idea: scattering from the pion cloud  (Sullivan, 1972): 
n Pion cloud: the proton is a bare proton plus other states: 

∣p> = a∣p> + b∣nπ+> + c∣pπ0> + .... 

u HERA (Zeus and H1) 
n the proton fluctuates into a nπ+ state
n H1: study the process: ep → e′nX 
n Detect leading neutrons

S. Platchkov Trento - Dilepton workshop 23
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Pion PDFs at low x via DIS at HERA
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u Main findings:

n the shape of the pion sea is quite similar 
to the one of the nucleon (solid curve)

n magnitude of the sea: ~about 1/3
instead of expected 2/3.

n Large uncertainties on the estimate of the “pion flux” 

398 Eur. Phys. J. C (2010) 68: 381–399

Fig. 8 The semi-inclusive structure function F
LN(3)
2 , for neutrons

with pT < 0.2 GeV, divided by the pion flux Γπ integrated over t at
the central value xL = 0.73, shown as a function of Q2 in bins of β .
The pion flux is defined in (7). The data are compared to two differ-
ent parameterisations of the pion structure function F π

2 [48, 49] and to
the H1PDF2009 parameterisation of the proton structure function [32],
which has been scaled by 2/3

different from the one used here. Within the normalisation
uncertainties, the H1 and ZEUS results agree.

5 Summary

The cross section for leading neutron production in deep-
inelastic positron-proton scattering dσ/dxL and the semi-
inclusive structure function F

LN(3)
2 (Q2, x, xL) are mea-

sured in the kinematic region 6 < Q2 < 100 GeV2,
1.5 · 10−4 < x < 3 · 10−2, 0.32 < xL < 0.95 and pT <

0.2 GeV. The present measurements have experimental un-
certainties of 10 to 15%.

The measurements are well described by a Monte Carlo
simulation including neutron production in fragmentation
and neutrons produced from π+ exchange, as predicted by
the DJANGO and RAPGAP programs respectively. At large
xL ! 0.7 the π+-exchange process dominates.

Within the measured kinematic range, the semi-inclusive
structure function F

LN(3)
2 and the inclusive structure func-

tion F2 have similar (Q2, x) behaviour, which is consistent
with the hypothesis of limiting fragmentation. The depen-
dence of F

LN(3)
2 on the variable β is similar for all xL bins,

in accordance with the expectation from proton vertex fac-
torisation. The scaling violations observed in F

LN(3)
2 are

Fig. 9 The semi-inclusive
structure function F

LN(3)
2 , for

neutrons with pT < 0.2 GeV,
divided by the pion flux Γπ

integrated over t at the central
value xL = 0.73, shown as a
function of β in bins of Q2. The
pion flux is defined in (7). The
data are compared to two
different parameterisations of
the pion structure function
F π

2 [48, 49] and to the
H1PDF2009 parameterisation of
the proton structure function
[32], which has been scaled by
2/3. The contribution of
neutrons from fragmentation, as
predicted by DJANGO and
scaled by a factor 1.2, as
described in Sect. 3.4, is
indicated

Aaron et al., Eur. Phys. J. C68, 381 (2010) 
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Pion PDF at high x (DIS on the pion at JLAB)

u JLAB experiment (Tagged DIS, 2015)
n use the pion cloud model to study the pion PDF (p and d targets)
n detect leading protons

n study π PDF at high x; 
n normalize flux to to the DY data 

S. Platchkov Compass CM, Apr.6, 2017 26

the E866 result on d̄(x) � ū(x) at Q2 = 54 GeV2/c2. The surprisingly large asymmetry138

between d̄ and ū is observed over a broad range of x. The E866 data provide a direct139

evaluation of the d�u integral, namely,
R
1

0

(d̄(x)ū(x))dx = 0.118±0.012, which is in good140

agreement with the NMC result shown in Eq. 2. The observation of ū, d̄ flavor asymmetry141

has inspired many theoretical works regarding the origin of this asymmetry. Perturbative142

QCD, in which the qq̄ sea is generated from the g ! qq̄ splitting, has di�culties explaining143

such an asymmetry. The small d, u mass di↵erence (actually, m
d

> m
u

) of 2 to 4 MeV144

compared to the nucleon confinement scale of 200 MeV does not permit any appreciable145

di↵erence in their relative production by gluons.146

Regardless, one observes a surplus of d̄ which is the heavier of the two species. Field147

and Feynman long time ago speculated that the g ! uū process would be suppressed148

relative to g ! dd̄ due to a Pauli-blocking e↵ect arising from the presence of two u-149

quarks as compared to a single d-quark in proton. The consequences of Pauli-blocking150

have, however, been shown to be small [15]. Thus, another, presumably non-perturbative,151

mechanism must account for the large measured d̄, ū asymmetry. Many of the non-152

perturbative approaches to explain the d̄, ū asymmetry involve the use of isovector mesons153

(particularly the pion). Recent reviews [16, 17, 18] have extensive discussions on various154

theoretical models. In the meson-cloud model, the virtual pion is emitted by the proton155

and the intermediate state is pion + baryon. More specifically, the proton is taken to be a156

linear combination of a “bare” proton plus pion-nucleon and pion-delta states, as below,157

|p > !
p
1� a� b|p

0

> +
p
a(�

s
1

3
|p

0

⇡0 > +

s
2

3
|n

0

⇡+ >)

+
p
b(

s
1

2
|�+

0

⇡� > �
s
1

3
|�+

0

⇡0 > +

s
1

6
|�0

0

⇡+ >) (3)

The subscript zeros on the virtual baryon states indicate that they are assumed to have158

symmetric seas, so the asymmetry in the antiquarks must be largely generated from the159

pion valence distribution. The coe�cients a and b are the fractions of the ⇡N and ⇡�160

configurations, respectively, in the proton. These fractions can be calculated using the161

⇡NN and ⇡N� couplings, and form factors may be obtained from experiment. The162

asymmetry in the proton sea then arises because of the dominance of ⇡+ among the163

virtual configurations. Figure 2 shows that the pion-cloud model can reproduce the x-164

dependence of the d̄ū distribution very well. The success of the meson-cloud model in165

explaining the d̄, ū asymmetry suggests that a direct measurement of the meson cloud166

in DIS, such as that proposed here, is feasible. The idea is that the meson cloud in the167

nucleon could be considered as a virtual target to be probed by various hard processes,168

including DIS.169

We here propose to measure the semi-inclusive reactions H(e, e
0
p)X and D(e, e

0
pp)X170

in the deep inelastic regime of 8 < W 2 < 18 GeV2, 1 < Q2 < 3 GeV2, and 0.05 < x < 0.2,171

for very low proton momenta in the range 60 MeV/c up to 400 MeV/c. The key to172

this experimental technique is to measure the low-energy outgoing ”recoil” proton in173

coincidence with a deeply inelastically scattered electron from the hydrogen target. In the174

deuterium case, an additional low energy spectator proton will be identified at backward175

angle to identify the neutron target. The inclusive electron kinematics determine that176

7

of the current knowledge of the pion structure function in the valence region is obtained1198

primarily from pionic Drell-Yan scattering [23]-[25].1199

Figure 38: Projected pion structure function results. Also shown are the results from the
pionic Drell-Yan experiment E615, the GRV-P parametrization and a Dyson-Schwinger
equation based calculation from Ref. [26]. The projected points are shown along a curve
which is 0.75⇥DSE, in order to demonstrate the potential for shape discrimination.

Fig 38 shows the projected pion structure function that can be extracted from this1200

experiment. A 5% systematic uncertainty in the pion flux is assumed (to be achieved by1201

comparing to pionic Drell-Yan data at x
⇡

= 0.5), and a total systematic uncertainty of1202

8.4% is used. The projected results are shown along with the existing pionic Drell-Yan1203

data from E615 and the GRV-p parametrization of the pion structure function, and a1204

calculation based on the Dyson-Schwinger equation [26]. There are several theoretical1205

calculations of the pion structure in the valence region, however they tend to disagree1206

with each other – underscoring that it is essential to measure the pion structure function1207

over a wide range of x.1208

As can be seen in Fig. 38, the proposed data nicely complement the Drell-Yan data1209

and will fill in the heretofore unprobed moderate x range. Moreover and importantly,1210

measurements of pion parton distributions using the Drell-Yan process are limited to1211

charged pions, while the proposed experiment will also include the neutral pion and1212

provide a check of the validity of isospin symmetry and any dynamical e↵ects that di↵er1213

between neutral and charged pions.1214
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Pion cloud idea used for JLab and EIC measurements -☞ talk by R. Yoshida
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Extraction of the pion gluon distribution
(1983 – 1995)

Three possible methods for extracting gπ(x): 
- Prompt photon production  
- Leading π+/π− comparison in high-pT jets 
- Using J/𝜓 production 

S. Platchkov Trento - Dilepton workshop 27
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reactions via gluon-gluon fusion using a leading or- 
der QCD formalism. In fig. 3 the direct photon result 
is compared with determinations from J / ~  [ 16,4 ] at 
Q2 = 10 GeV2; the gluon distribution of the present 
analysis is below the previous determinations. For the 
"I' production, the NA10 experiment [ 17] finds the 
same value of t/and keeps the same average value of 
G(x) as for J/t~ production; this result is rather dif- 
ficult to understand if the gluon structure function is 
evolved to a Q2 corresponding to the "F mass. We re- 
call however that our analysis of the gluon distribu- 
tion uses a next-to-leading logarithms formalism 
whereas the previous determinations, from heavy 
resonance production [4,16,17 ], were based on a 
leading logarithm approach and one should therefore 
be very cautious before drawing conclusions form the 
comparison. 

We have repeated the fit to the WA70 data with a 
fixed choice of factorization and renormalization 
scales. Imposing M=#=pt/2 the quality of  the fit 
worsens (table 1), but the parameters r/ and 
2(xV(x)) change only by two and three standard 
deviations respectively. This choice of scales gives 
therefore a fair representation for the stability region 
of the theoretical cross-sections in the kinematical 

0.8 

0.6 

x 

x 0.4 

02 

- - - NA3 ] "\'", 

_ . _  OWENS ~ ,  ""L\ 

WA70 " ~ . . , .  

0 2= I 00eV 2 

0.2 0 4  0 6  0 8  
x 

Fig. 3. Gluon structure function of  the pion at Q2= 10 GeV 2 from 
the WA70 experiment (continuous line) compared to the pa- 
rametrization of  Owens [4] set 1 (dash-dotted l i n e ) a n d  to the 
fit of  J/t~ data o fNA3 [ 16] (dashed line). 

range explored by the data under investigation. In 
contrast a conventional choice of scales M = / t = p t  , 
does not allow to reproduce the data with the A pa- 
rameter fixed to 0.231 GeV. In this case it is neces- 
sary to leave A free to reach a higher value: A =0.688 
GeV (table 1 ). A similar pattern has also been ob- 
tained in fitting the pp~TX reaction [ 5 ]. Despite the 
unreasonable value of A, the other parameters change 
by less than one standard deviation. 

The sensitivity of this fit to a variation of the pa- 
rameters fixed by other analysis is difficult to quan- 
tify since all parameters are highly correlated. An in- 
dication of the sensitivity is given in table 2 where 
the variation of q and 2(xV(x) ) is obtained by re- 
peating the fit to the WA70 data for the two extreme 
values each fixed parameter can assume. The param- 
eter fl of  the pion valence structure function, varied 
between the different estimates of the D - Y  experi- 
ments, gives a small effect. When the sea parameters 
are varied inside the uncertainties given by NA3, the 
shape of the gluon distribution appears rather sensi- 
tive to the sea normalization, while no effect is ob- 
servable on the average valence distribution. To es- 
timate the errors induced by the proton structure 
functions determination we take the proton gluon 
shape parameter t/o and the QCD parameter A to the 
limit of their systematic errors and we find that the 
effect on the pion structure functions is of the same 
order as the experimental systematic errors (table 2 ). 

In conclusion the analysis of high Pt direct photon 
data produced by 280 GeV/c  n + and n -  incident on 
hydrogen, in the framework of a QCD calculation 
complete up to the order ot~ a with the choice of  scales 
defined by the Principle of Minimal Sensitivity, gives 
a scale parameter of  QCD A, in the MS scheme, con- 
sistent with the most precise deep inelastic scattering 

Table 2 
Sensitivity to variations of  the fixed parameters. 

Parameter Variation 8q ~(2<xV(x) > ) 

/3=0.85 +0.15 -T-0.04 +0.005 
~=7.5  +2.2  - 0 . 0 3  

- 2 . 2  +0.07 
(xS(x ) )=O.  14 +0.05 -T-0.25 
t/p=4.0 +0.8  - 0 . 2 3  +0.001 

- 0 . 6  +0.27 -0 .001  
A=0.231 +0.05 +0.37 -0 .041  

- 0 . 0 5  - 0 . 3 4  +0.054 
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Gluon PDF – Method-1: high-pt prompt photons ☞ talk by A. Guskov

u High-pt prompt photons in π + p → 𝛾 + X  (π+ and π− beams)
n two processes: qg -> 𝛾q  and qq -> 𝛾q 
n known up to O(𝛼s

2)
n Data from WA70 (CERN) at 280 GeV  on a H target

n π− cross section ratio dominated by:  qg -> 𝛾q
n Note that  σ(π+) - σ(π−) is sensitive to qq

u Data analysis 
n Data cut for high pt :  4 GeV/c
n 𝑔Q	~(1 − 𝑥)-.41±'..'±'.5	

S. Platchkov Trento - Dilepton workshop 28

Bonesini et al., Z.Phys. C37, 535 (1988)

xgπ(x)

Results for xG(x) rely on the knowledge of Valence and Sea
No new data since then!  

Aurenche et al, PLB 233, 517 (1989)
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Gluon PDF – Method-2: leading π+ and π− in high-pt di-jets

u Fermilab experiment (E609)  
n E = 400 GeV protons, E = 200 GeV pions 
n Target:  liquid H2

u Data analysis 
n Ratio of data for two jets
n pt cut: > 7 GeV for two jets
n About 2 x 5000 events survive cuts

u Result:  𝑔Q	~(1 − 𝑥)..2(±'.1'±'.2(	

S. Platchkov Trento - Dilepton workshop 29

Bodner et al., Z. Phys. C72, 249 (1995)
250 

Table l .  An abbreviated history of efforts to extract the lorm of the pion gluon distribution function 

x G ( x )  Reactions Subprocess Reference 

(1 - x) a re N --+ r GG ~ cg [4], (1980) 

(1 - x) 19•176 re- B e  --+ ~b G O  -+ ce [5],(1983), WAll 

(1 - x) 2"as•176177176 rr • P t  -+ r GO ~ ce [6], (1983) 

(1 - x) 3"1, evolves with Qz 7rp --+ r  GG -+ c~ [7], (1984) 

(1 - z) 2a+~:~+-,",:[ re-W --+ T GG ---+ bb [81, (1986) NA10 

(1 - x) 194+~:~ re• -+ 7 X  QG ~ 7 Q  [10], (1989) WA70 

(1 - z )  2a•176 rr+p -+ 7 X  Q G  -~ "IQ [11], (1991) 
(1 -- ag) 2'754-0"40• r e - p - - + d i j e t s  QG,  GG - + d i j e t s  This paper 

magnet 
shielding 

/ - - - - V - T ~  U 7  b . . . .  
beam t - - k - - q - - - ~ l H  ...... ter~ 
coonters V ~ I ~  4-8 , 

~ l ]  I targetpw C 

segmented 
calorimeter 

A A  B C muon 
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1 m. 2-7  8-13 

~ 44.7 m. 

Fig. 1. Schematic floor plan of the experimental apparatus 

As a rule we found transverse energy was rather evenly 
divided between these two trigger clusters[16,17] so that 
a loose cut was employed against events which failed to 
balance transverse energy in the trigger regions by more than 
3 GeV. The 16 - 18% of the events which failed this cut 
were usually identified as pathological, having such origins 
as noise in a single phototube or a high energy knock-on 
from a penetrating muon in the beam halo. 

In addition to the above cut, events were removed from 
the sample if either a second beam particle or a muon halo 
particle was detected within a time window (usually about 
2:150 nsec) around the interaction time. This eliminated 
about 11% of the triggers which might have collected spuri- 
ous energy in the 110 nsec ADC gate time. Approximately 
29% of the triggers were discarded because the event ver- 
tices did not lie in the liquid hydrogen volume. All events 
(~  3%) with a charged spectrometer track having measured 
momentum greater than 320 GeV/c were also discarded from 
the initial sample. 

The rcp and pp data samples that survived these cuts 
each contained somewhat more than 5000 events. Because 
the geometry of the apparatus remained fixed for the two 
beam momenta, a rrp trigger arm for the 200 GeV/c pion 
beam which subtended 2.0 sr at an angle of 65 ~ in the center 
of mass system became a 2.5 sr trigger arm at 80 ~ in the pp 
center of mass system for a 400 GeV/c proton beam. 

Studies[16] as a function of trigger solid angle deter- 
mined that the invariant dijet cross section calculated for pp 

interactions exhibited a plateau for 1.5, 2.0 and 2.5 sr trig- 
gers. Since 2.5 sr triggers were not accessible in the rcp data, 
the present paper is limited to 1.5 and 2.0 sr rcp triggers. 

3 Relevance t o  Q C D  

In order to make a meaningful discussion of data in what 
follows we must first argue that our experimental trigger 
selected events which can be predominantly described by 
the simple parton scattering model. In a separate study of 
the pp data we have found that using trigger arms with 
c.m. solid angles constrained between 1.5 and 2.5 steradi- 
ans, one obtains good PT balance[17] and unique values 
for the cross section d ~ / d p v T d s  independent of trig- 
ger solid angle.[ 16] The cross section was calculated using 
some simple assumptions about detector geometry in this 
solid angle range and agrees well with first order QCD. The 
extent of the agreement can be seen in Fig. 2 where the 
curve is the first order QCD prediction[16] of the cross sec- 
tion using distribution functions from Duke and Owens [18] 
with A = 0.2 GeV and Q2 = p2.  Special assumptions and 
corrections regarding background, effective solid angle, and 
particle multiplicity can, with some systematic combinations, 
raise or lower values of this calculated experimental cross 
section by almost an order of magnitude. 

For the low c.m. energies (where pion fluxes are presently 
available) it may never be possible experimentally to de- 
termine the precise corrections needed. It does seem clear, 
however, that hard parton scattering processes are most im- 
portant for some types of triggers at these energies [19,20], 
and in particular for the trigger used in this .paper. 

4 Charge r a t i o  a n a l y s i s  

All triggered events in the rrp and p p  collision samples were 
treated as if they were di'-jet events. For off-line analysis, 
the transverse momentum P 7  of a jet was defined to be the 
vector sum of PT for the individual calorimeter modules in 
a trigger arm. A leading charged particle in a jet was defined 
to be the highest P T  particle tracking into a given trigger 
arm. The fragmentation parameter for this particle was cal- 
culated as z = P r ( t r a c k ) / P T ( j e t ) .  Measured momenta used 
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Gluon PDF – Method-3 : from J/𝜓 production 

u Main processes contributing to J/𝜓

qq annihilation gg fusion 

u Pion-induced J/𝜓 production: 
n NA3 (E = 150, 200 GeV)
n E537 (E = 125 GeV)
n WA11 (E = 190 GeV) 
n NA10 (ϒ prod, E = 286 GeV)

S. Platchkov Trento - Dilepton workshop 30

qq gg

xgπ(x) = A(1-x)𝛽
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Gluon PDF extraction  – examples 

S. Platchkov Trento - Dilepton workshop 31

n E537: 125 GeV/c: W target 

5076 C. AKERLOF et al.

TABLE VI. The parameters of the ~ gluon structure function obtained by fitting with the input
valence quark distribution, V(x), for the W and Be data. The fraction of f produced via gluon fusion
obtained from the fit is also shown. Note that the error due to the scaling of the cross section to
nb/nucleon is an additional 3.1%.

v(x) 13/a+ 1

(fixed)
(%)

o.(Be) x(w) X(Be)

(%) (%)

cr /o. (W) cr /0 (Be)

E537-m
Na3 (Ref. [8])

50
49

1.98+0.06 1.2+0.2 0.187+0.002 0.17+0.004
2.03+0.06 1.3+0.2 0.193+0.002 0.17+0.004

74+2
73+3

76+8
75+7

structure function set, as seen in Table VI they depend
strongly on the particular target nucleus used. In Fig. 6,
we present our data for W, and in Fig. 7 for Be, and the
predictions of the SLDM model using the E-S37-~ pion
valence quark structure function. The solid line
represents the prediction for the gluon structure function
extracted from the Be data. In Fig. 7, we include the
gluon structure function based on the fit to the W data to
show the strength of the 3 dependence.
As in the case of determining the p gluon structure

function we use the ratios of the g production cross sec-
tions to check the validity of the fits. The ratios of the
production cross sections for pN~Q+X to
rr N ~/+X,

rr(@%~A+X)s;p /rr o.(m N ~/+X)
are sensitive only to the integral of the parton distribu-
tion functions. In Table VII we summarize the measured
ratios as function of beam energy from several experi-
ments.
The gluon structure functions extracted from the Be

and the W data have been used to predict the ratio of the
total cross section o /cr as a function of beam momen-

turn. This prediction is compared in Fig. 8 to the data in
Table VII. The momentum dependence of the ratio
o. /o is described satisfactorily by both sets of struc-

7T

ture functions.
For comparison, experiment NA3 [8] has extracted the

gluon structure function of ~ from the "hard com-
ponent" of g production in rr Pt interactions using an
analysis with significantly different assumptions about the
production model for the g's:

xG(x)—(1—x) '

WA11 [10] using a Be target has extracted a gluon struc-
ture function

xG(x)-(1—x)' +—

Our best estimation of the ~ gluon structure function
from experiment E537 is

I40-

120 ~Iw~=

8
2
J3

U

2)0

I ] I
IOO

Ol 80—
P:

60—

40—

20-
IO

00 0.2 0.4
xF

0.6 0.8

0.2 0,Q 0.6 0.8

FIG. 6. Best fit (solid line) using the E537-m quark structure
functions to the der/dx„distribution for g production in 125
GeV/c m W interactions. The dashed and the dot-dashed line
are the gg and the qq contributions, respectively.

FICx. 7. do/dx~ for f production in 125 CreV/c n Be in-
teractions. The solid line is the best fit using E537-~ quark
structure functions. The band shows the range of predictions
from the SLDM varying the m gluon structure function pa-
rameters extracted from the W data by + one standard devia-
tion from the best fit. The difference in structure functions ex-
tracted from Be and W targets is manifest.

qq

gg

xG(x) = (1.49±0.03)x(1-x)1.98±06   on W
xG(x) = (1.10±0.10)x(1-x)1.20±20    on Be

J. Badier et al.: J/O Hadronic Production from 150 to 280 GeV/c 109 

7. X r Distributions of the Hard Component 
and Gluon Structure Functions 

From the results of Sect. 4, we can also extract the 
x e distribution of the "hard" component of the had- 
ronic J/O production. These cross-sections are given 
in Fig. 7 for incident rc -+ and protons at 200 GeV/c. 
If this "hard" cross-section is interpreted as coming 
from constituent fusion, we can derive the gluon 
structure functions in the proton and in the pion, 
since valence and sea quark distributions are known 
from other experiments. 

the decay cascade of various charmonium states - in 
practice if' and Z states. The CERN W A l l  experi- 
ment has given [-10] precise evaluations of these 
cascade mechanism. They find that 17 .7_3.5% of 
J/O come from the Z~ (3,510) state, 12.8 +2.3 % from 
the Z2 (3,555) and 8% from the ~'. The go (3,415) 
state does not decay sufficiently in to the J/qJ to 
contribute (B (Zo --' ~ 7) = 8 + 2 10- 3). 

In evaluating the x F distribution of the J/O's 
produced indirectly, we have taken into account the 
kinematics of the electromagnetic decay Z--*O7, 
using the formula of [-27]. 

7.1. Direct and Indirect Production 

In fact this "hard" production may come either from 
direct fusion of constituents giving a J/O, or from 

7.2. General Notations 
We write the "hard" cross section for the direct 
production of a state A as follows: 
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Fig. 7a and b. Hard component dah/dx e for 
incident protons a and pions b (the curves 
are the result of the fit described in the text. 
Dashed line: gluon-gluon fusion; dash- 
dotted line: qc7 fusion; full line: total) 

n NA3: 200/280 GeV/c: Pt target 

xG(x) = 1.0x(1-x)2.38±06±10 on Pt

qq

gg

Akerlof et al., PRD48, 5067 (1993) Badier et al., ZPhys, C20, 101 (1983)

Quite different results: ß varies from 1.20 to 2.38
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Comparison of DY and J/𝜓 processes

u Drell-Yan
n Mainly electromagnetic process : clean and well known probe 😀
n Access to valence and sea quark PDFs
n Low cross sections 🙁

u J/𝜓 production 
n Strong interaction process 
n Depends on quark and gluon PDFs (at FT regime) 
n Large cross sections ! 😀
n Model dependence 🙁 - a really powerful probe if we can get rid of it ! 

S. Platchkov Trento - Dilepton workshop 32

☞ talk by J.-C. Peng
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“Global” fits of the pion PDFs 
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Global fits 

u In 2017: still only four global fit parametrizations (1984 – 1992)  
n Owens (OW) Phys. Rev. D30, 943 (1984)

n Aurenche et al. (ABKFW) Phys. Lett. 233, 517 (1989)

n Sutton et al. (SMRS) Phys. Rev. D45, 2349 (1992)

n Gluck et al., (GRV/S) Z. Phys. C53, 651 (1992),    Eur. Phys. J. C10, 313 (1999)

u Constraints for the pion
n Number of quarks

n Momentum sum rule 

n SU(2) and charge symmetries 

S. Platchkov Trento - Dilepton workshop 34

uπ (x)dx = vπ (x)dx =1
0

1

∫
0

1

∫

x 2vπ (x)+6sπ (x)+ gπ (x)⎡⎣ ⎤⎦
0

1

∫ 	dx =1

uπ (x)=uπ (x)= dπ (x)= dπ (x)
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Pion global fits – Owens 
u DY data 

n E537 (125 GeV)
n NA3 (150 GeV)

u J/𝜓 data 
n NA3 (200 + 280 GeV)
n WA39 (40 GeV)

u Analysis
n LO with a K-factor
n Q2-dependence

S. Platchkov Trento - Dilepton workshop 35
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FIR. 1. Fits to a representative sample of the data for xF dis-
tributions in J/g production. The solid and dashed curves are
for set 1 and set 2, respectively. The data are from Ref. 4
(squares and circles) and Ref. 10 (triangles).

FIG. 2. Fits to a representative sample of the data for
M do./dM {xF&0). The solid and dashed curves are for set 1

and set 2, respectively. The data are from Ref. 8 {open circles)
and Ref. 9 {solid circles).

MeV/c. In Fig. 1 the results of the fits to the J/g data
are shown. The solid and dashed curves correspond to set
1 and set 2, respectively. There is clearly very little differ-
ence between the two fits. In Fig. 2 the results of the fits
to the dimuon data for M do /dM are shown. Again, the
two fits are virtually indistinguishable. Figure 3 shows
the results of the fits to the dimuon data for do/dM dxF.
Only the results from the set-1 fit are shown as the two
fits are essentially identical.
Parametrizations for the valence quark distribution U,

the gluon distribution 6, the charm-quark distribution c,
and the sea-quark distribution S=2(u+d+s ) have been
determined by fitting the evolved distributions for values
of Q between 4 and approximately 2000 (GeV/c) . This
range should be sufficient for experiments to be per-
formed in the foreseeable future. As in the previous
analysis, the results are parametrized in terms of polyno-
mials which depend on

s =lnI'ln(Q /A )/in(Qu /& ) j .
The valence term is parametrized as

xu =x'(1 x) /B(a, b +1),—

0

LLx IO-i

b
IO

IO I I

where the Euler Beta function B(a,i + 1) ensures the
proper normalization as mentioned above. The gluon, sea,
and charm distributions all have the basic form

xG, xS,xc =Ax (1—x)~(1+y&x+y2x ) .

The various Q -dependent polynomials for the two sets
are given below. For set 1 (4=200 MeV/c), we have

O.O O.2 0.4 0.6 O.B I.0

FIG. 3. Fit to the xF distribution for dimuon production.
The results for set 1 are shown while those for set 2 are virtually
identical. The data are from Ref. 2.
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tributions in J/g production. The solid and dashed curves are
for set 1 and set 2, respectively. The data are from Ref. 4
(squares and circles) and Ref. 10 (triangles).

FIG. 2. Fits to a representative sample of the data for
M do./dM {xF&0). The solid and dashed curves are for set 1

and set 2, respectively. The data are from Ref. 8 {open circles)
and Ref. 9 {solid circles).

MeV/c. In Fig. 1 the results of the fits to the J/g data
are shown. The solid and dashed curves correspond to set
1 and set 2, respectively. There is clearly very little differ-
ence between the two fits. In Fig. 2 the results of the fits
to the dimuon data for M do /dM are shown. Again, the
two fits are virtually indistinguishable. Figure 3 shows
the results of the fits to the dimuon data for do/dM dxF.
Only the results from the set-1 fit are shown as the two
fits are essentially identical.
Parametrizations for the valence quark distribution U,

the gluon distribution 6, the charm-quark distribution c,
and the sea-quark distribution S=2(u+d+s ) have been
determined by fitting the evolved distributions for values
of Q between 4 and approximately 2000 (GeV/c) . This
range should be sufficient for experiments to be per-
formed in the foreseeable future. As in the previous
analysis, the results are parametrized in terms of polyno-
mials which depend on

s =lnI'ln(Q /A )/in(Qu /& ) j .
The valence term is parametrized as

xu =x'(1 x) /B(a, b +1),—

0

LLx IO-i

b
IO

IO I I

where the Euler Beta function B(a,i + 1) ensures the
proper normalization as mentioned above. The gluon, sea,
and charm distributions all have the basic form

xG, xS,xc =Ax (1—x)~(1+y&x+y2x ) .

The various Q -dependent polynomials for the two sets
are given below. For set 1 (4=200 MeV/c), we have

O.O O.2 0.4 0.6 O.B I.0

FIG. 3. Fit to the xF distribution for dimuon production.
The results for set 1 are shown while those for set 2 are virtually
identical. The data are from Ref. 2.

Owens parametrizations are still in use today

Owens: PRD 30, 943 (1984).
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sistent with the original measurement of NA3 [2], who
found (xg ) =0.47+0. 15.) We can see from Fig. 7 that if
we impose the above limit on (xg ) then the value of rl
which best describes the prompt photon data is
g =2.1+0.4. Figure 8 shows the fit to the WA70
prompt photon data obtained using g =2.1. Although
the m p~yX data do not constrain the gluon, they do
serve as a consistency test of the quark distributions ob-
tained from the Drell-Yan data.
An independent determination of the gluon from

WA70 data has been made by Aurenche et al. [5] using a
different choice of proton distributions. Their results are
based purely on an analysis of the prompt photon data
and thus rely on earlier, and simpler, analyses of Drell-
Yan data for the values of certain valence- and sea-quark
parameters. For example, they keep the value of P fixed
at 0.85 whereas our analysis favors a larger value
(P= l. 1). For completeness we compare their pion distri-
butions with ours in Fig. 9.

0.4—

0.2

( 20% sea j

0.2 0.4 0.6 0.8

Q = 20GeV

IV. THE SEA DISTRIBUTION

So far we have seen that the valence-quark distribution
of the pion, and the exponent g of the gluon, are fairly
well constrained by Drell-Yan and prompt photon data.
The outstanding ambiguity is the size and form of the
sea-quark distribution of the pion. Owens [3] assumed
that the sea carried a fraction 0.15 of the momentum of
the pion with a (1—x ) * "starting" distribution at Qo =4
GeV with g, =5. This value of g, is to be expected from
naive-spectator quark-counting arguments. The NA3
Collaboration [2], found that their mX—+p+p X data
were compatible with a pion sea which carried momen-
tum fraction 0.19, with rl, =8.4 at Qo -20 GeV . An ad-
vantage of the NA3 experiment was the use of m+ as well
as m beams. Although the valence distributions of both
pions are the same from isospin symmetry, they contrib-
ute to the Drell-Yan process differently through the fac-
tors of the quark charge squared. However, unlike the
proton, where deep-inelastic-scattering data exist down
to x~=0.03, the pion data exist only for x ~0.2. Un-
fortunately it is not consistent for us to assume that the
sea takes the same form as that of the NA3 pararnetriza-
tion. This is because of the different theoretical inputs
used by NA3. Figure 10 shows the distribution
u (x,Q )+u (x,Q ) as given by the NA3 Collaboration at
Q =20 GeV compared with our distribution for which
we include a range of sea distributions. It is clear that
the NA3 quark distributions have a very different form
and so it would be meaningless to attempt to incorporate
their sea distribution in our analysis. As the NA3 data
has never been fully published it is not possible to
reanalyze their measured cross sections to extract a con-
sistent sea distribution. Fortunately, we have seen above
that the sea has relatively little influence on our deter-
mination of the valence quark parameters a and P. As
we noted in the previous section, the main uncertainty in

arises through our lack of knowledge of how the
remaining momentum is divided between the sea and
gluons (see Fig. 7). We have imposed reasonable bounds
on this division and varied the sea accordingly. The

FIG. 10. A comparison of the NA3 [2] parton distribution
u (x,Q )+u (x,Q ) at Q =20 GeV with the equivalent distri-
butions of Table VII which were fitted to the NA10 Dre11-Yan
data. The effect of varying the sea-quark distribution is shown.

effect of the variation of the sea is shown in Fig. 10. Fur-
ther experiments with high-statistics ~+ and ~ beams,
ideally with data below x„-0.2, are needed in order to
more accurately determine the pion sea.

V. PION MOMENTS

In order to compare with lattice QCD calculations we
calculate the first two moments of the pion valence-quark
distributions:

2(xV ) =2f dx xV (9)
0

2(x V )=2f dxx V„.
The Q dependence of these moments for the distribu-
tions of Table VII obtained from the NA10 data can be
seen in Fig. 11. At Q =Qo =4 GeV we have
xV =Aux (1—x)~andthus

(10)

2 xV 2'
O'=(2o a+P+ 1

2a(a+ 1)
&'=Go (a+P+ 1)(a+P+2) (12)

Equations (11) and (12) show that the moments are more
sensitive to the uncertainty in a than in P.
The first two rnornents have also been calculated from

first principles using lattice QCD [15]. The values at
Q =49 GeV are

2(xV„)=0.46+0.07, 2(x V ) =0.18+0.05 . (13)
This is to be compared with our values

2(xV„)=0.40+0.02, 2(x~V ) =0.16+0.01 (14)

Pion global fit – SMRS 

u SMRS : fit at NLO
n valence quarks: DY data from NA3, NA10, E615
n sea: vary from 5% to 20% of the total pion momentum 
n gluons: use πp → 𝛾X data from WA70 (1989) 
n First moments @4 GeV2

n valence:  0.47, sea: 0.10 – 0.20, gluons:0.43 – 0.33
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Sutton, Martin, Roberts and Strirling, PRD 45, 2349 (1992).

SMRS

NA3

SMRS: “tension” with NA3 data
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FIG. 11. The first two moments of the pion valence distribu-
tion (solid lines) as predicted from the fit to the Drell-Yan data
of NA10 compared with the predictions of lattice QCD [15j.
The uncertainty in the valence parameters marks out the re-
gions bounded by the dotted lines.

fits, but the normalization is not well determined; a sea
which carries either a 10% or 20% fraction of the pion
momentum at Q =4 GeV fits the existing data equally
well. The fit deteriorates if the fraction is much smaller,
and for larger fractions the gluon momentum fraction be-
comes unacceptably small (recall that the valence quarks
carry 47% of the pion's momentum at Q =4 GeV ). The
ambiguity in the sea has little effect on the determination
of the valence-quark distributions, although it contrib-
utes to the uncertainty in the determination of the 1—x
exponent of the gluon, g =2.1+0.4, as shown in Fig. 7.
Three sets of parton distributions of the pion,

which span the ambiguity in the sea, are available
as a FORTRAN package in the form of (x,Q ) grids, to-
gether with an interpolation routine, from
WJS@UK.AC.DURHAM. HEP or from the PDFLIB
compilation in the CERN library [16]. These sets are
evolved (to next-to-leading order) from initial distribu-
tions given by the parameters in Table VIII and corre-
spond to sea-quark distributions carrying 10', 15%, and

0.8
eV

2

at the same value of Q . The lattice calculation is thus
consistent with our phenomenological analysis. It is to
be expected that the lattice calculation will be higher
than the experimental result as the lattice calculation
uses the quenched approximation and hence does not
contain any sea quarks. This means that the valence
quarks will carry slightly more of the momentum. This
effect is included in the quoted error for the lattice mo-
ments [15).

VI. CONCLUSIONS

0.6

0.4

0.2

0
0.8

We have determined the parton distributions of the
pion using all the relevant available high-statistics pion
data for Drell-Yan and prompt photon production. We
perform a next-to-leading-order analysis adopting the
same techniques that HMRS [1] used to determine the
parton distributions of the proton, except that since we fit
to m.N data we need to input proton distributions
(HMRS) to determine those of the pion.
We find that we are able to obtain a consistent simul-

taneous description of the NA10 and E615 Drell-Yan
data up to normalization factors; the small difference in
the parton distributions is shown in Fig. 6. These data
primarily determine the valence-quark distribution of the
pion, whereas the main constraint on the form of the
gluon distribution comes from WA70 data on prompt
photon production from m.+p interactions.
Of course due to the absence of deep-inelastic scatter-

ing data we would not expect the pion distributions to be
so precisely determined as those of the proton. However,
the main deficiency is the lack of pion data with x 0.2
to pin down the sea-quark distribution. The standard
counting rule (1—x ) form of the sea gives satisfactory

0.6

0.4

0.2

0
0 0.2 0.4 0.6 0.8

FIG. 12. The parton distributions of Table VIII evolved to
(a) Q =5 GeV and (b) g =10 GeV~. The set for which the
sea quarks carry 15% of the pion's momentum at Q =4 GeV
is shown as a solid line, and the remaining two sets, for which
the sea quarks carry 10% and 20% of the momentum, as dashed
lines. The sea-quark distribution is defined as
xS =2x(u+d+s); also shown is the charm-quark distribu-
tion, xc =xc.
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Pion global fits – GRV/S
u GRV fits at NLO: 

n 1992: π-induced DY from NA3, NA10, E615
n 1999: Constituent Quark Model constraints
n Gluons: π-induced prompt photon data
n Q2 – evolution 
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Q2 = 20 GeV2
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Fig. 2. Comparison of our NLO valence distribution at Q2 =
20 GeV2 with the one of GRVπ [5] and GRS [6]. This density
plays the dominant role for describing presently available πN
Drell–Yan dimuon production data. For illustration, the gluon
and sea densities are shown as well. The SU(3)flavor symmetric
GRVπ sea q̄ π = sπ is not shown, since it is similar to sπ of
our present analysis and of GRS which are all generated from
a vanishing input at Q2 = µ2, cf. (3). The SMRS [3] results
refer also to a SU(3)flavor symmetric sea q̄ π ≡ ū π+

= dπ+
=

sπ = s̄ π

x q̄ π(x, µ2
NLO) = 0.417 x0.207(1 − 2.466

√
x + 3.855 x)

×(1 − x)4.454. (15)

Finally, Fig. 3 shows our resulting predictions for
x gπ(x, Q2) and x q̄ π(x, Q2) as compared to the former
GRVπ results [5]. The GRVπ results for x q̄ π are signifi-
cantly steeper and softer for x >∼ 0.01 due to the vanishing
SU(3)flavor symmetric (light) sea input x q̄ π(x, µ2) = 0, in
contrast to our present approach [6] based on a more re-
alistic finite light sea input in (5). The valence–like gluon
and sea inputs at Q2 = µ2, which become (vanishingly)
small at x < 10−2, are also shown in Fig. 3. This illus-
trates again the purely dynamical origin of the small–x
structure of gluon and sea quark densities at Q2 > µ2.
Our predictions for sπ = s̄ π, as evolved from the vanishing
input in (3), are not shown in the figure since they prac-
tically coincide with q̄ π(x, Q2) of GRVπ shown in Fig. 3
which also results from a vanishing input [5]. Simple ana-
lytic parametrizations of our LO and NLO predictions for
fπ(x, Q2) are given in the Appendix.

To conclude let us recall that an improvement of
fπ(x, Q2) is particularly important in view of its central

x gπ(x,Q2)

x

100 = Q2 (GeV2)

20

5
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(0.1 x)

x q
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Fig. 3. The small–x predictions of our radiatively generated
pionic gluon and sea–quark distributions in LO and NLO at
various fixed values of Q2 as compared to those of GRVπ [5].
The valence–like inputs, according to (5) as presented in Fig. 1,
are shown for illustration by the lowest curves referring to µ2.
The predictions for the strange sea density sπ = s̄ π are similar
to the GRVπ results for q̄ π. The results are multiplied by the
numbers indicated in brackets

role in the construction of the photon structure function
and the photonic parton distributions [14–18]. Further-
more, recent (large rapidity gap) measurements of leading
proton and neutron production in deep inelastic scattering
at HERA [19] allow, under certain (diffractive) model as-
sumptions, to constrain and test the pion structure func-
tions for the first time at far smaller values of x (down
to about 10−3) than those attained from fixed target πN
experiments.
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Appendix

A. Parametrization of LO parton distributions
Defining [9]

s ≡ ln
ln [Q2/(0.204 GeV)2]
ln [µ2

LO/(0.204 GeV)2]
(A.1)

to be evaluated for µ2
LO = 0.26 GeV2, all our resulting pio-

nic parton distributions can be expressed by the following
simple parametrizations, valid for 0.5 <∼ Q2 <∼ 105 GeV2

(i.e. 0.31 ≤ s <∼ 2.2) and 10−5 <∼ x < 1. For the valence
distribution we take

x vπ(x, Q2) = N xa(1 + A
√

x + Bx)(1 − x)D (A.2)

with

N = 1.212 + 0.498 s + 0.009 s2

a = 0.517 − 0.020 s

GRV: Z Phys C53, 651 (1992).

GRS: Eur Phys J C10, 313 (1999).

Q2=20 GeV2

The two global fits are non-consistent

SMRS

GRV/S
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pionic gluon and sea distributions, it is physically reason- 
able to assume that  this scale where the valence structure o.a 
of the had ron  dominates  is universal  and we therefore 
utilize in the present calculation the previous values re- 
cently obta ined for the nucleon [12], o.6  

#20 = 0.25 GeV 2, /+20 = 0.3 GeV 2 (4) 

where +++(#2)/?+ is still safely small, i.e. abou t  0.29 and 0.22 0.4 
in L O  and HO,  respectively. Fur thermore ,  in view of the 
rather  poor  data  ment ioned  above there is, in contrast  to 
the nucleon distr ibutions [12], no point  in fixing a small o.2  
non-vanishing input sea distr ibution at Q2 = ~t2 and we 
therefore adop t  as a reasonable  first approx imat ion  a van- 
ishing input sea at Q2 /2 2 which does not affect our  main  0.0 = 0.0 
prediction, i.e. G+(x, Q2) and +,(x, Q2) in the small-x re- 
gion at Q2 > #2. The pa ramete r  + in (3) is now uniquely 
fixed by the ene rgy -momen tum sum rule 
1 

S x[2v~(x, la2)+G,(x, ~t2)]dx = 1 (5) 
o 
which yields ~CLO = 1.460 and ~Cno = 1.295. We thus ar- 
rived at a model  which allows us to calculate the gluon 
and sea distr ibutions of the pion with essentially no free 
parameter ,  just  using the experimental ly  determined input 0.a - 
valence distr ibution in (1). 

It  should be noted that  the m o m e n t u m  sum rule (5) o.6  
together  with the direct-? da ta  allow only slight modifi- 
cations of our gluonic input G,(x, #2) in (3) which turn out 
to be of marginal  consequences for our  predictions in the 0.4 
low-x region at Q 2 >  #2. Fur thermore ,  the same con- 
straints leave little r o o m  for a non-vanishing input sea 
distribution; any appreciable  non-vanishing sea input o.2  
++(x,/+2) worsens the agreement  with the direct-y data. 

The explicit calculation of these distributions in L O  
and H O ( M S )  proceeds now according to the methods  0.0 
described in detail in [11] with the A-values for cQ(Q 2) 0.0 
taken, for f = 4  flavors, to be [12] A(+) -- A(+) -- 200 MeV. ,iLO -- , l ~  -- 
Fur thermore ,  the inclusion of heavy quarks  (h = c, b, t) in 
the evolut ion equat ions is, as usual [11, 12], assumed to 
follow the same pat tern  as for the light u, d and s quarks: 
This implies the continuity of all pa r ton  distr ibutions 
across the threshold Q = mh with the boundary  condit ion 
h~(x, m 2) = h~(x, m 2) = 0; the continuity of ~s(Q 2) in turn 
expresses A t :+l)  in terms of A (I), where f +  1 denotes the 
number  of relevant active flavors at Q > mh, 
AL364' 5'6)= 232, 200, 153, 82 MeV 
A(3'+'5 '6)=248, 200, 131, 53 MeV (6) hN 

for our  choice mc, b,t = 1.5, 4.5, 100 GeV where the precise 
value for rnt is of minor  impor tance  except for t,(x, Q2). 
Convenient  and simple parametr iza t ions  of the resulting 
L O  and H O ( M S )  pa r ton  distr ibutions are presented in the 
Appendix.  

O u r  input  valence and valence-like gluon distr ibutions 
at Q2=,tt2 are shown in Fig. 1 and the QZ-evolution of 
v~(x, Q2) to Q2 > /.t 2 is i l lustrated in Fig. 2. The curve for 
Q 2 =  2 G e V  2 in Fig. 2 corresponds  to the exper imental  
input  in (1) which has been assumed to be the same for our  
L O  and H O  calculations. It is also instructive to follow 
the Q2-evolutions of the m o m e n t u m  fractions 
~ xf~(x, Q2)dx carried by quarks  and gluons as shown in 

' I ' I ' I ' I 

- 

o, o.3 
/ . . . .  LO, 12 = 0.2S GeV 2 

I I I I J I I I I 
0.2  0 .4  0 .6  0.8 1.0 

X 

Fig. 1. The valence-like input distributions at Q2 =/+2 for our LO 
and HO calculations. Note that the sea +, vanishes at the input scale 
Q2 =/~2 
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Fig. 2. The Q2-evolution of the valence distribution. The curve at 
Q2 = 2 GeV 2, being assumed to be the same in LO and HO, corres- 
ponds to (1) 
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Fig. 3. The predicted Q2-evolutions of LO and HO momentum 
fractions (x ) :  -= j'o 1 xf+(x, QZ)dx 
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Q2 = 30 GeV2
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Pion TMDs
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Only two TMDs (at LT) 

Boer-Mulders
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Boer-Mulders pion PDF in the LFCM 

Owing to the appearance of hadron masses in the corre-
lators defining the Boer-Mulders functions in Eq. (23), the
magnitude of the (1) moment of the pion Boer-Mulders
function is artificially enhanced by a factor ∼Mp=Mπ with
respect to the nucleon case. Therefore, in the following
plots, we will rescale the results for the (1) moment of the
proton Boer-Mulders function by that factor, in such a way
that the comparison with the results for the pion is not
distorted by the numerically very different values of pion
and nucleon masses.
Figure 5(a) compares the results for h⊥ð1=2Þuv

1;π ðxÞ obtained
here and h⊥ð1=2Þqv

1;p ðxÞ obtained in [64]. Similarly, Fig. 5(b)
shows the results for the (1)moment of thepionBoer-Mulders
function in comparison with the corresponding results for
valence quarks in the proton rescaled by a factorMp=Mπ. In
both cases, the distributions for thevalence contribution in the
proton and pion have comparable magnitude, but similar to
the case of the unpolarized PDF, the x dependence is quite
different. The sign of the pion Boer-Mulders function is
consistent with the sign of the Boer-Mulders function of the
proton [70], as obtained also in lattice calculations [73], the
MIT bag model [72] and spectator models [71,75].
Interestingly, in comparison with other model calculations
like the spectator model [71,75] andMIT bag model [72], the
shape and the magnitude of h⊥1;π from LFCM are quite
different. Similar differences have been found also in the
comparison of the model results for the proton Boer-Mulders
function [63,64]. The LFCM predictions for the nucleon
Boer-Mulders function favorably describe available SIDIS
data [64]. In Sec. VIII we will see that the LFCM predictions
for the pion Boer-Mulders function provide a similarly
satisfactory description of DY data.

F. Estimating the x evolution for the
Boer-Mulders function

For phenomenological applications we will need the
pion Boer-Mulders function from the LFCM evolved to

experimentally relevant scales. This requires both, evolution
in x and transversemomentum. In this sectionwe discuss the
x evolution (the evolution of the transverse momentum
dependence will be discussed in the next section.)
Recently, substantial progress on the evolution of TMDs

has been achieved [3,28–32]. However, the exact evolution
equations for the Boer-Mulders function are still under study.
At the present stage we have to resort to approximations in
order take into account effects of scale dependence. To this
aim, we will follow the same strategy as we adopted for the
Boer-Mulders function of the proton [64], and approxi-
mate the evolution of transverse moments of the Boer-
Mulders function by using the evolution equations of the
chiral-odd transversity distribution function in the nucleon
(in a spin-zero hadron, like the pion, there is of course no
transversity distribution, but the pion Boer-Mulders origi-
nates from the same unintegrated chiral-odd correlator).
To be more precise, we will evolve the (1) moments of

the Boer-Mulders functions. Such transverse moments
appear naturally in transverse momentum weighted azimu-
thal asymmetries, and it was argued that asymmetries
weighted in this way are less affected by Sudakov effects
[106]. It will be possible to ultimately judge the quality of
this approximation only after the exact evolution equations
are known. But we feel confident that the uncertainty
introduced by this step in our theoretical study is not larger
than the generic accuracy of the LFCM.
Figure 5(c) show the results for (1) moment xh⊥ð1Þ

1DY after
approximate (transversity) LO evolution from the initial
scale in Eq. (2) to Q2 ¼ 25 GeV2. For comparison we
include also the results for the nucleon Boer-Mulders
functions rescaled by a factor Mp=Mπ. As in the case of
the unpolarized PDF, the effects of the evolution are
sizable, producing a shift of the peak position towards
smaller x and reducing the magnitude of the distribution.
In Sec. VI we will use the model predictions to describe

azimuthal asymmetries in DY in a LO treatment. For this

⊥ ⊥ ⊥

(a) (b) (c)

FIG. 5. (a) Comparison of xh⊥ð1=2Þqv
1 ðxÞ in the DY process as functions of x in the pion and nucleon from LFCM approaches at initial

scales. Solid line: uv distribution in the pion, this work. Dotted (dashed) curve: uv (dv) distribution in the proton, Ref. [61]. (b) The
results for xh⊥ð1Þ

1DY as a function of x . Solid curve: uv distribution in the pion. Dotted (dashed) curve: uv (dv) distribution in the proton,
from the LFCM of Ref. [64]. The proton results are rescaled by a factor Mp=Mπ. (c) The same as in Fig. 5(b) but at Q2 ¼ 25 GeV2

obtained with approximate LO evolution from the LFCM results at the hadronic scale.
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the kinematic region 4.05 < Q < 8.55 GeV between the
J=ψ and Υ resonances was covered with 0.2 < x1 < 1. For
our theoretical calculation we assume for simplicity hQ2i ¼
25 GeV2 as typical hard scale in both experiments.
Let us first discuss the qT dependence of the coefficient

ν. In the observable νðqTÞ the model input determines the
overall normalization, while the qT dependence is dictated
by the Gaussian ansatz with the estimated k⊥ broadening of
the Boer-Mulder functions in Eqs. (51) and (54). In fact,
more than testing the LFCM predictions, this comparison
shows that the use of the Gaussian ansatz for the Boer-
Mulders function with the estimated broadening (54) is
compatible with the data, as can be seen in Fig. 10.
Several comments are in order. First, the NA10 tungsten

data shown in Fig. 10(a) have a 10-times larger statistics
than the NA10 deuterium data in Fig. 10(b). Within the
statistical uncertainty of the data, no significant nuclear
dependence was observed [14]. We exploited this obser-
vation when we defined our simplistic approach to estimate
nuclear TMDs in Sec. VI A. Second, there seems to be a
tendency in our approach to slightly overestimate the
tungsten data from NA10 in Fig. 10(a), and to slightly
underestimate the tungsten data from E615 in Fig. 10(c).
The effect is not statistically significant. If it was, an
explanation for that could be the fact that in the E615 data
the Berger-Brodsky effect was included (x1 < 1) but not in
the NA10 data (x1 < 0.7). Indications for the Berger-
Brodsky effect were seen in the E615 experiment [15].
The slightly different energies in the two experiments could
also play a role. Third, in Sec. VII B we learned that a
Gaussian ansatz for unpolarized TMDs works well in the
region qT ≲ ð2–3Þ GeV, but breaks down beyond that. Our
descriptions of νðqTÞ in Fig. 10 are therefore certainly not
valid for qT ≳ 3 GeV and we have emphasized this region
with dotted lines. Clearly, in the region qT ≲ ð2–3Þ GeV
(indicated by solid lines) our description of νðqTÞ is
compatible with the data. Fourth, it should be noted that
the TMD approach in general requires qT ≪ Q. Thus, our

results in Fig. 10 indicate that in the range s ≈
ð470–540Þ GeV2 νðqTÞ can be well described in the
TMD approach with the Gaussian ansatz. Finally,
we remark that our results safely comply with the
model-independent positivity bound j ν2 j ≤ 1.
Next, we turn our attention to the x1 dependence of the

coefficient ν shown in Fig. 11. We recall that x1 corre-
sponds to the momentum fraction carried by the parton
which originates from the pion. We use this variable here,
because it is the only common kinematical variable
(besides qT) used to analyze data in both experiments
[14,15]. The observable νðx1Þ provides a more stringent
test of the model results, in the sense that the shapes of the
theoretical curves in Fig. 11 are directly dictated by the
LFCM predictions, although their overall normalizations
are influenced through Eq. (52) by the choice of the
parameter hδk2⊥; BMðsÞi in Eq. (54).
The comparison with the data in Fig. 11 is satisfactory.

The most precise data set, namely the NA10 tungsten data
in Fig. 11(a), may indicate that our model results somewhat
overshoot the data in the region around x1 ∼ 0.6, but the
effect is not significant. Even if it was, one should recall
that the typical accuracy of the LFCM in applications to
TMD phenomenology is (10–30)% [62,64]. The NA10
deuterium data [14] in Fig. 11(b) and the E615 tungsten
data [14,15] in Fig. 11(c) have larger error bars, and our
model results are compatible with them in the entire region
of x1.
It is important to keep in mind that the TMD approach is

not applicable in the full range of x1. In Sec. VII B we have
seen that we can describe well the E615 data [15] on the
(normalized) DY cross sections for xF ≲ 0.7, but not in the
region xF ≳ 0.7, where the Berger-Brodsky effect becomes
increasingly significant. In the kinematics of the NA10 and
E615 experiments this xF region corresponds to x1 ≳ 0.76,
and we have indicated this region by dotted lines in Fig. 11.
The Berger-Brodsky effect is not prominent in the NA10
data shown in Figs. 11(a) and 11(b). (Notice that the region
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FIG. 10 (color online). The coefficient ν in the π−-nucleus DY angular distribution as a function of qT . The data are from the NA10
CERN experiment with Ebeam ¼ 286 GeV using tungsten (a) and deuterium (b) targets [14], and the E615 Fermi Lab experiment with
Ebeam ¼ 252 GeV using a tungsten target [15]. The theoretical curves are obtained using the LFCM predictions for the pion Boer-
Mulders function obtained here, and the analog nucleon predictions from [64]. The solid (dotted) lines indicate where the TMD
approach is applicable (not applicable).
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What about kaon PDFs? 
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n Results
n The cross section ratio for K– and  π– beams 

is proportional to: 

n At large x, the kaon u(x) is smaller than the 
pion u(x) 

n The heavier s quark carries a larger fraction 
of the kaon momentum

A single measurement (NA3) from 1983
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Fig. 2. The data points represent (LTr/L K)(dN/d.x 1)K/(dN/ 
dxl)Tr as defined by eq. (4). The dashed curves represent the 
limits of the ratio [ffK(Xx)/ffn(Xl)]C(xl) -1 where C(x 1) is 
defined in eq. (3), ffK/ffTr and SK/ff K are taken from ref. [5], 
and the ratio J(xl) / l (x  1) is shown in the insert. The upper 
(lower) curve corresponds to A = 118 (A = 1/2). The dotted 
and solid curves represent the ratio ffK/ffrr from refs. [6] and 
[7 ], respectively. 

These models limit the value of A to the range 1/8 to 
1/2. Recently a non-relativistic calculation [7] of the 
pion and kaon structure function in the framework of 
QCD has been performed assuming for the quark mass 
ratio m s / m  u the value: 540/336. The corresponding 

UK/UTr ratio can be deduced from this model and 
compared to our experimental data. This is shown in 
fig. 2 by the solid curve which seems to agree satis- 
factorily with the data. 
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π- or K- on a Pt target

NA3 data: 700 events. We need more. 
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Kaon and pion PDFs (DSE) 

u DSE plot (courtesy C. Roberts) 
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Gluon PDF for kaons? 
u BS + DSE calculation (☞ C. Roberts’ talk) 

n Derive valence distributions, then 
incorporate sea and gluons. Evolve. 
n Fit u(K)/u(π) ratio and adjust the 
gluon PDF. 

u Chen et al. (challenging ! ) conclusion: 
n At the hadronic scale gluons carry only 5% of the momentum of the kaon BUT

35% of the momentum of the pion ! 
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distribution; and in this we draw guidance from empirical
information on πN Drell-Yan [60],

xuπMðxÞ ¼
1

n
xᾱð1 − xÞβ̄ð1 − γ̄

ffiffiffi
x

p
þ δ̄xÞ; ð26Þ

where 1=n is a simple algebraic factor that ensuresR
1
0 dx uπMðxÞ ¼ 1. Then, at ζH ¼ 0.51 GeV an empirical
assessment of the pion’s sea-quark distribution is
consistent with

ᾱ ¼ 0.16; β̄ ¼ 5.20; γ̄ ¼ 3.243; δ̄ ¼ 5.206: ð27Þ

The same consideration of πN Drell-Yan shows that 29%
of the pion’s momentum is carried by glue at ζH
½hxgi ¼ 0.29&, in a distribution that has [60] αg ≈ 3=2
and βg ≈ 1þ βV , where βV is the exponent which charac-
terizes the pion’s valence-quark distribution on x≃ 1. In
Eq. (25a), we therefore emulate Ref. [30] and use
δguπV;M ¼ δguπ ,

δguπðxÞ ¼ cπgxαg−1ð1 − xÞβgPðβg;αg−1Þ
1 ð2x − 1Þ; ð28Þ

with cπg being a parameter and P1 a Jacobi polynomial, in
order to shift 29% of the dressed quarks’ momentum into
the gluon distribution. [Equation (28) is consistent with
Eqs. (24).] With βg ¼ 3, owing to Eq. (12), one finds

cπgðζHÞ ¼ 8.50: ð29Þ

All parameters in uπðxÞ are now fixed, so that the result
we subsequently describe is a prediction for this distribu-
tion. We are not so fortunate with the kaon: there are no
published constraints on its gluon distribution. We there-
fore employ Eq. (28) for the kaon’s gluon profiles, use
cKu
g ðζHÞ as a parameter to be determined by fitting extant
Drell-Yan data on the ratio uKðxÞ=uπðxÞ, and thereby
provide a constraint on the fraction of the kaon’s momen-
tum carried by glue at the hadronic scale. In order to
proceed we must fix cKs

g ðζHÞ, which we do by requiring that
gluons remove the same fraction of momentum from u and
s̄ quarks in the kaon, viz.

uKðxÞ
s̄KðxÞ

¼ uKV ðxÞ
s̄KV ðxÞ

⇒ cKs
g ¼ 1.29cKu

g : ð30Þ

At this point, we have just one free parameter in our
predictions for uπðxÞ, uKðxÞ, and s̄KðxÞ, i.e. cKu

g .

V. DRAWING COMPARISONS WITH DATA

All that is required to report results for the valence-quark
distribution in the pion is now specified. However, in order
to supply results for the kaon PDFs, the parameter cKu

g must

be determined. In order to achieve that, we use leading-
order DGLAP evolution from ζH ¼ 0.51 GeV to ζ5.2 ¼
5.2 GeV and require a least-squares fit to the kaon-to-pion
ratio of Drell-Yan cross sections obtained from a sample of
dimuon events with invariant mass 4.1 < M < 8.5 GeV
[5]. (N.B. We choose ζ5.2 because that is the average mass
for data taken in the E615 experiment [4,39], which
covered bins with 4.05 < M < 8.53 GeV.) In this way,
one finds

cKu
g ðζHÞ ¼ 1.28 ⇒ hxgiKuðζHÞ ¼ 0.05; ð31Þ

and the result depicted in Fig. 2. The evolved distribu-
tions may satisfactorily be interpolated by the following
expression1:

xqðxÞ ¼ Axαð1 − xÞβð1 − γ
ffiffiffi
x

p
þ δxÞ; ð32Þ

with

ζ5.2 A α β γ δ

xuπ 1.08 0.70 2.93 0 5.48
xuK 18.62 1.56 2.93 0.86 0
xs̄K 20.17 1.64 2.93 2.09 2.25

: ð33Þ

FIG. 2. uKðxÞ=uπðxÞ at ζ ¼ 5.2 GeV: solid (black) curve,
obtained via LO evolution from ζH ¼ 0.51 GeV assuming 5%
of the kaon’s momentum is carried by glue at this hadronic scale;
dashed (green) curve, zero momentum carried by gluons; and dot-
dashed (blue) curve, 10% of the kaon’s momentum carried by
glue. For comparison, an analysis of πN Drell-Yan data suggests
that 29% of the pion’s momentum is carried by glue at ζH , as
explained in connection with Eq. (28). The long-dashed (purple)
curve is the DSE prediction in Ref. [24], obtained using
numerical solutions of realistic gap and Bethe-Salpeter equations.
(Data in this figure are from Ref. [5]. The dotted (red) line
marks a value of unity for the ratio. It is drawn to highlight the
domain upon which one might be confident empirically that
uKðxÞ=uπðxÞ ≠ 1, viz. x ≳ 0.8.)

1Herein we employ a more sophisticated interpolating function
than that used in Ref. [30] because it enables increased precision
in the determination of the large-x behavior of the PDFs, as
explained in Ref. [38].
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=> Another good reason for a measurement of the kaon PDFs

Chen et al., PRD 93, 074021 (2016).   
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Present status of the meson PDFs

u Global fits of the pion PDFs
n Present parametrizations have large uncertainties (compared to nucleon)
n No new data since nearly 3 decades 
n New global fit analysis underway (Sato et al., , PIEIC, Argonne, 2017)  

u Measurements on the pion ion PDFs
n Valence PDF: data can be improved, particularly for x < 0.5
n Sea PDF: unknown (except some nice HERA data at low x)
n Gluon PDF: badly known, 

u Measurements on the kaon PDFs
n All valence, sea and gluons PDF are essentially unknown
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New 
measurements 
at CERN can 

greatly 
improve both 
pion and kaon 

PDFs !

CERN is a unique place for such measurements 
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Planned and possible measurements at CERN 

u Present: 2015 and 2018  
n Pion valence PDF : infer from NH3 and W with good statistics (π− beam)

u After LS2 : “near” future  with “conventional” beams :  ☞ talk by C. Quintans
n valence – sea  separation of the pion PDFs (π+ and π− beams) 

u After LS3 :  RF-separated kaon and antiproton beams : ☞ talk by J.Bernhard
n Kaon valence PDF using DY ☞ talk by V. Andrieux
n Kaon valence – sea  separation with DY (K+ and K− beams)
n Kaon valence – glue separation with J/𝜓 production  on a proton target  (K+ and K− beams) 
n Kaon and pion gluon PDFs using direct photons (K− and π− beams) : ☞ talk by A. Guskov
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CERN is a unique place for such measurements 


