Monitoring tools of COMPASS experiment at CERN
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Introduction

Nowadays, all modern high energy physics experiments are substantially dependent on fast and reliable data acquisition systems that are able to collect large quantities of data supplied by
various detectors. The COMPASS is a high energy particle experiment with a fixed target located at the SPS of the CERN laboratory in Geneva, Switzerland. This poster briefly introduces
the data acquisition system of the COMPASS and is mainly focused on the part that is responsible for the monitoring of the nodes in the whole newly developed data acquisition system of

this experiment.
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» Repeated loading of messages
» 100-50 000 messages loaded 100 times
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