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Abstract

In this paper we describe the design of the re-con"gurable front-end boards (BORA boards) for the 82944 channel
RICH-1 (Ring Imaging CHerenkov) of the Compass Collaboration (NA58). The front-end electronics controls the
sample-and-hold operation after the arrival of an event trigger, acquires the analog voltages from the pre-amp VLSI and
converts them into 10 bits at a rate of 20 Ms/s per analog channel. The digitized analogue values are then written into
FIFOs. A subsequent operation compares the readings of each and every channel with corresponding programmable
thresholds, and transmits those values larger than the threshold, together with the channel number, through an optical
"ber to subsequent processing stages of the acquisition system. The overall operation of the board is controlled and
supervised by a fast DSP. The availability of local intelligence allows the board to present innovative features such as: to
be part of a computer network that connects several similar boards of the detector with a PC. The presence of the
DSP allows testing the operability and linearity of the analog channels; and creating engineering frames containing
local temperatures and voltages and transmitting the results through the network. The operator can recon"gure
the hardware and software of the board by downloading programs from the PC. ( 1999 Elsevier Science B.V.
All rights reserved.
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1. Introduction

The desired speci"cations of front-ends for new
generation RICHes [1] present many new chal-
lenges to the designer. Amongst them: the large
number of channels, asynchronous triggering, trig-
ger rates as high as 105 events/s and the necessity to
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Fig. 1. The "gure shows a top-level view of the front-end data acquisition for the compass collaboration RICH. Each of the 192 BORA
boards is directly connected through a one-way 622 Mb/s "ber optic link to the rest of the apparatus and through a slower network to
other boards and to the controlling PC computer. The "ber optics link transmits event data while the slower network is used for
downloading programs to the DSPs and for transmitting engineering data such as voltages and temperatures and channel noise "gures
needed to recalculate channel thresholds.

"lter data locally in order to lower the enormous
amount of data generated by large instruments.
Also, since the Compass [2] experiment will last for
a decade, the front end must be #exible enough in
order to adapt itself to new experimental condi-
tions.

Our front-end board was designed for acquiring,
converting, zero-suppressing and transmitting data
at 105 triggers/s with 5% average pixel occupancy.
After zero-suppression the signi"cant data is pack-
ed into data frames containing 32 bits per hit chan-
nel. Each event frame contains the channel number
and reading, plus a header and a trailer word. On
the average, each front-end board } called BORA
and shown in Fig. 3 } transmits 75.8 Mbit/s

through the "ber optics link that connects the
board to the rest of the data acquisition system.
The whole RICH transmits through its 192 "ber a
total of 14.55 Gbit/s.

For the sake of brevity our description will re-
main necessarily at the architectural level, leaving
for a future publication the details of the implemen-
tation.

2. The general architecture

Fig. 1 shows the general physical architecture of
the front-end system. There are 192 BORA boards
connected to the pixels of the instrument. Each
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BORA has an on-board 32-bit ADSP-65021L [3]
digital signal processor (DSP) that controls and
supervises the board. They also have a large
XILINX [4] FPGA that acts as: a trigger hold-time
controller; a parallel processor that performs sev-
eral threshold subtractions and comparisons at a
time; a "ber optics transmitter controller; and as a
generator of control signals for the pre-amp VLSIs,
ADC chips and data FIFOs. Since the FPGA is
software programmable, at reset time, the chip
is programmed through the DSP. Hence the opera-
tion of the FPGA is not de"ned at design-time but
can be reprogrammed at run-time. This re-pro-
grammability allows adding new features, improv-
ing performance or correcting errors of the original
implementation.

Each BORA board communicates with the out-
side world through either a fast "ber optics link,
used to transmit event data, or through a dedicated
10 Mbit/s network formed by the 24 DSPs of
a chamber and an extra DSP placed within a PC.
The whole RICH has eight such dedicated net-
works, one for each chamber, as shown in Fig. 1.
The ADSP-21065L has been designed to handle the
signals for the dedicated time-division-multiplexed
network. The network is a two-way communica-
tion link that allows the board to receive data and
instructions from the controller within the PC and
to send status data about the operation of the
board. The status information can be engineering
data such as voltages and local temperatures or
channel operation parameters required for the o!-
line analysis of the data. The DSP periodically
analyzes the operation of the data channel by
measuring pedestals, noise, linearity and ampli"ca-
tion of each channel.

The PC is connected to the rest of the world
through the internet and through it the PC sends
and receives data and instructions from the slow
control of the whole experiment.

3. The BORA board

The RICH sensitive pixels are 0.8]0.8 cm2 pads
on a printed circuit board of 60]60 cm2. Each
pixel is the starting point of one data channel. As
shown in Fig. 1 two PCBs are called a chamber.

Fig. 2. View of the layout of the back plane printed circuit board
of half a chamber. Notice that each BORA board is connected to
one row of nine connectors of the back plane. To fully identify
a channel we need three bits for the chamber number; "ve bits
for the BORA board number within the chamber and ten bits for
the channel within the BORA controlled row.

The PCB implemented back plane is shown in
detail in Fig. 2. A BORA board is connected to the
pixels through a row of nine connectors, hence 24
BORAs are needed to process the pixels corre-
sponding to one chamber. Each back-plane con-
nector receives the signal coming from 48 pads.

The heart of the system is the BORA (Fig. 3). At
reset time the DSP reports to the PC and then it
receives, through the dedicated network, the bit
stream necessary to program the FPGA as well as
the initial operating parameters. Unless com-
manded to proceed otherwise the system waits
for an external trigger to arrive. When the trigger
arrives to the BORA the FPGA broadcasts the
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Fig. 3. The "gure shows a schematic view of a BORA front-end board. The board has one Field Programmable Gate Array,
a ADSP-21065L digital signal processor. The board communicates with the rest of the system through a fast "ber optics link and
dedicated time division network.

trigger to the DSP and immediately starts a
counter to wait for the 1 ls needed for the output
signals of the Compass}Gassiplex [6] to reach their
peak. When the signals reach their peak the FPGA
holds the values of the signals. Then it proceeds,
either automatically or under the command of the
DSP, to execute the "rst data acquisition proced-
ure. This "rst procedure consists in reading all
channel signals from the Gassiplexes, converting
then into 10-bit numbers using AD9201 [5] ADCs
and writing the digital data } corresponding to
three channels at a time } into a 32-bit wide FIFO.
Fig. 4 shows in detail the schematic of the elec-
tronics, corresponding to one of the nine connec-
tors, controlled by the FPGA during the
acquisition phase.

There is a second phase where the FPGA is
launched into analyzing which readings, already
stored in the FIFOs, are above the threshold and
consequently must be sent to the rest of the data
acquisition system through the "ber optics link.
The readings of the analog channels and the analy-
sis are two separated phases because the "rst phase
time duration is always 400 ns, while the duration
of the second phase depends on the number of hits

above the threshold that need to be transmitted.
A second trigger can be accepted if it is separated
by more than 400 ns from the previous trigger,
while the average analysis of a full event takes
approximately 5}7 ls.

The di!erence in processing time between the
two phases forced us to place in between a FIFO
capable of bu!ering 100 events.

4. Conclusion

The front-end system for the RICH detector of
the Compass experiment at CERN (NA58) is based
on 192 BORA boards. These boards have local
intelligence due to the inclusion of a DSP capable
of re-programming a large FPGA and of control-
ling and supervising the data acquisition process.
The DSP is also capable of performing housekeep-
ing chores such as evaluating pedestals, noise and
linearity of the channels. It also controls a local
network that communicates all DSPs within a
chamber to a PC. The board delivers the data
coming from an event through a fast "ber optics
link.
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Fig. 4. The "gure shows in detail the electronics controlled by the FPGA during the phase of analog data acquisition. The
Gassiplex chips read 16 analog pixel inputs. They deliver the analog signals through two outputs at a time. These analog outputs are
converted into 10-bit digital numbers by the AD9201 ADCs. The digital values are packed, in groups of the 10-bit readings, into the
32-bit wide FIFOs.
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The #exibility and performance of this architec-
ture allows it to be a valid implementation capable
of lasting for the 10-year life cycle of the experi-
ment. We expect to test on a beam the "nal version
of the board and the software by the end of the
spring.
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